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## Introduction

## Classical algebraic approach to field theories: state of the art

The mathematical treatments of classical field theories find inspiration and draw ideas from two main sources: the Hamiltonian and Lagrangian formalisms of classical mechanics. If one intends also to include relativistic phenomena then there remain essentially only two rigorous frameworks, both emphasizing the geometric viewpoint: the multisymplectic approach (see [36], [35], [29]) and another related to the formal theory of partial differential equations (see [27], [52]). They have several points in common and there is now a highly developed formalism leading to rigorous calculus of variations. The concept of dynamics plays a distinguished role here: usually it is assigned by some PDEs called equations of motion. It has to be regarded as a lucky coincidence that equations of motions in physical theories can be obtained via the principle of least action once some a priori object, the Lagrangian has been fixed. In this geometrical setting the notion of solutions is implemented as a submanifold of an appropriate jet bundle. We stress that this formalism carefully avoids treating the intrinsic infinite dimensional degrees of freedom of the configuration spaces.
On the other hand, there exists another treatment of classical mechanics that emphasises more the algebraic and the analytic structures and is intrinsically infinite dimensional, which is named after the pioneering works of von Neumann ([57]) and Koopman ([49]) and works directly in Hilbert spaces. We could use another independent mathematical viewpoint which, combining algebraic geometry and quantum mechanics, naturally leads to an infinite dimensional setting: one can show that
"if $M$ is a second countable differentiable manifold then the ring of morphisms $\operatorname{Hom}\left(C^{\infty}(M, \mathbb{R}), \mathbb{R}\right)$ is canonically isomorphic to $M^{" 1}$;
this implies that properties of the manifold $M$ might be encoded into the algebra of smooth functions $C^{\infty}(M, \mathbb{R})$. These ideas converged in the last decade when another treatment was developed: it also drew inspirations from perturbative quantum field theories in the algebraic fashion (see e.g. [9]). This approach is close in spirit to the von Neumann-Koopman formalism and emphasises more the observables point of view by dealing directly with the configuration space as an infinite dimensional space.

[^0]where $f^{*}(g)=g \circ f$ is the pull-back mapping.

It is then natural to endow the infinite dimensional space of field configurations with a manifold structure and later define observables as smooth functions therein. If one is willing to generalise the setting of [49, 57] to field theories finds immediately an insurmountable difficulty, namely, a result by Eells and Elworthy (see [24], [25]) constrains a configuration space, viewed as a second countable Hilbert manifold, to be smoothly embedded into its ambient space, i.e., it is just an open subset of the ambient Hilbert space. If, instead of Hilbert manifolds, one allows for Banach manifolds other difficulties emerge: by a result of [58], if $G$ is a Lie Group with Banach manifold structure and acts transitively, effectively (i.e. the only element of the isotropy group of $G$ is the identity) and smoothly on a compact finite dimensional manifold $M$, then $G$ has to be finite dimensional. This is problematic since the action of $\operatorname{Diff}(M)$ on $M$ is transitive and effective; however, the above result cannot be smooth in the Banach smooth structure. Hence, we need to bypass those facts of life and find a clever replacement. The solution is offered regarding the configuration space as an infinite dimensional manifold modelled over locally convex spaces (see e.g. [38, 50, 54]). Here, one relies heavily on the clarifications given in the last thirty years about the most appropriate calculus on such spaces (see, e.g., $[2,50]$ ).
Based on the ideas exposed above, and using as inputs also some crucial notions belonging to microlocal analysis, the authors of [14] described the case of scalar field theories on globally hyperbolic spacetimes. Observables (or equivalently functionals) are implemented as spacetime compactly supported smooth functions over the infinite dimensional manifold of scalar field configurations endowed with Bastiani smooth calculus and are classified with respect to regularity conditions typical of microlocal analysis. Instead of introducing dynamics by variation of an action functional, the latter is equivalently introduced by differentiation, in the smooth structure described above, of microlocal functionals. The old variational setting is essentially recovered using the characterization of microlocal functionals [14, Proposition 2.2]. It is important to notice that observables treated henceforth are off-shell, i.e. no extra dynamical condition is imposed on them; this is especially relevant in the context of quantum field theory where often quantum fields are studied on-shell. In this thesis we avoid working on shell focusing on the more general off-shell approach.
Once a dynamic, that is a family of microlocal functionalsinducing the same normally hyperbolic linearized equation, is chosen, the authors introduce a Poisson structure on the space of functionals by the Peierls bracket (c.f [14, Definition 3.5]). It can be showed the the Poisson bracket of two microlocal functionals is well defined however, it fails to be microlocal, therefore the space of microlocal functionals is enlarged to the bigger space of microcausal functionals (c.f. [14, Definition 3.6]) by optimally constraining the singularity structure of such observables. It is then shown (see [14, Proposition 3.4 and Corollary 3.3]) that the Poisson bracket of two microcausal functionals is well defined, closed and satisfies the Jacobi identities.
The space of microcausal functionals has many properties: it can be given the topology of a nuclear locally convex space (see [14, Theorem 4.1 and the discussion in Remark 4.3]), has the $C^{\infty}$ _ring structure $^{2}([14$, Theorem 4.2]), by $(i)-(i i i)$ in [14, Proposiotion 4.1] one can generate partitions of unity with microcausal functionals on the configuration space and, by $(i v)-(v)$ in the same

[^1]The field $\mathbb{K}$ can either be $\mathbb{R}$ or $\mathbb{C}$.
proposition, an analogue of Milnor's exercise (see e.g. Problem C-1 pp. 11 in [55]) in the infinite dimensional setting holds.
On-shell observables are finally defined as elements of the quotient of the space of microcausal functionals (i.e. off-shell observables) by the ideal (with respect to the pointwise product) of functionals vanishing on solutions of the dynamic. An alternative is to define this ideal as the set of functionals which are kinematical derivations of the (family) microlocal action inducing the dynamic. The latter is also an ideal for the Poisson structure ([14, Proposition 4.2]) but it is an open problem to determine the relation between those two definitions.

## Functional approach to quantum field theories: state of the art

Algebraic quantum field theory is an axiomatic, mathematically rigorous framework to study quantum field theories originating from [37]. The idea is to assign a suitable $*$-algebra with product $\star$ to the physical system under consideration, then once a state on this algebra has been assigned, one can use the GNS reconstruction theorem to recover the standard quantum mechanical approach. The above $*$-algebra must also be endowed with an additional product: the time-ordered product $\cdot T$. The latter is easily defined for regular functionals, and can be extended to microlocal functionals, however it cannot be defined for general microcausal functionals. The $\star$ product is the deformation quantization product, the other defines the $S$-matrix which is crucial in perturbation theories to treat interactions. The definition of the $\cdot_{T}$ product is plagued by various problems such as the $I R$ and $U V$ divergences as well as the need to work in formal series of the quantum deformation parameter. The latter is generally tolerated, the first is cured by assuming the interactions have compact support whereas to cure the $U V$-divergence problem requires some work. For instance, a general framework based on the the ideas of Bogoliubov, Parasiuk, Hepp, Zimmermann (see for details $[5,39,72,73]$ ) which form the backbone of the BPHZ-renormalization scheme aims at eliminating divergences at each perturbative order in $\hbar$ by expressing time-ordered products in terms of Feynman diagrams and then subtracting ad-hoc counterterms. Later on, in [26], Epstein and Glaser implemented a renormalization scheme with extra physically relevant constraints (e.g. unitarity and causality) which are shown to be conserved at each renormalization step. These renormalization scheme, i.e. the subtractions of terms, is not unique and was shown in [62] that the renormalization freedom is tightly constrained by the requirements made in the Epstein-Glaser framework; moreover, the different renormalization terms were precisely those of the Stückelberg-Petermann renormalization group (see [69]).
The approach described above uses many features of Minkowski spacetime, moreover renormalization is carried out in Fock spaces. In generalizing this approach to curved spacetimes, one runs into a set of problems: first of all translational invariance (more generally Poincaré covariance) is generally lost, no vacuum state is present, it is not possible to use Fourier transform methods to regularize Feynman diagrams and there is no general connection between the Euclidean and Lorentzian theory such as Osterwalder-Schrader theory (see [60] for details). Those problems where given a solution by using ideas from Epstein-Glaser, the introduction of microanalytical techniques that substituted the Fourier transform with the analysis of singularities by means of the wave front set. In particular, Radzikowski showed in [64] that microlocal analysis allows a key characterization of the spectrum
condition in terms of wave front sets. Building on these results Brunetti, Fredenhagen and collaborators produced a framework, (see $[11,12]$ ) to study quantum field theory in curved (globally hyperbolic) spacetimes which did not require a vacuum state or any Fourier transform methods. This framework was reminiscent of the one provided by [37] for Minkowski spacetime, which stated a set of axioms describing the properties of a $C^{*}$-algebra of observables associated to each spacetime region. Building on this approach, but dropping the rather strong requirement of $C^{*}$-algebra in favor of the weaker $*$-algebra of formal power series in $\hbar$, the authors of $[10,11]$ derived what is now called perturbative algebraic quantum field theory (pAQFT for short). The next step was to replace Poincaré covariance: this was accomplished by introducing the principle of locality and covariance for quantum field theories ([15, 40]) which was then extended to time-ordered products in [40-42]. The locally covariant formulation of quantum field theories is set up in categorical terms by requiring that quantum fields to be natural transformations; however, at its core, this formulation implies that quantum processes ought to be localizable in spacetime and that the setting of the theory is not a just a fixed spacetime, but a family of spacetimes isometrically embedded into one another. In Chapters 3 and 4 we employ the off-shell functional formalism of $[9,14]$ to the end of completely removing the analyticity requirements from the renormalization scheme of [40, 41]. More precisely, we shall generalize the microlocal spectrum condition to time-ordered products while reestablishing the existence and uniqueness results. To start the Epstein-Glaser induction step for perturbative renormalization it is fundamental to show the existence of Wick powers satisfying the weak regularity requirement of [47].

## Structure of the thesis and main results

## Chapter 1: Preliminaries

In this chapter we collect all the notions that will be employed in the subsequent chapters. In particular, we shall focus on some differential geometry (Section 1.1, Section 1.2) and on locally convex spaces and two notions of calculus therein (Section 1.3, Section 1.3.3, Section 1.3.4).

## Chapter 2: Non-trivial bundles and algebraic classical field theory

The aim of this chapter is to extend the classical algebraic approach of [14] from scalar field to fields of generic non-trivial bundles. In Section 2.1 and 2.2 we introduce the topology and the infinite dimensional manifold structure for spaces of mappings. In Section 2.3 we describe the notions of observables/functionals as compactly space-time supported (Theorem 2.3.1), smooth (Theorem 2.3.3) functions on the manifold $\Gamma^{\infty}(M \leftarrow B)$. Classes of functionals are presented (Theorem 2.3.5) and characterized in more intuitive ways (Theorem 2.3.9 and 2.3.11). Then we study a general class of action functionals which admits normally hyperbolic linearized differential equation and define, in 2.4.4, the Peierls bracket, to make the letter a closed operation, in Theorem 2.4.6 and Theorem 2.4.9, we enlarge the space of microlocal functionals to microcausal functionals: $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$. Finally we show that the Peierls bracket satisfies the Jacobi identity (Theorem 2.4.11). Finally, we characterize $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ with the structure of a nuclear locally convex space (Theorem 2.5.3), show that it has the $C^{\infty}$ ring property (Theorem 2.5.4) and other additional properties in Theorem 2.5.5.

In Theorem 2.6.1, we show, for the case of scalar field theories, the density of regular functionals into microcausal functionals.

## Chapter 3: Functional formalism in quantum field theory: Wick powers

The aim of this chapter is to generalize the definition of Wick powers in [47] to off-shell Wick powers and show their existence. Specifically, in Section 3.1 we introduce the notion of natural bundle together with the example of the bundle of background geometries which we use throughout the rest of the thesis. Crucial for the characterization results of Theorem 3.3.10 are Theorem 3.1.8 and Theorem 3.1.9. In Section 3.2 we derive the local expression of the Hadamard parametrix. In Section 3.3 we introduce the algebraic functional formalism for quantum field theories. This leads to the creation of the abstract algebra of microcausal functionals (3.54) which possess a deformation quantization product $\star$. We define off-shell Wick powers in Theorem 3.3.9, along the lines of [47] we show their characterization result in Theorem 3.3.10. Finally, using the equivalence of weak regularity and convenient smoothness in Theorem 3.3.12 we show existence of Wick powers (Theorem 3.3.15).

## Chapter 4: Functional formalism in quantum field theory: Time ordered products

The aim of this chapter is to extend the parameterized microlocal spectrum condition (i.e. condition (iv) in [47]) to time-ordered products, then show existence and uniqueness results with the new definition given. We start by collecting in Section 4.1 the results concerning the extensions of distributions to submanifolds. Then in Section 4.2 we present the definition of time-ordered products c.f. Theorem 4.2.2. Our definition does use the functional formalism (e.g. to prescribe the singularity structure) and is off-shell. In Section 4.2.1, we present the inductive construction to establish the existence of time-ordered products. This relies on the fact that renormalization is equivalent to extending certain distributions, and culminates with Theorem 4.2.5 and 4.2.6. Finally in Theorem 4.2.7, as in the case of Wick powers, we characterize how two families of time-ordered products may differ, and in Corollary 4.2 .8 we further specialize this result.

## Chapter 1

## Preliminaries

We describe the content of this chapter:

In Section 1.1 we shall recall some topological properties of a Lorentzian manifold related to the causality concept. Also a notion of Cauchy hypersurface (Definition 1.1.1) is introduced together with the notion (Definition Definition 1.1.4) and properties (Theorem 1.1.6) of globally hyperbolic manifolds.

In Section 1.2 we introduce the notion of bundle (Definition 1.2.1), which has a geometric relevance on its own, but, on top of that, gives Physics a toolkit to place physical entities such as fields (see (1.2) defining the space of fields). We will also specify certain special classes of bundles and introduce connections. Then we describe the Petree-Slovák Theorem (Theorem 1.2.7) which is a characterization of finite order differential operators between sections of bundles. The relevance of this theorem lies in its applications: we use it in Proposition 2.3.11 to characterize microlocal functionals as local integrals of Lagrangians, and in Theorem 3.3.10, Theorem 4.2.7 to characterize families of Wick powers and Time-ordered products. Among finite order differential operators we shall pay close attention to second order globally hyperbolic operators i.e. wave equations (c.f. Definition 1.1.4) and how, in this special case, we can derive a strong framework for solving wave equations geometrically (c.f. Theorem 1.2.16).

In Section 1.3 we recall same basics facts about locally convex spaces and detail the constructions of the topological vector spaces structures on the spaces of smooth functions $C^{\infty}(M), C_{c}^{\infty}(M)$, generalizing those to spaces of sections of vector bundles $\Gamma^{\infty}(M \leftarrow E), \Gamma_{c}^{\infty}(M \leftarrow E)$ and their duals: the spaces of distributions. En passant, we also briefly recall the notion of wave front set for distributions and how this can be used to compose integral kernels with singularities. Handling wave front sets is of paramount importance throughout the thesis and constitutes an essential part of the microanalytical formalism for quantum field theories. Finally we will describe two possible notions of calculus on locally convex spaces. The first one is Bastiani calculus which is a generalization of calculus in Banach spaces (for details, we refer to $[2,53]$ and $[38]$ for the case of Fréchet spaces). On the one hand this calculus is very natural for it enjoys many of the properties of calculus: being smooth is stable under compositions, the chain rule holds and one can also define integrals. On the other hand, Bastiani calculus does not posses the following Cartesian closedness property: if
$E, F, G$ are locally convex spaces, then

$$
\begin{equation*}
C^{\infty}\left(E, C^{\infty}(F, G)\right) \simeq C^{\infty}(E \times F, G) . \tag{1.1}
\end{equation*}
$$

Beyond being a somewhat natural categorical request for a calculus in locally convex spaces, it has great practical utility in our case due to the joint smoothness requirement that enters the definition of Wick powers (see (iv) in Definition 3.3.9). A suitable candidate satisfying (1.1), called convenient calculus, is provided in [50]: it satisfies most of the natural properties of calculus (e.g. smoothness is stable under compositions, the chain rule holds and integrals of curves are well defined), however, it has quite a drawback: smooth mappings may fail to be continuous (see Proposition 2.2 and $\S 2$ of [34]). In the particular case of Fréchet spaces however, convenient calculus and Bastiani calculus are equivalent (see (iv) Proposition 1.3.23).

### 1.1 Selected topics in Lorentzian geometry

Let $(M, g)$ be a Lorentzian manifold. At each $x \in M$ we can choose coordinates for which $g_{x}=\operatorname{diag}(-1,1, \ldots, 1)=\eta$.A non-zero tangent vector $v_{x} \in T_{x} M$ is called timelike if $g_{x}\left(v_{x}, v_{x}\right)<0$, lightlike or null if $g_{x}\left(v_{x}, v_{x}\right)=0$, spacelike if $g_{x}\left(v_{x}, v_{x}\right)>0$.

At each point of $M$ we can define a direction of time, more precisely, we seek a way to give a consistent notion of future-directed and past-directed for any timelike tangent vector on $T M$. Since the latter set is the interior of a cone with two disconnected components, we can consistently pick one of those two cones and call it future-directed if there is a global timelike vector field $X$. From now on we shall assume that whenever we work with a Lorentzian manifold, it will have a time orientation, i.e. a global timelike vector field $X$ defining a future orientation.

If $x, y \in M$, we write $x \ll y$ if there exist a future directed, timelike smooth curve $\gamma$ joining $x$ to $y, x \leq y$ if either $x=y$ or there is a future directed, causal smooth curve $\gamma$ joining $x$ to $y$; in the latter case we write $x<y$. The sets $I^{ \pm}(x)=\{y \in M: x \ll y\}, J^{ \pm}(x)=\{y \in M: y \leq x\}$ are respectively called the chronological future/past of $x$, causal future/past of $x$. Analogously, if $U \subset M$ is open, we denote by $I^{ \pm}(U)$ (resp. $\left.J^{ \pm}(U)\right)$ the sets $\cup_{x \in U} I^{ \pm}(x)$ (resp. $\cup_{x \in U} J^{ \pm}(x)$ ). Note that the sets $J^{ \pm}(U)$ are in general nor open neither closed, for example, consider spacetime $\left(\mathbb{R}^{2} \backslash[-2,2] \times 1, \operatorname{diag}(-1,1)\right)$ and $J^{+}((2,0))$. However, one can show that the sets $I^{ \pm}(x)$ are always open; therefore, taking intersections of the form $I^{+}(x) \cap I^{-}(y)$ we get a family of open sets, which we call chronological open diamonds by the shape they have on Minkowski spacetime. Such a family defines a topology on $M$, called the Alexandrov topology. By construction (those sets are already open in $M$ with its standard topology) the Alexandrov topology is coarser than the original one. In the same spirit one can construct a family of causal diamonds by

$$
J(x, y) \doteq J^{+}(x) \cap J^{-}(y) .
$$

If $A \subseteq M$, is called future (past) compact if $J_{M}^{+}(x) \cap A\left(J_{M}^{-}(x) \cap A\right)$ is compact $\forall x \in M$.
Next we present the necessary tools to define globally hyperbolic spacetimes, i.e. those space-
times where the Cauchy problem can be defined in a meaningful way. If $A$ is a subset of $M$, we call it achronal if every timelike curve intersects it at most once, acausal if every causal curve intersects $A$ at most once. Any achronal subset is acausal, while the opposite is not always true, for example, in any closed lightlike cone on Minkowski spacetime, which is achronal, a light ray passing through the vertex and any other point of the boundary is a causal curve intersecting $A$ infinitely many times.

Definition 1.1.1. A subset $\Sigma$ of $M$ is called Cauchy hypersurface if every inextendible timelike curve on $M$ meets $\Sigma$ in exactly one point.

If $M$ admits a Cauchy surface $\Sigma$, given any $y \in M$ and any maximally extended timelike curve $\gamma$ through $y$, then $\gamma$ will intersect $\Sigma$ at some point $x$, and we will have either $x=y$ or $x \ll y, y \ll x$. As a result, we can write $M$ as the disjoint union $M=I^{+}(\Sigma) \bigsqcup \Sigma \bigsqcup I^{-}(\Sigma)$. Intuitively, a Cauchy hypersurface is the locus of points on the manifold where all the past is known, (in the sense that past particles and light rays will hit the surface), and the future is predictable given some notion of evolution.

Definition 1.1.2. Let $M$ be a time-oriented Lorentzian manifold, then
(i) $M$ is called causal if there are not closed causal curve on $M$,
(ii) $U \subseteq M$ open is called causally convex if any causal curve connecting points of $U$ is contained in $U$,
(iii) $M$ is strongly causal at $x \in M$ if every open neighborhood of $x$ contains an open causally convex neighborhood. If this condition holds in very point, then $M$ is called strongly causal.

Theorem 1.1.3. (Kronheimer, Penrose) A time oriented Lorentz manifold ( $M, g$ ) is strongly causal if and only if the Alexandrov topology coincides with the original topology on $M$.

Definition 1.1.4. A time-oriented Lorentzian manifold $(M, g)$ is called globally hyperbolic if
(i) $M$ is causal,
(ii) $\forall x, y \in M$ all diamonds $J_{M}(x, y)$ are compact.

Definition 1.1.5. Let $(M, g)$ time-oriented Lorentzian manifold and $t: M \rightarrow \mathbb{R}$ a continuous map, then $t$ is called a
(i) time function if it is strictly increasing along all future directed causal curves,
(ii) temporal function if it is smooth with $\operatorname{grad}(t)$ is future directed and timelike,
(iii) Cauchy time function if it is a time function whose level sets are Cauchy hypersurfaces,
(iv) Cauchy temporal function if it is a temporal function whose level sets are Cauchy hypersurfaces.

We remark how computing the flow of the gradient of a Cauchy temporal function $t$ gives us a diffeomorphism between hypersurfaces, moreover, since timelike curves intersects a given level set of $t$ (which is a Cauchy hypersurface) exactly once then we create a diffeomorphism

$$
M \simeq t(M) \times \Sigma_{t_{0}}
$$

for some reference time $t_{0} \in t(M)$ and $\Sigma_{t_{0}}=t^{-1}\left(t_{0}\right)$. This gives us a very strong necessary topological condition for $M$ to admit a Cauchy temporal function, and as we will immediately see for global hyperbolicity.

Theorem 1.1.6. Let $(M, g)$ be a connected time oriented Lorentz manifold, then the following are equivalent
(i) $(M, g)$ is globally hyperbolic,
(ii) There exist a topological Cauchy hypersurface,
(iii) There exist a smooth spacelike Cauchy hypersurface.

In this case there is a Cauchy temporal function $t$ and $(M, g)$ is isometrically diffeomorphic to the product manifold $\left(\mathbb{R} \times \Sigma, \beta d t^{2}-g_{t}\right)$ where $\beta \in C^{\infty}(\mathbb{R} \times \Sigma)$ is a positive function and $g_{t} \in$ $\Gamma^{\infty}\left(S^{2} T^{*} \Sigma\right)$ is a Riemannian metric on $\Sigma$ depending smoothly on $t$. Moreover, each level set $\Sigma_{t}=$ $\{(t, \sigma) \in \mathbb{R} \times \Sigma\} \subseteq M$ of the temporal function $t$ is a smooth spacelike Cauchy hypersurface.

The equivalence of $(i)$ and (ii) was shown in [33], whereas the remaining claims in [3, 4].

### 1.2 Fiber bundles

In this section we introduce the notion of bundle (Definition 1.2.1), which has a geometric importance of its own, but, on top of that, gives physics a toolkit to place physical entities such as fields (see (1.2) defining the space of fields). We will also specify certain special classes of bundles and introduce connections.

Definition 1.2.1. A fiber bundle is a quadruple $(B, \pi, M, F)$, where $B, M, F$ are smooth manifold called respectively the bundle, the base and the typical fiber, such that:
(i) $\pi: B \rightarrow M$ is a smooth surjective submersion;
(ii) there exists an open covering of the base manifold $M,\left\{U_{\alpha}\right\}_{\alpha \in A}$ admitting, for each $\alpha \in A$, diffeomorphisms $t_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times F$, called trivializations, which are fiber respecting i.e. $\mathrm{pr}_{1} \circ t_{\alpha}=\left.\pi\right|_{\pi^{-1}\left(U_{\alpha}\right)}$.

Given $U_{\alpha}, U_{\beta}$ subsets of $M$, we can define the transition functions $g_{\alpha \beta}: U_{\alpha \beta} \times F \rightarrow F:(x, y) \mapsto$ $g_{\alpha \beta}(x, y) \doteq \mathrm{pr}_{2} \circ t_{\alpha} \circ t_{\beta}^{-1}(x, y)$.

We remark that $\operatorname{pr}_{1} \circ t_{\alpha}=\left.\pi\right|_{\pi^{-1}\left(U_{\alpha}\right)}$ implies $\operatorname{pr}_{1}=\pi \circ t_{\alpha}^{-1}$, thus $t_{\alpha}\left(\pi^{-1}(x)\right) \simeq F$ for all $x \in M$, moreover, by the very definition of trivializations, for any $x \in M$ the transition functions $g_{\alpha \beta}$
evaluated at $x$ are elements of $\operatorname{Diff}(F)$. Furthermore, the mappings $g_{\alpha \beta}$ do satisfy cocycle ${ }^{1}$ relations, that is for any $x \in U_{\alpha} \cap U_{\beta} \cap U_{\gamma} \equiv U_{\alpha \beta \gamma}$, by substituting the definition of $g \ldots(x, \cdot)$, we have

$$
g_{\alpha \beta}(x, \cdot) \circ g_{\beta \gamma}(x, \cdot) \circ g_{\gamma \alpha}(x, \cdot)=i d_{F}
$$

Usually via trivialization it is possible to construct charts of $B$ via those of $M$ and $F$. We call those fibered coordinates and denote them by $\left(x^{\mu}, y^{i}\right)$ with the understanding that Greek indices denote the base coordinates and Latin indices the standard fiber coordinates. The product of two manifolds is always a bundle which is called trivial, whereas general bundles are not trivial. For notational simplicity, we also denote by $\left.B\right|_{x}$ the set $\pi^{-1}(x), x \in M$.

Given two fiber bundles $\left(B_{i}, \pi_{i}, M_{i}, F_{i}\right), i=1,2$, we define a fibered morphism as a pair $(\Psi, \psi)$, where $\Psi: B_{1} \rightarrow B_{2}, \psi: M_{1} \rightarrow M_{2}$ are smooth mappings, such that $\pi_{2} \circ \Psi=\psi \circ \pi_{1}$, sometimes $\psi$ is referred to as the base projection of $\Psi$.

## Proposition 1.2.2.

(i) Let $\pi: B \rightarrow M$ be a proper surjective submersion and $M$ be connected, then $B$ is a fiber bundle with projection $\pi$ and base $M$.
(ii) Let $M, F$ be manifolds, $\left\{U_{\alpha}\right\}_{\alpha \in A}$ an open covering of $M$ and $g_{\alpha \beta}: U_{\alpha \beta} \rightarrow \operatorname{Diff}(F)$ be a cocycle. Then there exists a unique (modulo isomorphisms) fiber bundle $B$ with base $M$, fiber $F$ and $g_{\alpha \beta}$ as transition functions.

We remark how Proposition 1.2.2 gives us two methods to construct bundles: in the first, one considers a fibered manifold ${ }^{2}$ and then adds extra hypothesis ( $M$ is connected and $\pi$ is proper) to force all fibers to be diffeomorphic; in the second, one construct the bundle out of the base and fiber as a quotient set with equivalence relations given by the transition functions. Because of (i) in Prop 1.2.2 we can denote fiber bundles by either $(B, \pi, M)$ or $\pi: B \rightarrow M$ understanding that the typical fiber can be taken, modulo diffeomorphism, as $\pi^{-1}(x)$ for some $x \in M$. In the sequel

[^2]In addition, consider the mapping

$$
\delta_{\mathcal{F}}^{p}: \check{C}^{p}(M, \mathcal{F}) \rightarrow \check{C}^{p+1}(M, \mathcal{F}), \quad \delta_{\mathcal{F}}^{p}=\sum_{i=1}^{p+1}(-1)^{p} \mathcal{F}\left(\rho_{\alpha_{0}, \ldots, \alpha_{p+1}}^{\alpha_{i}}\right)
$$

where $\rho_{\alpha_{0}, \ldots, \alpha_{p+1}}^{\alpha_{i}}$ is the restriction mapping from $U_{\alpha_{0}, \ldots \widehat{\alpha_{i}}, \ldots, \alpha_{p+1}}$ to $U_{\alpha_{0}, \ldots, \alpha_{p+1}}$. For example, if $p=1$, then

$$
\delta_{\mathcal{F}}^{1}(f)_{\alpha \beta \gamma}=\left.f_{\beta \gamma}\right|_{U_{\alpha \beta \gamma}}-\left.f_{\alpha \gamma}\right|_{U_{\alpha \beta \gamma}}+\left.f_{\alpha \beta}\right|_{U_{\alpha \beta \gamma}} .
$$

An element $f \in \check{C}^{p}(M, \mathcal{F})$ is called $p$-cocycle if $\delta_{\mathcal{F}}^{p}(f)=0$. In our case, the sheaf is $C^{\infty}(\cdot, \operatorname{Diff}(F))$, the group operation is, instead of addition, the composition of elements of $\operatorname{Diff}(F)$ and the resulting C Cech 2 cocycles are elements $g_{\alpha \beta}: U_{\alpha \beta} \rightarrow \operatorname{Diff}(F)$ satisfying

$$
\left.\left.\left.g_{\alpha \beta}\right|_{U_{\alpha \beta \gamma}} \circ\left(g_{\gamma \beta}\right)^{-1}\right|_{U_{\alpha \beta \gamma}} \circ g_{\gamma \alpha}\right|_{U_{\alpha \beta \gamma}}=i d_{\operatorname{Diff}(F)} .
$$

[^3]we shall prefer the latter notations unless we need to specify the typical fiber.

In the sequel we will often use pullback bundles: given a bundle $\pi: B \rightarrow M$, a manifold $N$ and a smooth mapping $\psi: N \rightarrow M$, the pullback bundle $\varphi^{*} B$ is defined via the commutative diagram

as the set of points $\{(y, b) \in N \times B: \psi(y)=\pi(b)\}$.

We now list some relevant classes of bundles, which are related to special choices of the typical fiber $F$. First we introduce vector bundles, the latter are particular fiber bundles whose standard fiber is a vector space.

Definition 1.2.3. A bundle $(B, \pi, M, V)$ is a vector bundle if the standard fiber $V$ is a vector space and the transition functions $g_{\alpha \beta}$ are $\operatorname{Gl}(V)$-valued for each $\alpha, \beta$.

We denote fibered coordinates on vector bundles by $\left\{x^{\mu}, v^{i}\right\}$. Given $(E, \pi, M, V),(F, \rho, M, W)$ vector bundles over the same base manifold, it is possible to construct a third vector bundle $(E \otimes F, \pi \otimes \rho, M, V \otimes W)$ called the tensor product bundle whose standard fiber is the tensor product of the standard fibers of the starting bundles.

As any other manifolds, $B$ admits vector fields $X \in \mathfrak{X}(B)$, we will often use a particular kind of vector fields: they are called vertical vector fields and are defined as the set $\mathfrak{X}_{\text {vert }}(B)=\{X \in$ $\left.\Gamma^{\infty}(T B \rightarrow B): T \pi(X)=0\right\}$, where $\pi: B \rightarrow M$ is the bundle projection and $T \pi: T B \rightarrow T M$ denotes the its tangential lift. We will denote by $\Phi_{t}^{X}: B \rightarrow B$ the flow of any vector field on $B$, and assume in the rest of this work that the parameter $t$ varies in an appropriate interval which has been maximally extended. Note that if $X \in \mathfrak{X}_{\text {vert }}(B)$, then $\Phi_{t}^{X}$ is a fibered morphism whose base projection $\phi$ is the identity over $M$. Vertical vector fields can be seen as sections of the vertical vector bundle, $\left(V B \doteq \operatorname{ker}(T \pi), \tau_{V}, B\right)$ which is easily seen to carry a vector bundle structure over $B$.

Definition 1.2.4. A bundle $(P, \pi, M, G)$ is a principal bundle if the standard fiber is a Lie group and the transition functions $g_{\alpha \beta}$ acts on $G$ as left translations i.e. $g_{\alpha \beta}(x): G \rightarrow G: h \mapsto g_{\alpha \beta}(x) \cdot h$ for each $x \in U_{\alpha \beta}$ and each $h \in G$.

With such a trivialization we can decompose points $p \in P$ as $(x, g) \in U_{\alpha} \times G$, defining $r_{h}: P \rightarrow$ $P, p=(x, g) \mapsto p \cdot h=(x, g \cdot h)$ yields a smooth global right action of $G$ on $P$ called the principal right action. Similarly to Proposition 1.2 .2 , one has an alternative definition of principal bundles:

Lemma 1.2.5. Let $\pi: P \rightarrow M$ be a surjective submersion, $G$ a Lie group acting freely on $P$ on the right such that the orbits of the action are exactly the fibers $\pi^{-1}(x)$. Then $P \rightarrow M$ is a principal bundle with structure group $G$.

If $\left(P i, \pi_{i}, M_{i}, G_{i}\right), i=1,2$ are principal bundles, a principal $\theta$-morphism between them is a triplet $(\Psi, \psi, \theta)$, where $\Psi: P_{1} \rightarrow P_{2}, \psi: M_{1} \rightarrow M_{2}$ is a fiber bundle morphism and $\theta: G_{1} \rightarrow G_{2}$ a homomorphism of Lie groups, satisfying

$$
r_{\theta(h)} \circ \Psi=\Psi \circ r_{h} \forall h \in G .
$$

When $G_{1}=G_{2} \equiv G$ and $\theta=i d_{G}$ then we simply call it principal morphism. An intuitive example of principal bundle is constructed as follows: let $G$ be a Lie group acting freely on a manifold $M$, then $M / G$ is a well defined manifold and, by Lemma $1.2 .5,(M, \pi, M / G, G)$ is a principal bundle.

We denote by

$$
\begin{equation*}
\Gamma^{\infty}(M \leftarrow B)=\left\{\varphi: M \rightarrow B \text {, smooth }: \pi \circ \varphi=i d_{M}\right\} \tag{1.2}
\end{equation*}
$$

the space of sections of the bundle. In physical terminology the latter are also-called field configurations or simply fields. We shall later on put a topology and then an infinite dimensional manifold structure on $\Gamma^{\infty}(M \leftarrow B)$. We stress that for a generic bundle the space of global smooth sections might be empty, for example when considering nontrivial principal bundles, therefore we assume that whenever we invoke the presence of fields, $\Gamma^{\infty}(M \leftarrow B)$ is not empty. This is always the case, for example, when dealing with vector or trivial bundles.

Another notion of interest, necessary for calculus of variations, are jet bundles. Heuristically they geometrically formalize PDEs. For general references see [48] chapter IV section 12 or [66]. Rather than giving the most general definition, we simply recall the bundle case. Given any fiber bundle $(B, \pi, M, F)$, two sections, $\varphi_{1}, \varphi_{2}$ are $k$ th-order equivalent in $x \in M$, which we write $\varphi_{1} \sim_{x}^{k} \varphi_{2}$, if for all $f \in C^{\infty}(B), \gamma \in C^{\infty}(\mathbb{R}, M)$ having $\gamma(0)=x$, the Taylor expansion at 0 of order $k$ of $f \circ \varphi_{1} \circ \gamma$ and $f \circ \varphi_{2} \circ \gamma$ coincide. The relation $\sim_{x}^{k}$ becomes then an equivalence relation and we denote by $j_{x}^{k} \varphi$ the equivalence class with respect to $\varphi$. Setting $J_{x}^{k} B \doteq \Gamma_{x}^{\infty}(M \leftarrow B) / \sim_{x}^{k}$, where $\Gamma_{x}^{\infty}(M \leftarrow B)$ are the germs of local sections of $B$ defined on a neighborhood of $x$. The $k$ th order jet bundle is

$$
J^{k} B \doteq \bigsqcup_{x \in M} J_{x}^{k} B
$$

The latter inherits the structure of a fiber bundle with base either $M, B$ or any $J^{l} B$ with $l<k$. If $\left\{x^{\mu}, y^{j}\right\}$ are fibered coordinates on $B$, we induce fibered coordinates $\left\{x^{\mu}, y^{j}, j_{\mu}^{j}, \ldots, y_{\mu_{1} \ldots \mu_{k}}^{j}\right\}$ where Greek indices are symmetric. The latter coordinates embody the geometric notion of PDEs. The differential $d$ of the manifold $J^{k} B$ can be the split into a horizontal $d_{h}$ and a vertical $d_{v}$ component in $J^{k+1} B$, this defines a double complex for the differential forms of $\Omega^{\bullet}\left(J^{k} B\right)$. In particular the horizontal differential can be written in coordinates as

$$
d_{\mu}=\frac{\partial}{\partial x^{\mu}}+y_{\mu}^{i} \frac{\partial}{\partial y^{i}}+\ldots+y_{\mu \lambda_{1} \cdots \lambda_{k}}^{i} \frac{\partial}{\partial y_{\lambda_{1} \cdots \lambda_{k}}^{i}} .
$$

Given the family $\left\{\left(J^{r} B, \pi^{r}\right)\right\}_{r \in \mathbb{N}}$ with $\pi^{r}: J^{r} B \rightarrow M$ we can calculate its inverse limit $\left(J^{\infty} B, \pi^{\infty}\right)$ called the infinite jet bundle over $M$, it can be seen as a fiber bundle where the standard fiber $\mathbb{R}^{\infty}$ is a Fréchet topological vector space. Its sections denoted by $j^{\infty} \varphi$ are called infinite jet prolongations.

A principal connection on a principal fiber bundle $(P, \pi, M, G)$, is a mapping $\Gamma: T P \rightarrow V P$ such that $\Gamma \circ \Gamma=\Gamma, \operatorname{Im}(\Gamma)=V P, T_{p} r_{g} \circ \Gamma=\Gamma \circ T_{p} r_{g}$ for each $p \in P$ and $g \in G$. Usually for applications we write the connection in components with

$$
\omega=d x^{\mu} \otimes\left(\partial_{\mu}-\omega_{\mu}^{A}(x) r_{A}\right)
$$

where $\left\{r_{A}\right\}_{A=1, \ldots, \operatorname{dim}(G)}$ is a basis of the Lie algebra $\mathfrak{g}$ of $G$ made by right invariant vector fields. It is possible to show that any principal fiber bundle admits a principal connection (see [48, Lemma 11.3]). Using the jet bundle formalism, one can define the so-called bundle of connection as $\operatorname{Conn}(P) \doteq$ $J^{1} P / G$ where the quotient is taken over the equivalence relation induced by the jet prolongation of order one of the principal right action. Choosing a connection amounts to selecting a section of the latter bundle over $M$. Given a connection $\omega$ one can define a notion of covariant derivative of a section of the principal bundle, $\rho$, along a vector field $\xi \in \mathfrak{X}(M)$ as follows:

$$
\nabla_{\xi} \rho \doteq T \rho(\xi)-\hat{\omega}(\xi) \circ \rho
$$

where $\hat{\omega}$ is the horizontal lift of vector fields of $M$ to horizontal bundle $H P \doteq \operatorname{ker}(\omega) \subset T P$. This latter application is uniquely determined once a connection $\omega$ is chosen.

### 1.2.1 Petree-Slovák's Theorem

A differential operator is a mapping between sections of smooth bundles $P: \Gamma^{\infty}(M \leftarrow B) \rightarrow$ $\Gamma^{\infty}(M \leftarrow C)$. Generally speaking, the mapping $P$ can be as complicated as possible, the most simple example of differential operator we can think of is the one induced by a fibered morphism


Given a section $\varphi$ of $B \rightarrow M$ we can manufacture a differential operator $P$ by requiring

$$
\begin{equation*}
P[\varphi](x)=\Psi \circ j^{r} \varphi(x) . \tag{1.3}
\end{equation*}
$$

Whereas general differential operators might be very complicated, this particular one is quite nice since it is induced at the bundle level; it is clear however that not all differential operators can have this form. We therefore seek an answer to the question of what conditions one needs to impose on $P$ to guarantee that it takes the form (1.3). A necessary condition is readily apparent: $P$ ought to be local, that is $P[\varphi](x)$ depends only on the germ of $\varphi$ at $x$. The Petree-Slovák theorem gives sufficient conditions for differential operators $P$ to have the form (1.3).

Definition 1.2.6. We say that $P: \Gamma^{\infty}(M \leftarrow B) \rightarrow \Gamma^{\infty}(M \leftarrow C)$ is a differential operator of globally bounded order if there is $r \in \mathbb{N}$ and a fibered morphism $\left(\Psi, \mathrm{id}_{M}\right): J^{r} B \rightarrow C$ such that $P[\varphi](x)=\Psi \circ j^{r} \varphi(x)$; furthermore $P$ is a differential operator of locally bounded order if, given any $x \in M$ and $\varphi_{0} \in \Gamma^{\infty}(M \leftarrow B)$, there are a compact neighborhood $K \ni x$, an open neighborhood
$\mathcal{U}=\left\{\varphi: j^{r} \varphi(K) \subset V \subset J^{r} B\right\}$ of $\varphi_{0}$ in the $C O^{\infty}$-topology ${ }^{3}$ and a smooth mapping $\Psi: V \rightarrow C$ such that $P[\varphi](x)=\Psi \circ j_{x}^{r} \varphi$ for all $\varphi \in \mathcal{U}$.

Before stating the theorem, let us mention the other condition entering as hypothesis besides locality. Consider a jointly smooth family of mappings $\Phi: \mathbb{R} \times M \rightarrow B$ such that

- for each $t \in \mathbb{R}$ fixed, $\Phi_{t}: M \rightarrow B$ is a smooth section;
- there is a compact subset $H \subset M$ such that for all $x \notin H, \Phi_{t}(x)$ is constant in $t$.

We call such a family of mappings a one parameter compactly supported variation. We say that a differential operator $P: \Gamma^{\infty}(M \leftarrow B) \rightarrow \Gamma^{\infty}(M \leftarrow C)$ is weakly regular if given any compactly supported variation $\Phi$, the mapping $P[\Phi]: \mathbb{R} \times M \rightarrow C$, defined by $P[\Phi](t, x)=P\left[\Phi_{t}\right](x)$, is again a compactly supported variation.

Theorem 1.2.7 (Petree-Slovák's Theorem). Let $B \rightarrow M, C \rightarrow M$ be bundles and $P: \Gamma^{\infty}(M \leftarrow$ $B) \rightarrow \Gamma^{\infty}(M \leftarrow C)$ be a local, weakly regular mapping, then $P$ is of locally bounded order.

The proof of this theorem can be found in e.g. [48, § 19.7], [67] or [56]. To get more out of this result, i.e. globally bounded order of the operator one needs extra hypothesis, some of which are discussed in [71].

### 1.2.2 Differential operators

Lastly, we further study differential operators of global bounded order between sections of vector bundles (Definition 1.2.8) among those we are interested in normally hyperbolic operators (Definition 1.2.11). Those are special since are almost invertible: they admit retarded and advanced Green operators (c.f. in Theorem 1.2.16).

Let $E \rightarrow M$ and $F \rightarrow M$ be vector bundles over the same $n$ dimensional manifold $M$.
Definition 1.2.8. A linear mapping $D: \Gamma^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow F)$ is a differential operator of order $k$ if:
(i) for any open subset $U \subset M, D$ can be restricted to a linear map $D_{U}: \Gamma^{\infty}\left(\left.U \leftarrow E\right|_{U}\right) \rightarrow$ $\Gamma^{\infty}\left(\left.U \leftarrow F\right|_{U}\right)$ such that $\forall \sigma \in \Gamma^{\infty}(U \leftarrow E)$

$$
D_{U}\left(\sigma_{U}\right)=(D \sigma)_{U} ;
$$

(ii) given any local chart ( $U, x$ ) there exists smooth coefficients $D_{\alpha}^{i_{1}, \ldots, i_{r}, \beta}$ totally symmetric in the Latin indices $i$., such that

$$
\left.D s\right|_{U}=\sum_{0 \leq r \leq k} D_{k}^{\mu_{1}, \ldots, \mu_{r}, j} \frac{\partial^{r} s^{k}}{\partial x^{\mu_{1}} \ldots \partial x^{\mu_{r}}} f_{j},
$$

where $e_{k} \in \Gamma^{\infty}\left(\left.U \leftarrow E\right|_{U}\right), f_{j} \in \Gamma^{\infty}\left(\left.U \leftarrow F\right|_{U}\right)$ are the local base sections of the two vector bundles. Denote by $\operatorname{DiffOp}^{k}(E, F)$ the set of $k$-th order differential operators.

[^4]If $D \in \operatorname{DiffOp}^{k}(E, F)$ then the principal symbol

$$
\begin{equation*}
\sigma_{k}(D)=D_{i}^{\mu_{1}, \ldots, \mu_{k}, j} \frac{\partial}{\partial x^{\mu_{1}}} \odot \ldots \odot \frac{\partial}{\partial x^{\mu_{k}}} \otimes e^{i} \otimes f_{j} \tag{1.4}
\end{equation*}
$$

is a globally defined smooth section of $\Gamma^{\infty}\left(S^{k} T M \otimes E^{*} \otimes F\right)$ called the leading symbol or principal symbol of $D$.

Lemma 1.2.9. Let $\sigma \in \Gamma^{\infty}(M \leftarrow E)$ and $\omega \in \Gamma_{c}^{\infty}\left(M \leftarrow E^{*} \otimes \Lambda_{m}(M)\right)$, define a pairing

$$
\begin{equation*}
(\sigma, \omega) \mapsto\langle s, \omega\rangle=\int_{M} \omega(\sigma) . \tag{1.5}
\end{equation*}
$$

This pairing is bilinear and non-degenerate. Furthermore $\langle\sigma, f \omega\rangle=\langle f \sigma, \omega\rangle$
Proof. Suppose that $\langle\sigma, \omega\rangle=0$ for all $\omega \in \Gamma_{c}^{\infty}\left(M \leftarrow E^{*} \otimes \Lambda_{m}(M)\right)$ if $\sigma(x) \neq 0$ for some $x$, then $\sigma \neq 0$ for a neighborhood $U$ of $x$ as well. Let $\psi$ be a positive bump function $\psi$ supported in $U$, if $\theta$ is a positive density with $\left.\theta\right|_{x} \neq 0,\langle\sigma, \psi \theta\rangle>0$. Thus $\sigma=0$. Similarly if $\langle\sigma, \omega\rangle=0$ for all $\sigma \in \Gamma^{\infty}(M \leftarrow E)$, then $\omega=0$. The other claim is straightforward.

Proposition 1.2.10. Let $D \in \operatorname{DiffOp}^{k}(E, F)$, then its restriction $D: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \Gamma_{c}^{\infty}(M \leftarrow F)$ admits a unique adjoint representation with respect to the pairing defined above. Moreover, the adjoint

$$
D^{T}: \Gamma^{\infty}\left(M \leftarrow F^{*} \otimes \Lambda_{m}(M)\right) \rightarrow \Gamma^{\infty}\left(M \leftarrow E^{*} \otimes \Lambda_{m}(M)\right)
$$

a differential operator of order $k$.
Proof. Fix a partition of unity $\left\{\chi_{i}\right\}_{i \in I}$ subordinate to a covering of charts $\left\{\left(U_{i}, x^{\mu}\right)\right\}_{i \in I}$, then

$$
\left.D \sigma\right|_{U_{i}}=\left.\sum_{0 \leq r \leq k} \frac{1}{r!} D_{k}^{\mu_{1}, \ldots, \mu_{r}, j}\right|_{U_{i}} \frac{\partial^{r} \sigma^{k}}{\partial x^{\mu_{1}} \ldots \partial x^{\mu_{r}}} f_{j} .
$$

Consider an element of $\Gamma^{\infty}\left(F^{*} \otimes \Lambda_{m}(M)\right)$ of the form $\left.\omega\right|_{U_{i}}=\omega_{j} \epsilon_{\mu_{1} \ldots \mu_{n}} f^{j} \otimes d x^{\mu_{1}} \wedge \ldots \wedge d x^{\mu_{n}}$, where $\epsilon_{\mu_{1} \ldots \mu_{n}}$ is the well known Levi-Civita tensor and $\omega_{j} \in C^{\infty}(U)$; then

$$
\langle D \sigma, \omega\rangle=\int_{M} \omega(D \sigma)=\sum_{i} \int_{U_{i}} \chi_{i} \omega(D \sigma)
$$

using the partition of unity we can write in coordinates the above integral and then integrate by parts, obtaining

$$
\begin{aligned}
& \sum_{\substack{i \in I \\
0 \leq r \leq k}} \int_{U_{i}} \frac{1}{r!} \chi_{i} \omega_{j} D_{k}^{\mu_{1}, \ldots, \mu_{r}, j} \frac{\partial^{r} \sigma^{k}}{\partial x^{\mu_{1}} \ldots \partial x^{\mu_{r}}} \epsilon_{\mu_{1} \ldots \mu_{n}} d x^{\mu_{1}} \wedge \ldots \wedge d x^{\mu_{n}} \\
& \quad=\sum_{\substack{i \in I \\
0 \leq r \leq k}} \int_{U_{i}} \frac{(-1)^{r}}{r!} \sigma^{k} \frac{\partial^{r}\left(\chi_{i} \omega_{j} D_{k}^{\mu_{1}, \ldots, \mu_{r}, j}\right)}{\partial x^{\mu_{1}} \ldots \partial x^{\mu_{r}}} \epsilon_{\mu_{1} \ldots \mu_{n}} d x^{\mu_{1}} \wedge \ldots \wedge d x^{\mu_{n}},
\end{aligned}
$$

where we wrote the density measure of $M$ induced by the coordinates $\left\{x^{\mu}\right\}$ using Levi-Civita symbol
$\epsilon_{\mu_{1} \ldots \mu_{n}}$. Clearly

$$
\begin{aligned}
\mu_{(i)} & \doteq \sum_{0 \leq r \leq k} \frac{(-1)^{r}}{r!} \frac{\partial^{r}}{\partial x^{\mu_{1}} \ldots \partial x^{\mu_{r}}}\left(\chi_{i} \omega_{j} D_{k}^{\mu_{1}, \ldots, \mu_{r},}\right) \mu e^{k} \epsilon_{\mu_{1} \ldots \mu_{m}} d x^{\mu_{1}} \wedge \ldots \wedge d x^{\mu_{m}} \\
& =\sum_{0 \leq r \leq k} \frac{(-1)^{r}}{r!} \frac{\partial^{r}}{\partial x^{\mu_{1}} \ldots \partial x^{\mu_{r}}}\left(\chi_{i} \omega_{j} D_{k}^{\mu_{1}, \ldots, \mu_{r},}\right) \mu e^{k} \epsilon_{\mu_{1} \ldots \mu_{m}} d x^{\mu_{1}} \wedge \ldots \wedge d x^{\mu_{m}}
\end{aligned}
$$

is a section of $\Gamma_{c}^{\infty}\left(\left.U_{i} \leftarrow\left(E^{*} \otimes \Lambda_{n}(M)\right)\right|_{U_{i}}\right)$, furthermore, it can be checked directly that $\sum_{i} \widetilde{\mu}_{i} \in$ $\Gamma_{c}^{\infty}\left(M \leftarrow E^{*} \otimes \Lambda_{n}(M)\right)$. Setting

$$
\begin{equation*}
D^{\dagger} \omega=\sum_{i} \omega_{(i)}, \tag{1.6}
\end{equation*}
$$

we get

$$
\langle D \sigma, \omega\rangle=\left\langle\sigma, D^{\dagger} \omega\right\rangle .
$$

It is clear from the local form that $D^{\dagger}$ is of order $k$.
Definition 1.2.11. Let $E \rightarrow M$ be a vector bundle with base a Lorentzian manifold, a second order differential operator $D: \Gamma^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow E)$ is called normally hyperbolic if its principal symbol can be written as

$$
\sigma_{2}(D)=\frac{1}{2} g^{-1} \otimes \operatorname{id}_{E}
$$

where $g$ is the Lorentzian metric on $M$.
Lemma 1.2.12. Let $D$ be a normally hyperbolic differential operator, then one can always choose an appropriate fiber connection on $E$ such that for all $\sigma \in \Gamma^{\infty}(M \leftarrow E)$,

$$
D \sigma=\left(g^{\mu \nu} \nabla_{\mu \nu} \sigma^{i}+B_{i}^{j} \sigma^{i}\right) e_{j},
$$

where $\nabla$ is the covariant derivative induced from the connection.
Proof. Fix some local chart $\left(x^{\mu}, e^{i}\right)$ on $E$, then we can represent $D \sigma$ as

$$
\left(\frac{1}{2} D_{i}^{\mu \nu j} \partial_{\mu \nu} \sigma^{i}+D_{i}^{\mu j} \partial_{\mu} \sigma^{i}+D_{i}^{j} \sigma^{i}\right) e_{j} .
$$

Any connection on $E$ induces a covariant derivative $\nabla$ : given $X \in \mathfrak{X}(M), \sigma \in \Gamma^{\infty}(M \leftarrow E)$ we have $\nabla_{X} \sigma=X^{\mu} \nabla_{\mu} \sigma^{i} e_{i}$ where $\nabla_{\mu} s^{i}=\partial_{\mu} s^{i}+\Gamma_{j \mu}^{i} s^{j}$. Using a torsionless connection on $M$ (e.g. the Levi-Civita connection of the spacetime metric $g$ ) it is possible to calculate

$$
\nabla_{\mu} \nabla_{\nu} s^{i}=\partial_{\mu \nu} s^{i}+\Gamma_{j \mu}^{i} \nabla_{\nu} s^{j}-\Gamma_{\mu \nu}^{\alpha} \nabla_{\alpha} s^{i}+\partial_{\mu} \Gamma_{j \nu}^{i} s^{j}+\Gamma_{j \nu}^{i} \nabla_{\mu} s^{j}-\Gamma_{j \nu}^{i} \Gamma_{k \mu}^{j} s^{k} .
$$

Substituting into the expression for $D \sigma$, we find
$D \sigma=\left(\frac{1}{2} D_{i}^{\mu \nu j} \nabla_{\mu} \nabla_{\nu} \sigma^{i}+\left[\frac{1}{2} D_{i}^{\alpha \beta j} \Gamma_{\alpha \beta}^{\mu}+D_{i}^{\mu j}-\Gamma_{k \nu}^{i} D_{i}^{\mu \nu j}\right] \nabla_{\mu} \sigma^{i}+\left[\Gamma_{k \mu}^{l} \Gamma_{i \nu}^{k} D_{l}^{\mu \nu j}-D_{k}^{\mu j} \Gamma_{i \mu}^{k}+D_{i}^{\mu}\right] \sigma^{i}\right) e_{j}$.
Since $D_{i}^{\mu \nu j}=g^{\mu \nu} \delta_{i}^{j}$, we can set

$$
\Gamma_{k \mu}^{j} \doteq g_{\mu \nu}\left(\frac{1}{2} D_{k}^{\alpha \beta j}+D_{k}^{\nu j}\right)
$$

It can be shown, rather laboriously, that the above equation defines the Christoffel symbols of a connection on $E$.

Having developed the notion of Cauchy hypersurface in Definition 1.1.1, we can give a precise formulation of the Cauchy problem. One the one hand, a Cauchy surface on a globally hyperbolic spacetime will secure the well-posedness for any evolution type problem on $M$, on the other, to talk about evolution of quantities (that is fields) in $M$ we need some dynamic: fortunately enough, we have discussed differential operators. As usual we assume that $(M, g)$ is a Lorentzian, time-oriented globally hyperbolic manifold and $\Sigma$ is a spacelike Cauchy hypersurface. Since at any point $x \in \Sigma$, $T_{x} \Sigma \subseteq T_{x} M$ is spacelike, there is a unique unitary, timelike, future directed vector $\mathfrak{n}_{x} \in T_{x} M$, that is

$$
\begin{gathered}
g\left(\mathfrak{n}_{x}, v\right)=0 \quad \forall v \in T_{x} \Sigma, \\
g\left(\mathfrak{n}_{x}, \mathfrak{n}_{x}\right)=1 .
\end{gathered}
$$

The vector field $\mathfrak{n}: \Sigma \ni x \mapsto \mathfrak{n}_{x}$ is called the future directed normal vector field of $\Sigma$.

Let $D: \Gamma^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow E)$ be a normally hyperbolic differential operator. We consider the wave equation

$$
D \sigma=g^{\mu \nu} \nabla_{\mu \nu} \sigma+B \sigma=\theta
$$

$\sigma, \theta \in \Gamma^{\infty}(M \leftarrow E)$ and the related Cauchy problem

$$
\begin{aligned}
D \sigma & =\theta, \\
\left.\sigma\right|_{\Sigma} & =\sigma_{0} \in \Gamma^{\infty}\left(\left.M \leftarrow E\right|_{\Sigma}\right), \\
\left.\nabla_{\mathfrak{n}} \sigma\right|_{\Sigma} & =\sigma_{1} \in \Gamma^{\infty}\left(\left.M \leftarrow E\right|_{\Sigma}\right) .
\end{aligned}
$$

We try to solve this problem by constructing distributional solution $F_{x} \in \Gamma^{-\infty}(M \leftarrow E) \otimes E_{x}^{*} \otimes$ $\Lambda_{n}(M)_{x}$ such that

$$
D F_{x}=\delta_{x}
$$

where $\delta_{x}$ is viewed as a $E_{x}^{*} \otimes \Lambda_{m}(M)_{p}$-valued distributional section of $E$, that is if $\mu \in \Gamma_{0}^{\infty}\left(E^{*} \otimes\right.$ $\Lambda_{m}(M)$ ), then $\delta_{x}(\mu)=\mu(x) \in E_{x}^{*} \otimes \Lambda_{n}(M)_{x}$. If $F_{p}$ satisfies $D F_{x}=\delta_{x}$ is called fundamental solution of $D$ at $x \in M$. If, moreover, there exists fundamental solutions $F_{x}^{ \pm}$satisfying

$$
\operatorname{supp}\left(F_{x}^{ \pm}\right) \subseteq J^{ \pm}(x),
$$

then $F_{x}^{ \pm}$is called advanced or retarded fundamental solution of $D$ at $x \in M$.
Definition 1.2.13. Let $(M, g)$ be a globally hyperbolic Lorentzian manifold, $D$ a normally hyperbolic differential operator, then a continuous linear map

$$
G^{ \pm}: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow E)
$$

satisfying
(i) $D \circ G^{ \pm}=\mathrm{id}_{\Gamma_{c}^{\infty}(M \leftarrow E)}$,
(ii) $\left.G^{ \pm} \circ D\right|_{\Gamma_{c}^{\infty}(M \leftarrow E)}=\operatorname{id}_{\Gamma_{c}^{\infty}(M \leftarrow E)}$,
(iii) $\operatorname{supp}\left(G^{ \pm}(\sigma)\right) \subseteq \overline{J^{ \pm}(\operatorname{supp}(\sigma))}$ for all $\sigma \in \Gamma_{c}^{\infty}(M \leftarrow E)$,
is called advanced/retarded Green operator for $D$.
Theorem 1.2.14. Let $(M, g)$ be globally hyperbolic, and $D$ in $\mathrm{DiffOp}^{2}(E)$ normally hyperbolic. For every $x \in M$ there is a unique global advanced and retarded fundamental solution

$$
F^{ \pm}: \Gamma_{c}^{\infty}\left(M \leftarrow E^{*}\right) \ni \mu \mapsto F^{ \pm}(\mu) \in \Gamma^{\infty}\left(M \leftarrow E^{*}\right)
$$

of $D^{\dagger}$ at $x$, that is

$$
D^{\dagger} F^{ \pm}(\mu)=\mu
$$

is a continuous mapping in the appropriate topologies.
Theorem 1.2.15. Let $(M, g)$ be globally hyperbolic, $D \in \operatorname{DiffOp}^{2}(E)$ be normally hyperbolic. Assume that $\left\{F_{x}^{ \pm}\right\}_{x \in M}$ is a family of global advanced and retarded fundamental solutions of $D^{\dagger}$, with the properties of Theorem 1.2.14, then given $\sigma \in \Gamma_{c}^{\infty}(M \leftarrow E)$ define, using the pairing (1.5),

$$
\mu\left(G^{ \pm} \sigma\right)=F^{\mp}(\mu)(\sigma) .
$$

The mappings $G^{ \pm}: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow E)$ defined above are Green operators for $D$.
Proof. From

$$
\mu\left(D G^{ \pm} \sigma\right)=D^{\dagger}(\mu)\left(G^{ \pm} \sigma\right)=F^{\mp}\left(D^{\dagger} \mu\right) \sigma=\mu(\sigma)
$$

and

$$
\mu\left(G^{ \pm} D \sigma\right)=F^{\mp}(\mu)(D \sigma)=D^{\dagger} F^{\mp}(\mu) \sigma=\mu(\sigma)
$$

we immediately get the first two properties of Green operators. The continuity follows from the fact that $F^{\mp}$ is continuous and the above calculations. We then look at supports which explains the flip from $\pm$ to $\mp$. Fix a section $\mu \in \Gamma_{c}^{\infty}\left(M \leftarrow E^{*} \otimes \Lambda_{n}(M)\right)$, then $\operatorname{supp}\left(F^{\mp}(\mu)\right) \subseteq J^{\mp}(\operatorname{supp}(\mu))$, so $F^{\mp}(\mu)(\sigma)$ vanish if $J^{\mp}(\operatorname{supp}(\mu)) \cap \operatorname{supp}(\sigma)=\emptyset$ which is equivalent to say $J^{ \pm}(\operatorname{supp}(\sigma)) \cap \operatorname{supp}(\mu)=\emptyset$. Thus, if $x \notin J^{ \pm}(\operatorname{supp}(\sigma))$ and we choose some $\mu$ with $J^{ \pm}(\operatorname{supp}(\sigma)) \cap \operatorname{supp}(\mu)=\emptyset$ then $\mu\left(G^{ \pm} \sigma\right)=$ $F^{\mp}(\mu)(\sigma)=0$, so $G^{ \pm} \sigma=0$, which proves that $\operatorname{supp}\left(G^{ \pm} \sigma\right) \subseteq J^{ \pm}(\operatorname{supp}(\sigma))$. The other statement is analogous.

The final result sums up everything there is to know for Green functions:
Theorem 1.2.16. Let $E \rightarrow M$ be a vector bundle with base a globally hyperbolic Lorentzian manifold and let $D \in$ DiffOp $^{2}(E)$ be a normally hyperbolic differential operator. Then $D$ admits global Green operators $G_{M}^{ \pm}: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow E)$ and their causal propagator $G=G^{+}-G^{-}$, satisfying the following properties:
(i) Continuity. $G^{ \pm}, G$ are continuous linear operators where $\Gamma_{c}^{\infty}(M \leftarrow E)$ has the LF-topology described in 1.3 .1 and $\Gamma^{\infty}(M \leftarrow E)$ the Fréchet topology described in 1.3.1; and admit a continuous and linear extension to the spaces $\Gamma_{ \pm}^{-\infty}(M \leftarrow E)$ topological dual to $\Gamma_{\mp}^{\infty}(M \leftarrow$ $E)=\left\{\sigma \in \Gamma^{\infty}(M \leftarrow E): \forall x \in M \operatorname{supp}(\vec{u}) \cap J^{\mp}(x)\right.$ is compact $\}$.
(ii) Support Properties.

$$
\operatorname{supp}\left(G^{ \pm} u\right) \subset J^{ \pm}(\operatorname{supp}(u)
$$

for all $u \in \Gamma_{ \pm}^{-\infty}(M \leftarrow E)$.
(iii) Cauchy problem. For every $v \in \Gamma_{c}^{-\infty}(M \leftarrow E)$ and spacelike Cauchy hypersurface $i: \Sigma \hookrightarrow$ $M$ with $\operatorname{supp}(v) \subseteq I^{ \pm}(\Sigma)$ and all $u_{0}, \dot{u}_{0} \in \Gamma_{c}^{\infty}\left(M \leftarrow i^{*} E\right)$ there is a unique $u_{ \pm} \in \Gamma^{-\infty}(M \leftarrow$ E) with

$$
\begin{gathered}
D u_{ \pm}=v, \\
\operatorname{supp}\left(u_{ \pm}\right) \subseteq J^{ \pm}\left(\operatorname{supp}\left(u_{0}\right) \cup \operatorname{supp}\left(i_{0}\right)\right) \cup J^{ \pm}(\operatorname{supp}(v)) .
\end{gathered}
$$

The section $u_{ \pm}$also depends continuously on $v, u_{0}$ and $\dot{u}_{0}$.
(iv) Wave Front Sets.

$$
\begin{aligned}
\mathrm{WF}\left(G^{ \pm}\right)= & \left\{(x, x ; \xi,-\xi) \in \dot{T}^{*}(M \times M) \text { with }(x ; \xi) \in \dot{T}^{*} M\right\} \\
& \cup\left\{\left(x_{1}, x_{2} ; \xi_{1}, \xi_{2}\right) \in \dot{T}^{*}(M \times M) \operatorname{with}\left(x_{1}, x_{2} ; \xi_{1},-\xi_{2}\right) \in \operatorname{BiCh}_{\gamma}^{g}\right\}, \\
\mathrm{WF}\left(G_{M}\right)= & \left\{\left(x_{1}, x_{2} ; \xi_{1}, \xi_{2}\right) \in \dot{T}^{*}(M \times M) \text { with }\left(x_{1}, x_{2} ; \xi_{1},-\xi_{2}\right) \in \operatorname{BiCh}_{\gamma}^{g}\right\} ;
\end{aligned}
$$

where $\mathrm{BiCh}_{\gamma}^{g}$ is the bicharacteristic strip of the lightlike geodesic $\gamma$, i.e. the set of points $\left(x_{1}, x_{2} ; \xi_{1}, \xi_{2}\right)$ such that there is an interval $[0, \Lambda] \subset \mathbb{R}$ for which $\left(x_{1}, \xi_{1}\right)=\left(\gamma(0), g^{b} \dot{\gamma}(0)\right)$ and $\left(x_{2},-\xi_{2}\right)=\left(\gamma(\Lambda), g^{\mathrm{b}} \dot{\gamma}(\Lambda)\right)$.
(v) Propagation of Singularities. Given $u \in \Gamma_{ \pm}^{-\infty}(M \leftarrow E),(x, \xi) \in \mathrm{WF}\left(G^{ \pm}(u)\right)$ if either $(x, \xi) \in \mathrm{WF}(u)$ or there is a lightlike geodesic $\gamma$ and some $(y ; \eta) \in \mathrm{WF}(u)$ such that $(x, y ; \xi,-\eta) \in \mathrm{BiCh}_{\gamma}^{g}$. Similarly, $(x, \xi) \in \mathrm{WF}(G(u))$ if there is a lightlike geodesic $\gamma$ and some $(y, \eta) \in \mathrm{WF}(u)$ such that $(x, y ; \xi,-\eta) \in \mathrm{BiCh}_{\gamma}^{g}$.

We remark that in the above theorem the notation $\Gamma^{-\infty}(M \leftarrow E)$ denotes distributional sections of the vector bundle $E$, i.e. continuous linear mappings $\Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \mathbb{C}$, where the first space is endowed with the usual limit Fréchet topology. We also recall that the wave front set at $x \in M$ of a distributional section $u$ of a vector bundle $E$ of rank $k$ is calculated as follows: fixing a trivialization ( $U_{\alpha}, t_{\alpha}$ ) on $E$, then locally $u$ is represented by $k$ distributions $u^{i} \in \mathcal{D}^{\prime}\left(U_{\alpha}\right)$, each of which will have its own wave front set. Then we set

$$
\begin{equation*}
\mathrm{WF}(u) \doteq \bigcup_{i=1}^{k} \mathrm{WF}\left(u^{i}\right) . \tag{1.7}
\end{equation*}
$$

It is possible to show that choosing a different trivialization in the vector bundle give rise to a smooth vertical fibered morphism which does not alter the wave front set, as a result (1.7) is independent of the trivialization chosen and hence well defined.

### 1.3 Locally convex vector spaces and calculus on them

### 1.3.1 Locally convex spaces

Generally speaking a locally convex space (LCS) E is a topological vector space (TVS), i.e., a vector space $E$ with a topology compatible with vector addition and scalar multiplication, such that the basis of neighborhoods of $0 \in E$ is made by convex subsets. The reason for this definition is motivated by the fact that it would be desirable to have, as neighborhoods of 0 , the closest things possible to balls. Convexity is therefore the condition allowing this construction; however, it should be noted that in general TVSs there is no guarantee of finding such a basis. It can be shown (e.g. in [70, Proposition 7.6]) that a LCS is equivalently described by a family of seminorms generating the basis of the topology. A seminorm is a mapping $p: E \rightarrow \mathbb{R}$ continuous in the vector space topology of $E$ satisfying
(i) $p(x) \geq 0$ for all $x \in E$;
(ii) $p(x+y) \leq p(x)+p(y)$ for all $x, y \in E$;
(iii) $p(\alpha x)=|\alpha| p(x)$ for all $x \in E, \alpha \in \mathbb{R}$.

Most of the times we do not describe locally convex spaces by giving a TVS structure admitting a base of convex subsets for the topology, instead, we give a family of seminorms and then induce a topology from this family checking that the latter is compatible with the vector space structure. Clearly each Banach space is also a locally convex one, the next best things are Fréchet spaces. Those are complete, metrizable locally convex spaces. Before giving some relevant examples, we describe two more properties that locally convex spaces can have. A LCS $E$ is barreled if every absorbing, balanced, closed, convex subset $U^{4}$ is a neighborhood of $0 \in E$. It is a Montel space if it is Hausdorff, barreled and if every closed bounded subset is compact. Montel spaces are very fascinating: indeed, the Banach-Alaoglu theorem states that, in Banach spaces, closed and bounded subsets of the strong dual are never compact, but only weakly compact and therefore weakly convergent sequences in dual are generally not strongly convergent; however, in Montel spaces closed bounded subsets of the strong dual are compact ([70, Proposition 34.6]) and therefore weak and strong convergence in dual of Montel spaces are equivalent. The second property we wish to introduce is nuclearity. We can introduce this property by trying to give a topology to the space $E \otimes F$ given locally convex spaces $E, F$. There are essentially two ways to do this: on the one hand, we can regard $E \times F \rightarrow E \otimes F$ as a quotient space and endow it with the quotient topology, we denote it by $E \otimes_{\pi} F$; on the other hand, if we denote by $E_{\sigma}^{\prime}$ the dual of $E$ with the topology of pointwise convergence, then one can show (see for instance [70, Proposition 42.4]) that $E \otimes F$ is isomorphic to the space $\mathfrak{B}\left(E_{\sigma}^{\prime}, F_{\sigma}^{\prime}\right)$ of continuous bilinear mappings $E_{\sigma}^{\prime} \times F_{\sigma}^{\prime} \rightarrow \mathbb{R}$. Then one can induce a topology on $E \otimes F$ by inducing, on $\mathfrak{B}\left(E_{\sigma}^{\prime}, F_{\sigma}^{\prime}\right)$, the topology of uniform convergence on products of equicontinuous ${ }^{5}$ set of $E^{\prime}$ and $F^{\prime}$, we then denote this topology by $E \otimes_{\epsilon} F$. In general the two are not equivalent and the $\pi$-topology is finer, however, when doing tensor product of locally convex spaces it is desirable to have a unique topology and not choose between the two. We therefore call

[^5]$E$ nuclear if for any other locally convex space $F$ the completions of the tensor products $E \otimes_{\pi} F$ and $E \otimes_{\epsilon} F$ are topologically isomorphic. For additional details on nuclear spaces see [70, Chapters $50,51]$ as well as [61].

A very important example of Fréchet space, which we use throughout this thesis, is the space $C^{\infty}(M)$ of smooth functions on a differentiable manifold $M$. To differentiate from other topologies one can give the latter space (see for instance the $W O^{\infty}$-topology in Section 2.1), we shall denote it by $\mathcal{E}(M)$ when endowed with its Fréchet structure.

Example (Fréchet space structure of $\mathcal{E}(M)$ ).
We start by considering the two families of seminorms
(A) given an atlas $\left\{\left(U_{i}, u_{i}\right)\right\}_{i \in \mathbb{I}}$ for $M$ and $K \subset M$ compact, consider the seminorms

$$
\begin{equation*}
p_{K, n, U_{i}, u_{i}}: f \mapsto \sup _{i \in I} \sup _{x \in K \cap U_{i}, j \leq n}\left|\partial^{j}\left(f \circ u_{i}^{-1}\right)(x)\right| ; \tag{1.8}
\end{equation*}
$$

(B) given any (Riemannian) metric on $M$, denote by $\nabla$ its covariant derivative, then consider the seminorms

$$
\begin{equation*}
p_{K, n, \nabla}: f \mapsto \sup _{x \in K, j \leq n}\left|\nabla^{j} f(x)\right|, \tag{1.9}
\end{equation*}
$$

with $K \subset M$ compact subset.
That those families are indeed seminorms can be inferred by employing basic estimates. The seminorms of (A) are clearly well defined since only finitely many $U_{i}$ intersect each $K$, the drawback is that they depend, a priori, on the differential structure chosen. Those of (B), instead, do not depend on the smooth structure but on the choice of some connection to carry out the covariant differentiation.

Lemma 1.3.1. The family of seminorms in $(A)($ respectively $(B))$ do not depend on the smooth structure (respectively on the connection) chosen. Moreover the two families are equivalent, i.e. there are positive real constants $c_{1}, c_{2}$ for which

$$
\begin{equation*}
c_{1} p_{K, n, \nabla}(f) \leq p_{K, n, U_{i}, u_{i}}(f) \leq c_{2} p_{K, n, \nabla}(f) \tag{1.10}
\end{equation*}
$$

for all $f \in C^{\infty}(M)$.
We stress that the main consequence of Lemma 1.3.1 is that on $C^{\infty}(M)$ the topologies induced by the families of seminorms (A) or (B) do coincide and therefore do not depend on the atlas or the connection chosen to perform calculations but only on the compact subset and the differentiation order. We shall henceforth denote $p_{n, K}$ the seminorms on $\mathcal{D}(M)$.

Proof. That two families with two different atlases in (A) are equivalent follows directly from the fact that in the intersection $U_{i} \cap \widetilde{U}_{j}$ the transition mapping $u_{i} \circ \widetilde{u}_{j}^{-1}$ is a smooth diffeomorphism and is therefore bounded in $K \cap U_{i} \cap \widetilde{U}_{j}$. That two different connections induces equivalent families in (B) follows from induction:

- if $n=1$, then $\nabla f \equiv \partial f \equiv \widetilde{\nabla} f ;$
- if $n$ is arbitrary then we can write

$$
\nabla^{n} f=\partial\left(\nabla^{n-1} f\right)+\sum \Gamma\left(\nabla^{n-1} f\right)
$$

where the sum is linear in the Christoffel symbols $\Gamma$ of the connection and features $n$ terms. Then

$$
\nabla^{n} f-\widetilde{\nabla}^{n} f=\partial\left(\nabla^{n-1} f-\widetilde{\nabla}^{n-1} f\right)+\sum(\Gamma-\widetilde{\Gamma}) \nabla^{n-1} f+\sum \widetilde{\Gamma}\left(\nabla^{n-1} f-\widetilde{\nabla}^{n-1} f\right)
$$

by the induction hypothesis one can estimate the coefficients $\left(\nabla^{n-1} f-\widetilde{\nabla}^{n-1} f\right)$ appropriately, $(\Gamma-\widetilde{\Gamma})$ are the smooth coefficients of a $(1,2)$ tensor which can be estimated by a constant in the compact $K$.

Finally, let $\left\{\psi_{i}\right\}$ be a partition of unity subordinated to the atlas $\left\{\left(U_{i}, u_{i}\right)\right\}$; recall that in a chart $\nabla^{n} f=\partial^{n} f+\sum q(\partial, \Gamma) f$ where $q$ is a polynomial of order at most $n-1$, then we can estimate

$$
\begin{aligned}
p_{K, n, \nabla}(f) & =\sup _{j \leq n, K}\left|\nabla^{j}\left(\sum_{i} \psi_{i} f\right)\right| \leq \sup _{j \leq n, K} \sum_{i}\left|\nabla^{j}\left(\psi_{i} f\right)\right| \\
& \left.\leq \sup _{j \leq n, K} \sum_{i} \mid\left(\partial^{j}\left(\psi_{i} f \circ u_{i}^{-1}\right)\right)+\sum_{0 \leq k<j} \Gamma^{j-k} \partial^{k}\left(\psi_{i} f \circ u_{i}^{-1}\right)\right) \mid \\
& \leq \sum_{i} p_{K, n, U_{i}, u_{i}}\left(\psi_{i} f\right)+\sum_{i, 0 \leq k \leq j \leq n} C(\Gamma, j-k) p_{K, j, U_{i}, u_{i}}\left(\psi_{i} f\right) \\
& \leq \sum_{i} C_{i}(\Gamma)\left(\sup _{0 \leq j \leq n} p_{K, j, U_{i}, u_{i}}\left(\psi_{i} f\right)\right) \leq c_{1} p_{K, n, U_{i}, u_{i}}(f) .
\end{aligned}
$$

The other estimate follows similarly if we notice that $\nabla^{n} f=\partial\left(\nabla^{n-1} f\right)+\sum \Gamma\left(\nabla^{n-1} f\right)$ so that we can estimate $p_{K, 1, U_{i}, u_{i}}\left(\nabla^{n-1} f\right) \leq C p_{K, n, \nabla}(f)$, iterating this procedure and we arrive at

$$
p_{K, n, U_{i}, u_{i}}(f) \leq c_{2} p_{K, n, \nabla}(f) .
$$

Remark. To check that the topology induced by any of the two seminorms in $(A)$ or $(B)$ is compatible with the vector space structure of $C^{\infty}(M)$, we can check that it satisfies conditions (3.1)-(3.5) in [70, Theorem 3.1]. (3.1) holds since the zero function belongs to any convex ball $\left\{p_{n, K} \leq \epsilon\right\}$, (3.2) follows from property (ii) of the seminorm, (3.3) from $\lambda\left\{p_{n, K} \leq \epsilon\right\}=\left\{p_{n, K} \leq \lambda \epsilon\right\}$ for any $\lambda \in \mathbb{R}$ and finally, by (iii) any ball $\left\{p_{n, K} \leq 1\right\}$ is absorbing and balanced thus satisfying conditions (3.4) and (3.5).

That $C^{\infty}(M)$ is metrizable follows from that fact than since $M$ is locally compact and second countable, it admits an exhaustion by compact subsets $K_{l}$, then $p_{n, K_{l}}$ is a countable basis of the above locally compact topology.

Finally completeness of $C^{\infty}(M)$ can be obtained by showing:
Lemma 1.3.2. The topology of $\mathcal{E}(M)$ described above coincides with the topology of uniform convergence with all derivatives on compact subsets.

Proof. If $f_{n} \rightarrow f$ in $\mathcal{E}(M)$, then each neighborhood $\left\{g \in C^{\infty}(M): p_{n, K}(g-f) \leq \epsilon\right\}$ of $f$ must contain each $f_{n}$ for $n$ big enough, therefore in the compact subset $K$ the functions $f_{n}$ and $f$ differ
uniformly (together with all derivatives) by at most $\epsilon$, thus $f_{n} \rightarrow f$ converges uniformly in $K$ with all its derivatives. Viceversa, if $j^{n} f_{n} \rightarrow j^{n} f$ converges uniformly in $K$, then, for $n$ sufficiently big, $f_{n} \in B_{1 / k}(f)\left\{g \in \mathcal{D}(M): p_{n, K}(g-f) \leq 1 / k\right\}$.

Notice also that by [70, Theorem 51.5 together with its Corollary] $C^{\infty}(M)$ is nuclear.
Example (LF space structure of $\mathcal{D}(M)$ ).
Another space of significative interest is the space $C_{c}^{\infty}(M)$ of compactly supported functions on a manifold $M .{ }^{6}$ We topologize it as follows: first, note that for any compact subset $K \subset M$ the space $C_{K}^{\infty}(M)$ of smooth functions supported inside $K$ can be given a Fréchet space structure with seminorms $\left\{p_{n, K}\right\}_{n \in \mathbb{N}}$ analogously to Example 1.3.1; secondly, given any exhaustion $\left\{K_{n}\right\}_{n \in \mathbb{N}}$ by compact subsets of $M$, we can see $C_{c}^{\infty}(M)$ as the strict countable inductive limit

$$
C_{c}^{\infty}(M)=\underset{n \in \mathbb{N}}{\lim } C_{K_{n}}^{\infty}(M)
$$

and endow the former space with the final topology with respect to the mappings $i_{n}: C_{K_{n}}^{\infty}(M) \hookrightarrow$ $C_{c}^{\infty}(M)$. In particular, a neighborhood $U$ of $0 \in C_{c}^{\infty}(M)$ will be open if and only if $U \cap C_{K_{n}}^{\infty}(M)$ is an open neighborhood of 0 for each $n \in \mathbb{N}$. Any such space is called a limit Fréchet space (or LFspace for short) and by [70, Theorem 13.1] it is complete, moreover (see for instance [59, Proposition 3.39]) the final topology on $C_{c}^{\infty}(M)$ does not depend on the exhaustion chosen. Although $C_{c}^{\infty}(M)$ is not Banach nor Fréchet, one can show that it is Montel and nuclear (see [70, Proposition 34.4 and Theorem 51.5 together with its Corollary]). We will denote $\mathcal{D}(M)$ the space $C_{c}^{\infty}(M)$ with the final topology induced by mappings $C_{K_{n}}^{\infty}(M) \hookrightarrow C_{c}^{\infty}(M)$.

We stress that both examples can be straightforwardly generalized to encompass the spaces of smooth sections of vector bundles. Therefore, if $E \rightarrow M$ is a vector bundle, $\Gamma^{\infty}(M \leftarrow E)$ can be given the structure of a nuclear Fréchet space, whereas $\Gamma_{c}^{\infty}(M \leftarrow E)$ becomes a nuclear, Montel, LF-space.

### 1.3.2 Distributions

A distribution $u$ on $M$ is a linear continuous functional

$$
u: \mathcal{D}(M) \rightarrow \mathbb{R}
$$

where $\mathcal{D}(M)$ is endowed with the LF-space structure. This implies that an element $u$ of the algebraic dual is a distribution if and only if

$$
u: C_{K}^{\infty}(M) \rightarrow \mathbb{R}
$$

is continuous for each compact $K \subset M$, or, equivalently, that for each $K \subset M$ compact there is $n \in \mathbb{N}$, a positive constant $c$ such that

$$
|u(f)| \leq c \sup _{j \leq n} p_{j, K}(f), \quad f \in C_{K}^{\infty}(M)
$$

[^6]We denote by $\mathcal{D}^{\prime}(M)$ the spaces of distributions. We stress that since each $C_{K}^{\infty}(M)$ is a Fréchet space, then continuity of $u$ can also be tested by sequential continuity. Any smooth function $g \in C^{\infty}(M)$ induces a distribution by choosing a measure $d \mu$ on $M$ and defining

$$
f \mapsto \int_{M} g(x) f(x) d \mu(x)
$$

This last example inspires us to define distributional sections of vector bundles. Let $E \rightarrow M$ be a vector bundle and $E^{\prime} \rightarrow M$ its dual bundle here we can choose two different definitions of distributional sections: either

- we require that $\Gamma^{\infty}(M \leftarrow E)$ embeds into the space of distributional sections,
or
- we define it as the space of continuous linear mappings $\Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \mathbb{R}$.

In the second case we have that $\Gamma^{\infty}\left(M \leftarrow E^{\prime} \otimes \Lambda_{m}(M)\right)$ embeds into the space of distributions instead of $\Gamma^{\infty}(M \leftarrow E)$. This is true since, given $\mu \in \Gamma^{\infty}\left(M \leftarrow E^{\prime} \otimes \Lambda_{m}(M)\right)$, it is natural to define

$$
X \in \Gamma^{\infty}(M \leftarrow E) \mapsto \int_{M}\langle X, \mu\rangle(x) \in \mathbb{R}
$$

Definition 1.3.3. Let $E \rightarrow M$ be a vector bundle, a distributional section is a continuous linear map

$$
s: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \mathbb{R}
$$

We denote by $\Gamma_{c}^{-\infty}(M \leftarrow E)$ the space of distributional sections.
As in the previous case, since $\Gamma_{c}^{\infty}(M \leftarrow E)$ is a LF space, continuity of $s: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \mathbb{R}$ is to be tested on each $\Gamma_{K}^{\infty}(M \leftarrow E)$, thus $s$ is continuous if and only if for each compact $K \subset M$, there is a positive constant $c$ and $n \in \mathbb{N}$ such that

$$
|s(X)| \leq c \sup _{j \leq n} p_{j, K}(X)
$$

An important notion with distributions is their support:
Definition 1.3.4. Let $U \subseteq M$ be open and $s \in \Gamma^{-\infty}(M \leftarrow E)$, the restriction of $s$ to $U$ is the distribution

$$
\left.s\right|_{U}(X)=s(X), \quad X \in \Gamma_{c}^{\infty}\left(\left.U \leftarrow E\right|_{U}\right)
$$

The support of $s$ is the set

$$
\operatorname{supp}(s)=\bigcap_{\substack{A \subset M \text { closed } \\\left.s\right|_{M \backslash A}=0}} A
$$

We remark that playing with partitions of unity it is possible to endow $\Gamma^{-\infty}(M \leftarrow E)$ with the structure of a fine sheaf. This in particular implies the principle of localization: a distributional section is the zero section if and only if for every point $x \in M$ there is an open neighborhood $U \ni x$ such that $\left.s\right|_{U}=0$. If we denote by $\Gamma_{c}^{-\infty}(M \leftarrow E)$ the set of compactly supported distributions, then one can show that it is isomorphic to the space of continuous linear mappings $s: \Gamma^{\infty}(M \leftarrow E) \rightarrow \mathbb{R}$,
i.e. the dual of the Fréchet space $\Gamma^{\infty}(M \leftarrow E)$.

Next we briefly recall the definition and properties of the wave front set that will be used throughout this thesis. Let $U \subset M$ be an open subset. We will henceforth denote, by $\dot{T}^{*} U$ the cotangent bundle minus the graph of the zero sections.

Definition 1.3.5. Let $u \in \mathcal{D}^{\prime}(U)$, the wavefront set of $u, W F(u)$, is the complement in $\dot{T}^{*} U$ of the set of points $\left(x_{0}, \xi_{0}\right) \in T^{*} U$ such that there are :
(i) $\chi \in \mathcal{D}(U)$ with $\chi\left(x_{0}\right)=1$,
(ii) an open conic neighborhood $V \subset \mathbb{R}^{n}$ of $\xi_{0}$, with

$$
\sup _{\xi \in V}(1+|\xi|)^{N}|\widehat{\chi u}(\xi)|<\infty
$$

for all $N \in \mathbb{N}$ and all $\xi \in V$.
Intuitively, Definition 1.3.5 tells us not only where the distribution $u$ is singular in $U$, but also, via the Fourier transform, in which direction on the cotangent bundle $T^{*} U u$ fails to be smooth.

Proposition 1.3.6. Let $u \in \mathcal{D}^{\prime}(U)$.
(i) If $\varphi \in C^{\infty}(U)$, then

$$
\mathrm{WF}(\varphi u) \subset \mathrm{WF}(u) .
$$

(ii) Let now $\alpha$ be a multi-index, then

$$
\mathrm{WF}\left(\partial^{\alpha} u\right) \subset \mathrm{WF}(u) .
$$

(iii) If $D$ is a differential operator with smooth coefficients then

$$
\mathrm{WF}(D u) \subset \mathrm{WF}(u) .
$$

Let us make some examples of calculations of wave fronts. We will calculate the wave fronts of the following distributions:

$$
\begin{aligned}
& \delta_{0}: C_{c}^{\infty}(\mathbb{R}) \rightarrow \mathbb{R}, \quad f \mapsto f(0), \\
& v_{\epsilon}=\lim _{\epsilon \rightarrow 0} \frac{1}{x+i \epsilon}: C_{c}^{\infty}(\mathbb{R}) \rightarrow \mathbb{R}, \quad f \mapsto \lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}} \frac{f(x)}{x+i \epsilon} \mathrm{~d} x, \\
& \delta_{\Delta}: C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}, \quad f \mapsto \int_{\mathbb{R}} f(x, \ldots, x) d x,
\end{aligned}
$$

where the notation $\Delta$ refers to the small diagonal $\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{1}=\cdots=x_{n}\right\}$ of $\mathbb{R}^{n}$, and $\delta_{\Delta}$ is the diagonal delta. For the Dirac delta we have that

$$
\widehat{\chi \delta_{0}}(\xi)=\frac{1}{\sqrt{2 \pi}}\left\langle\delta_{0}, \chi e^{i \xi x}\right\rangle=\frac{\chi(0)}{\sqrt{2 \pi}}
$$

then either $\operatorname{supp}(\chi) \ni 0$ in which case $\widehat{\chi \delta_{0}}(\xi)$ is not rapidly decreasing, or $0 \notin \operatorname{supp}(\chi)$ which has $\widehat{\chi \delta_{0}}(\xi) \equiv 0$. So $\mathrm{WF}\left(\delta_{0}\right)=\left\{(0, \xi) \in \dot{T}^{*} \mathbb{R}\right\}$.

For the second distribution observe that it is smooth in all of $\mathbb{R}$ minus the origin, also

$$
\widehat{v}_{\epsilon}(\xi)=\frac{1}{\sqrt{2 \pi}} \lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}} \frac{e^{i \xi x}}{x+i \epsilon} \mathrm{~d} x
$$

Evaluating via the residue theorem yields

$$
\widehat{v}_{\epsilon}(\xi)=-\sqrt{2 \pi} i \lim _{\epsilon \rightarrow 0} \theta(\xi) e^{-\xi \epsilon}=-\sqrt{2 \pi} i \theta(\xi)
$$

where $\theta$ is the Heaviside distribution. As a result, if $f$ is smooth and supported in a neighborhood of the origin

$$
\widehat{f v_{\epsilon}}(\xi)=\int_{\mathbb{R}} \hat{f}(\eta) \hat{v}_{\epsilon}(\xi-\eta) \mathrm{d} \eta=-i \sqrt{2 \pi} \int_{-\infty}^{\xi} \hat{f}(\eta) \mathrm{d} \eta
$$

if $\xi<0$, then $|\xi|<|\eta|$ and

$$
\left|\int_{-\infty}^{\xi} \hat{f}(\eta) \mathrm{d} \eta\right|=\left|\int_{-\infty}^{\xi} \hat{f}(\eta) \frac{(1+|\eta|)^{N}}{(1+|\eta|)^{N}} \mathrm{~d} \eta\right| \leq(1+|\xi|)^{-N}\left|\int_{-\infty}^{\xi} \hat{f}(\eta)(1+|\eta|)^{N} \mathrm{~d} \eta\right| \leq c_{f}(1+|\xi|)^{-N}
$$

if $\xi>0$, the above estimate is not possible and we just have $\left|\int_{-\infty}^{\xi} \hat{f}(\eta) \mathrm{d} \eta\right| \leq c_{f}^{\prime}$. Thus $\mathrm{WF}\left(v_{\epsilon}\right)=$ $\left\{(0, \xi) \in \dot{T}^{*} \mathbb{R}, \xi>0\right\}$.

Finally, consider the diagonal delta $\delta_{\Delta}$, let $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$

$$
\widehat{f \delta_{\Delta}}\left(\xi_{1}, \ldots, \xi_{m}\right)=\int_{\mathbb{R}} f(x, \ldots, x) e^{i\left(\xi_{1}+\ldots+\xi_{m}\right) x}
$$

We immediately note that when $f$ is supported outside the diagonal the integral is identically zero, hence rapidly decreasing. On the other hand if $\operatorname{supp}(f) \cap \Delta_{n} \mathbb{R} \neq \emptyset$ we can, provided $\xi_{1}+\ldots+\xi_{n} \neq 0$, integrate by parts, getting

$$
(1+|\xi|)^{N}\left|\widehat{f \delta_{\Delta}}\left(\xi_{1}, \ldots, \xi_{n}\right)\right| \leq \frac{(1+|\xi|)^{N}}{\left(\xi_{1}+\ldots+\xi_{n}\right)^{M}} \int_{\mathbb{R}}\left|\partial_{x}^{M} f(x, \ldots, x)\right| d x
$$

Choosing an appropriate $M \in \mathbb{N}$ makes the right hand side bounded by a constant. Finally, if $\xi_{1}+\ldots+\xi_{n}=0$ along the diagonal $\widehat{f \delta_{\Delta}}\left(\xi_{1}, \ldots, \xi_{n}\right)$ is a constant depending on $f$, which is not rapidly decreasing. To sum up we have $\operatorname{WF}\left(\delta_{\Delta}\right)=\left\{\left(x, \ldots, x ; \xi_{1}, \ldots, \xi_{n}\right) \in \dot{T}^{*} \mathbb{R}^{n}: \xi_{1}+\ldots+\xi_{n}=0\right\}$.

With the notion of wave front set, the space of distributions $\mathcal{D}^{\prime}(U)$ can be endowed with a topology which is finer than the usual dual topology of $\mathcal{D}(U)$. Let $\Upsilon \subset T^{*} U$ be a cone (i.e. $\Upsilon_{x} \subset T_{x}^{*} U$ is a closed cone for any $x \in U$ ) and define $\mathcal{D}_{\Upsilon}^{\prime}(U)$ as the space of distributions whose wave front set is contained in $\Upsilon$, then we induce a topology via the seminorms

$$
\left\{\begin{array}{l}
p_{f}(u)=|u(f)|,  \tag{1.11}\\
p_{q, \chi, \Upsilon}(u)=\sup _{\xi \notin \Upsilon}(1+|\xi|)^{q}|\widehat{\chi u}(\xi)|
\end{array}\right.
$$

where $f, \chi \in \mathcal{D}(U), q \in \mathbb{N}$. The latter is called Hörmander topology, it is finer then the subspace topology $\mathcal{D}_{\Upsilon}^{\prime}(U) \subset \mathcal{D}^{\prime}(U)$ and equal when $\Upsilon=T^{*} U$.

Theorem 1.3.7. Let $\psi: U_{1} \rightarrow U_{2}$ be a smooth function and $\Upsilon$ be a closed cone in $\dot{T}^{*} U_{2}$ with

$$
N^{*} \psi \doteq\left\{(\psi(x), \xi) \in \dot{T}^{*} U_{2}: x \in U_{1} \psi^{*} \xi=0\right\} \cap \Upsilon=\emptyset
$$

then there exist a unique sequentially continuous extension $\mathcal{D}_{\Upsilon}\left(U_{2}\right) \rightarrow \mathcal{D}_{\psi^{*} \Upsilon}\left(U_{1}\right)$ of $\psi^{*}: \mathcal{E}\left(U_{2}\right) \rightarrow$ $\mathcal{E}\left(U_{1}\right)$.

This result is of paramount importance for defining the wave front set for distributions on manifolds. Notice that if $\psi: U_{1} \rightarrow U_{2}$ is a diffeomorphism, $N^{*} \psi$ is trivial, and by Theorem 1.3.7 $\mathrm{WF}\left(\psi^{*} u\right)=\psi^{*} \mathrm{WF}(u)$. Next we consider a $n$-dimensional manifold $M$ with charts $\left\{\left(U_{\alpha}, \phi_{\alpha}\right)\right\}_{\alpha \in A}$; given $u \in \mathcal{D}^{\prime}(M)$, we can define its localization along charts $u_{\alpha}=\left(\phi_{\alpha}^{-1}\right)^{*} u=\left(\phi_{\alpha}\right)_{*} u$ and if $x \in U_{\alpha}$, set

$$
\begin{equation*}
\mathrm{WF}_{x, \alpha}(u) \doteq \phi_{\alpha}^{*} \mathrm{WF}\left(\left(\phi_{\alpha}\right)_{*} u\right) . \tag{1.12}
\end{equation*}
$$

Direct application of Theorem 1.3.7 shows that 1.12 is independent from the chart used.

A particular use of the wave front set is the product of distributions. For instance let $u, v$ $\in \mathcal{D}^{\prime}(U)$, and consider the distribution $u \otimes v \in \mathcal{D}^{\prime}(U \times U)$ defined by

$$
u \otimes v(\phi, \psi)=u(\phi) v(\psi) .
$$

Lemma 1.3.8. Let $u, v \in \mathcal{D}^{\prime}(U)$, then

$$
\mathrm{WF}(u \otimes v) \subset \mathrm{WF}(u) \times \mathrm{WF}(v) \cup \mathrm{WF}(u) \times \operatorname{supp}(v) \cup \operatorname{supp}(u) \times \mathrm{WF}(v) .
$$

Moreover if $i: U \rightarrow U: x \mapsto(x, x)$ is the diagonal immersion, and $\{(x, \xi) \in \mathrm{WF}(u)\} \cap\{(x,-\xi) \in$ $\mathrm{WF}(v)\}=\emptyset$, the product $u \cdot v=i^{*}(u \otimes v)$ is well defined and

$$
\mathrm{WF}(u v) \subset \mathrm{WF}(u) \cup \mathrm{WF}(v) \cup(\mathrm{WF}(u)+\mathrm{WF}(v)),
$$

where $\mathrm{WF}(u)+\mathrm{WF}(v)=\{(x, \xi+\eta):(x, \xi) \in \mathrm{WF}(u),(x, \eta) \in \mathrm{WF}(v)\}$.
Corollary 1.3.9. If $i: \Sigma \rightarrow U$ is an embedding, then $u \in \mathcal{D}^{\prime}(U)$ can be restricted to $\Sigma$ if $N^{*} \Sigma=$ $\left\{(x, \xi) \in T^{*} U: x \in \Sigma, \xi(v)=0 \forall v \in T_{x} \Sigma\right\} \cap \mathrm{WF}(u)=\emptyset$.

We conclude by mentioning some results about integral kernels and their wave front sets. For the proof of those statements we refer to [44].

Theorem 1.3.10. Let $V \subset \mathbb{R}^{n}, U \subset \mathbb{R}^{n}$ be open subsets, and $K \in \mathcal{D}^{\prime}(V \times U)$, then for every $\phi \in C_{c}^{\infty}(U), K(\cdot, \phi) \in \mathcal{D}^{\prime}(V)$ has

$$
\mathrm{WF}(K(\cdot, \phi)) \subset\left\{(x, \xi) \in T^{*} V:(x, y ; \xi, 0) \in \mathrm{WF}(K) \text { and } y \in \operatorname{supp}(\phi)\right\}
$$

For some $K \in \mathcal{D}^{\prime}(V \times U)$ we shall denote $\operatorname{WF}(K)_{V} \doteq\left\{(x, \xi) \in T^{*} V:(x, y ; \xi, 0) \in \mathrm{WF}(K)\right\}$
and similarly $\mathrm{WF}(K)_{U} \doteq\left\{(y, \eta) \in T^{*} U:(x, y ; 0, \eta) \in \mathrm{WF}(K)\right\}$. Let additionally $\mathrm{WF}^{\prime}(K)$ be $\left\{(x, y ; \xi,-\eta) \in T^{*}(V \times U):(x, y ; \xi, \eta) \in \mathrm{WF}(K)\right\}$.

Theorem 1.3.11. Let $V \subset \mathbb{R}^{n}, U \subset \mathbb{R}^{n}, W \subset \mathbb{R}^{p}$ be open subsets, $K_{1} \in \mathcal{D}^{\prime}(V \times U), K_{2} \in$ $\mathcal{D}^{\prime}(U \times W)$. Suppose that $\mathrm{WF}\left(K_{2}\right) \cap \mathrm{WF}^{\prime}\left(K_{1}\right)=\emptyset$ and that the map $\mathrm{pr}_{2}: \operatorname{supp}\left(K_{2}\right) \rightarrow W$ is proper, then there is a unique way of defining the composition distribution $K_{1} \circ K_{2} \in \mathcal{D}^{\prime}(V \times W)$ such that

$$
\begin{aligned}
\mathrm{WF}^{\prime}\left(K_{1} \circ K_{2}\right) \subset & \left(V \times\{0\} \times \mathrm{WF}^{\prime}\left(K_{2}\right)_{W}\right) \cup\left(\mathrm{WF}\left(K_{1}\right)_{V} \times W \times\{0\}\right) \\
& \cup\left\{(x, z ; \xi, \zeta) \in T^{*}(V \times W): \exists(y, \eta) \in T^{*} U\right. \\
& \left.:(x, y ; \xi,-\eta) \in \mathrm{WF}\left(K_{1}\right),(y, z ; \eta,-\zeta) \in \mathrm{WF}\left(K_{2}\right)\right\} .
\end{aligned}
$$

Similarly, we can define the notion of wave front set for distributions on vector bundles. Let $\pi: E \rightarrow M$ be a vector bundle and let $\left\{\left(\pi^{-1}\left(U_{\alpha}\right), t_{\alpha}\right)\right\}_{\alpha}$ be a family of trivializations of $E$. If $s \in \Gamma_{c}^{-\infty}(M \leftarrow E)$ is a distribution, $\left(t_{\alpha}\right)_{*} s=\left(s^{1}, \ldots, s^{k}\right)$ where $k$ is the dimension of the fiber of $E$ and each $s^{i} \in \mathcal{D}^{\prime}(M)$. Then we set

$$
\begin{equation*}
\mathrm{WF}(s)=\cup_{i=1}^{k} \mathrm{WF}\left(s^{i}\right) \tag{1.13}
\end{equation*}
$$

By Theorem 1.3.7 we can show that the above definition does not depend on the trivialization chosen. Moreover we can straightforwardly generalize Lemma 1.3.8, Theorem 1.3.10 and Theorem 1.3.11 to distributional sections of $\Gamma_{c}^{-\infty}(M \leftarrow E)$.

### 1.3.3 Bastiani calculus on locally convex spaces

The first notion of calculus in locally convex spaces we introduce is the so-called Bastiani calculus, its origin can be traced back to $[2,53]$. We shall use it as a notion of calculus on the topological spaces of mapping we will use in Chapter 2. Here we introduce the basic definitions and properties.

In the sequel we will use complete locally convex spaces and denote them by capital letters $X$, $Y, Z$.

Definition 1.3.12. Let $U \subset X$ be an open subset, a mapping $P: U \subset X \rightarrow Y$ is Bastiani differentiable (or $P \in C_{B}^{1}(U, Y)$ ) if the following conditions hold:
(i) $\lim _{t \rightarrow 0} \frac{1}{t}(P(x+t v)-P(x))=d P[x](v)$ exists for all $x \in U, v \in X$, giving rise to a mapping $d P: U \times X \rightarrow Y$ linear in the second entry;
(ii) The mapping $d P: U \times X \rightarrow Y,(x, v) \rightarrow d P[x](v)$ is jointly continuous.

A technically important result is the Riemann integral for continuous curves $\gamma:[a, b] \subset \mathbb{R} \rightarrow X$.
Theorem 1.3.13. Let $\gamma:[a, b] \subset \mathbb{R} \rightarrow X$ be a continuous curve, then there exists a unique object $\int_{a}^{b} \gamma(t) d t \in X$ such that
(i) for every continuous linear mapping $l: X \rightarrow \mathbb{R}$

$$
l\left(\int_{a}^{b} \gamma(t) d t\right)=\int_{a}^{b} l(\gamma(t)) d t
$$

(ii) for every seminorm $p_{i}$ on $X$,

$$
p_{i}\left(\int_{a}^{b} \gamma(t) d t\right) \leq \int_{a}^{b} p_{i}(\gamma(t)) d t
$$

(iii) for all continuous curves $\left.\gamma, \beta, \int_{a}^{b}(\gamma(t)+\beta(t)) d t=\int_{a}^{b} \gamma(t) d t+\int_{a}^{b} \beta(t)\right) d t$;
(iv) for all $\lambda \in \mathbb{R}, \int_{a}^{b}(\lambda \gamma(t)) d t=\lambda\left(\int_{a}^{b} \gamma(t) d t\right)$;
(v) for all $a \leq c \leq b, \int_{a}^{b} \gamma(t) d t=\int_{a}^{c} \gamma(t) d t+\int_{c}^{b} \gamma(t) d t$.

The proof of this result is quite standard (see e.g. [38, Theorem 2.2.1]), it essentially follows from defined the integral as a Riemann summation in the interval $[a, b]$ whenever $\gamma$ is a piecewise straight continuous curves. Finally, noting that the latter space is dense in $C([a, b] ; X)$, we can extend the integral by continuity and get uniqueness by the Hahn-Banach theorem.

Lemma 1.3.14. Let $U \subset X, V \subset Y$ be open subsets, let $P: U \rightarrow Y$ and $Q: V \rightarrow Z$ be Bastiani differentiable mappings such that $P(U) \subset V$, then $Q \circ P: U \rightarrow Z$ is Bastiani differentiable and $d(Q \circ P)[x](v)=d Q[P(x)](d P[x](v))$ for each $x \in U, v \in X$.

Proof. We claim that $P \in C_{B}^{1}(U ; Y)$ if and only if there is a continuous mapping $L: U \times U \times X \rightarrow Y$ linear in the third entry such that

$$
P\left(x_{1}\right)-P\left(x_{2}\right)=L\left[x_{1}, x_{2}\right]\left(x_{1}-x_{2}\right)
$$

In particular we have $L[x, x](v)=d P[x](v)$. The necessity condition follows by considering the smooth curve $\gamma(t)=x_{1}+t\left(x_{2}-x_{1}\right)$ with $t \in[0,1]$, then $d P[\gamma(t)](v)$ is a smooth curve for each $v \in X$, by 1.3.13, define

$$
L\left[x_{1}, x_{2}\right](v) \doteq \int_{0}^{1} d P[\gamma(t)](v) d t
$$

It is clear that $L$ is continuous and linear in the third entry, moreover since $\frac{d}{d t} P(\gamma(t))=d P[\gamma(t)]\left(x_{1}-\right.$ $x_{2}$ ) we get $L\left[x_{1}, x_{2}\right]\left(x_{1}-x_{2}\right)=d P\left[x_{1}\right]\left(x_{1}-x_{2}\right)$. For the sufficiency condition just note that $\frac{1}{t}(P(x+t v)-P(x))=L(x, x+t v)[v]$, so taking the limit we get our claim. Next suppose that

$$
\begin{aligned}
& P\left(x_{1}\right)-P\left(x_{2}\right)=L\left[x_{1}, x_{2}\right]\left(x_{1}-x_{2}\right) \\
& Q\left(y_{1}\right)-Q\left(y_{2}\right)=M\left[y_{1}, y_{2}\right]\left(y_{1}-y_{2}\right)
\end{aligned}
$$

Then $Q(P(x+t v))-Q(P(x))=M[P(x+t v), P(x)](P(x+t v)-P(x))=t M[P(x+t v), P(x)](L[x+$ $t v, x](v))$ thus dividing by $t$ and taking the limit yields $d(Q \circ P)[x](v) \equiv M[P(x), P(x)](L[x, x](v))=$ $d Q[P(x)](d P[x](v))$.

Definition 1.3.15. A mapping $f: U \subset X \rightarrow Y$ is $k$ times Bastiani differentiable if $d^{k-1} f:$ $U \times X \cdots \times X \rightarrow Y$ is Bastiani differentiable. The $k$ th derivative of $f$ at $x$ is defined by recursion

$$
\begin{equation*}
d^{k} f[x]\left(v_{1}, \ldots, v_{k}\right) \doteq \lim _{t \rightarrow 0} \frac{1}{t}\left(d^{k-1} f\left[x+t v_{k}\right]\left(v_{1}, \ldots, v_{k-1}\right)-d^{k-1} f\left[x+t v_{k}\right]\left(v_{1}, \ldots, v_{k-1}\right)\right) \tag{1.14}
\end{equation*}
$$

Finally, we denote by $C_{B}^{k}(U, Y)$ the set of $k$ times Bastiani differentiable functions $f: U \rightarrow Y$.

Computing explicitly $d\left(d^{k-1} f\right)$ in $\left(x, v_{1}, \ldots, v_{k-1}\right)$, by linearity we get

$$
\begin{aligned}
& d\left(d^{k-1} f\right)\left[x, v_{1}, \ldots, v_{k-1}\right]\left(v_{k}, w_{1}, \ldots, w_{k-1}\right)=\sum_{j=1}^{k-1} d^{k-1} f[x]\left(v_{1}, \ldots, \widehat{v_{j}}, w_{j}, \ldots, v_{k-1}\right) \\
& \quad+\lim _{t \rightarrow 0} \frac{1}{t}\left(d^{k-1} f\left[x+t v_{k}\right]\left(v_{1}, \ldots, v_{k-1}\right)-d^{k-1} f\left[x+t v_{k}\right]\left(v_{1}, \ldots, v_{k-1}\right)\right)
\end{aligned}
$$

we can then see that $d\left(d^{k-1} f\right)$ is Bastiani differentiable if and only if the limit of (1.14) exists and is a continuous mapping $U \times X^{k} \rightarrow Y$. We can thus state

Lemma 1.3.16. A mapping $f: U \subset X \rightarrow Y$ is $k$ Bastiani differentiable if and only if for each $0 \leq j \leq k$ all the derivative mappings $d^{j} f: U \times X^{j} \rightarrow Y$ exists and are jointly continuous.

### 1.3.4 Convenient calculus on locally convex spaces

We introduce another calculus on locally convex spaces, called convenient calculus, for details see [50] and references therein. The main difference with Bastiani calculus is that smooth mappings need not be continuous, however, this is compensated by Theorem 1.3.22, which asserts that $C^{\infty}\left(U, C^{\infty}(V, W)\right)=C^{\infty}(U \times V, W)$ for any open subsets $U, V, W$ of locally convex spaces $X, Y, Z$. This is quite a strong property which will be very useful in Chapter 3.

Definition 1.3.17. Let $X$ be a locally convex space, a continuous curve $\gamma:(a, b) \subset \mathbb{R} \rightarrow X$ is differentiable is the limit

$$
\gamma^{\prime}(s) \doteq \lim _{t \rightarrow 0} \frac{\gamma(s+t)-\gamma(s)}{t}
$$

exists and defines a continuous curve $\gamma^{\prime}:(a, b) \rightarrow X$. We say that $\gamma$ is $k$ times differentiable if $\left(\gamma^{(k-1)}\right)^{\prime}$ exists and is a continuous curve. If $\gamma$ is differentiable for any $k \in \mathbb{N}$, then we say it is smooth.

This notion of curve induces a topology on the space $X$ which following [51] we call the $c^{\infty}$ topology. It is constructed as follows: it is the final topology on $X$ with respect to all smooth curves $\gamma \in C^{\infty}(\mathbb{R}, X)$, that is the finest topology for which all smooth curves $\gamma: \mathbb{R} \rightarrow X$ becomes continuous. Its open subsets will be called $c^{\infty}$-open.

Recall that a sequence $\left\{x_{n}\right\} \subset X$ is Mackey-Cauchy if there exists a sequence $\left\{\mu_{n, m}\right\} \subset \mathbb{R}$ which diverges to infinity for which $\mu_{n, m}\left(x_{n}-x_{m}\right) \in B$ for a bounded subset $B \subset X$ and for all $n, m \in \mathbb{N}$. We say that $X$ is Mackey complete if any Mackey-Cauchy sequence converges. Incidentally, we remark that by Lemma 2.2 pp .15 in [51], for a locally convex space $X$, every Mackey-Cauchy net converges in $X$ if and only if every Mackey-Cauchy sequence converges in $X$; therefore even if the topology of $X$ is generated by uncountably many seminorms, it is enough to check Mackey completeness for sequences.

Definition 1.3.18. A locally convex vector space $X$ is said to be convenient or $c^{\infty}$-complete if any of the following equivalent conditions hold:
(i) $X$ is Mackey complete;
(ii) any curve $\gamma: \mathbb{R} \rightarrow X$ such that $l \circ \gamma: \mathbb{R} \rightarrow \mathbb{R}$ is smooth for all $l \in X^{\prime}$, is itself smooth;
(iii) $X$ is $c^{\infty}$ closed.

We observe that ( $i$ ) Definition 1.3.18 implies that $c^{\infty}$ completeness is a, quite mild, bornological ${ }^{7}$ condition; whereas (ii) implies that whether a curve $\gamma$ is smooth can be tested by means of elements of the topological dual of $X$. This suggests a strong relationship between bornology and smoothness of curves. We shall expand this connection below when considering other properties of this topology.

The space $C^{\infty}(\mathbb{R}, X)$ of smooth curves can be endowed with a locally convex space structure. The addition and multiplication by scalar are essentially inherited by those on $X$, the topology is the topology of uniform convergence on compact subsets of $\mathbb{R}$ in each derivative separately. If $J \subset \mathbb{R}$ is compact, then seminorms of this space are given by

$$
\begin{equation*}
p_{i, J, n}(\gamma)=\sup _{t \in J, k \leq n} p_{i}\left(\gamma^{(k)}(t)\right) \tag{1.15}
\end{equation*}
$$

where $p_{i}$ is any seminorm in $X$. Equivalently this topology can be described as the initial topology with respect to linear mappings $C^{\infty}(\mathbb{R}, X) \rightarrow l^{\infty}(J, X)$ : . Notice that a set $\mathcal{B}$ in $C^{\infty}(\mathbb{R}, X)$ is bounded if and only if for all $\gamma \in \mathcal{B}, p_{i, J, n}(\gamma) \leq C$. For any continuous linear functional $l \in X^{\prime}$, $l(\mathcal{B}) \subset \mathbb{R}$ is bounded whenever $\mathcal{B}$ is. Since $l\left(\gamma^{(k)}\right)=(l \circ \gamma)^{(k)}$, then we can state that $\mathcal{B} \subset C^{\infty}(\mathbb{R}, X)$ is bounded if and only if $l(\mathcal{B})$ is bounded in $\mathbb{R}$ for each $l \in X^{\prime}$.

Proposition 1.3.19. Let $f: \mathbb{R}^{2} \rightarrow X$ a mapping into a locally convex space (not necessarily $c^{\infty}$-complete) then the following assertions are equivalent:
(i) $f \circ \gamma$ is smooth whenever $\gamma \in C^{\infty}\left(\mathbb{R}, \mathbb{R}^{2}\right)$;
(ii) all iterated directional derivatives $d f[p](v)$ exists and are locally bounded;
(iii) all iterated partial derivatives of $f$ exists and are locally bounded;
(iv) $f^{\vee}: \mathbb{R} \rightarrow C^{\infty}(\mathbb{R}, X)$ is a smooth curve.

Prior to writing the proof, let us cite an important result in [6] known as Boman Theorem:
Theorem 1.3.20 (Boman). Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ a mapping, then the following conditions are equivalent:
(i) all iterated partial derivatives exists and are continuous;
(ii) all iterated partial derivatives exists and are locally bounded;
(iii) for each $v \in \mathbb{R}^{2}$ the iterated directional derivatives $d^{n} f[x](v)=\left.\frac{d^{n}}{d t^{n}}\right|_{0} f(x+t v)$ exists and are locally bounded with respect to $x$;
(iv) for all smooth curves $\gamma: \mathbb{R} \rightarrow \mathbb{R}^{2}$ the composition $f \circ \gamma$ is smooth.

Proof of Proposition 1.3.19. We shall prove this result for convenient vector spaces, the general proof can be found in [51, pp. 29]. The equivalence of $(i),(i i),(i i i)$ is essentially trivial: clearly $(i) \Rightarrow(i i)$, also $(i i) \Rightarrow(i i i)$ by testing in the cases where $v$ is any vector of the standard basis of $\mathbb{R}^{2}$, finally $(i i) \Rightarrow(i)$ since $(f \circ \gamma)^{(k)}$ can be always expressed as a finite combination of terms of the

[^7]form $\partial_{i_{1}} \partial_{i_{p}} f(\gamma(t)) \gamma^{\left(k_{1}\right)}(t) \cdots \gamma^{\left(k_{p}\right)}(t)$ with $i_{j}=1,2$ and $\sum k_{j}=p$. To complete the proof, note that by $(i i)$ in Definition 1.3.18 $f^{\vee} \in C^{\infty}(\mathbb{R}, X)$ if and only if $l \circ f^{\vee}=(l \circ f)^{\vee} \in C^{\infty}(\mathbb{R}, \mathbb{R})$. Applying Theorem 1.3.20 establishes the equivalence of (iv) and (iii).

Definition 1.3.21. A mapping $f: U \subset X \rightarrow Y$, where $U$ is $c^{\infty}$-open is smooth if for any $\gamma \in$ $C^{\infty}(\mathbb{R}, U), f \circ \gamma \in C^{\infty}(\mathbb{R}, Y)$. We denote by $C^{\infty}(U, Y)$ the set of smooth mappings between $U$ and $Y$.

Comparing Definition 1.3.21 with Definition 1.3.15 one immediately sees that each Bastiani smooth mapping is conveniently smooth as well. The other implication does not generally hold true (see for instance [34, $\S 2$ and Proposition 2.2] for a counterexample).

The space $C^{\infty}(U, Y)$ is a vector space, we can endow it with a topology as follows: if $\gamma \in$ $C^{\infty}(\mathbb{R}, U)$, then $\gamma^{*}: C^{\infty}(U, Y) \rightarrow C^{\infty}(\mathbb{R}, Y)$, therefore we give $C^{\infty}(U, Y)$ the initial topology with respect to the mappings $\gamma^{*}$. We claim that

$$
\begin{align*}
C^{\infty}(U, Y) & =\lim _{\gamma \in C^{\infty}(\mathbb{R}, U)} C^{\infty}(\mathbb{R}, Y) \\
& =\left\{\left\{f_{\gamma}\right\}_{\gamma} \in \prod_{\gamma \in C^{\infty}(\mathbb{R}, U)} C^{\infty}(\mathbb{R}, Y): f_{\gamma} \circ g=f_{\gamma \circ g} \forall g \in C^{\infty}(\mathbb{R}, \mathbb{R})\right\} . \tag{1.16}
\end{align*}
$$

Notice that any mapping $f_{\gamma}$ such that $f_{\gamma} \circ g=f_{\gamma \circ g}$ for all reparametrization $g \in C^{\infty}(\mathbb{R}, \mathbb{R})$ gives rise to a mapping $f: U \rightarrow Y$ by setting $f(x)=f_{\gamma_{x}}(t)$ where $\gamma_{x}: t \mapsto x$ is the constant curve, if $g$ is any reparametrization, then $f_{\gamma_{x}} \circ g=f_{\gamma_{x} \circ g}$ but $\gamma \circ g(t) \equiv x$ thus $f$ is not altered; finally $f$ is smooth since $f \circ \gamma \equiv f_{\gamma} \in C^{\infty}(\mathbb{R}, Y)$. On the other hand any smooth function $f: U \rightarrow Y$ gives rise to $\left\{f_{\gamma}\right\}_{\gamma}$ by setting $f_{\gamma}=f \circ \gamma$, then $f_{\gamma} \circ g=f \circ \gamma \circ g=f_{\gamma \circ g}$.

Theorem 1.3.22. Let $U_{i}$ be $c^{\infty}$-open subsets of locally convex spaces $X_{i}$ for $i=1,2$ not necessarily Mackey complete. A mapping $f: U_{1} \times U_{2} \rightarrow Y$ is smooth if and only if the mapping $f^{\vee}: U_{1} \rightarrow$ $C^{\infty}\left(U_{2}, Y\right)$ is smooth.

Proof. Suppose that $f^{\vee}: U_{1} \rightarrow C^{\infty}\left(U_{2}, Y\right)$ is smooth then, by Definition 1.3.21, this is equivalent to: $f^{\vee} \circ \gamma_{1}: \mathbb{R} \rightarrow C^{\infty}\left(U_{2}, Y\right)$ is smooth for any $\gamma_{1} \in C^{\infty}\left(\mathbb{R}, U_{1}\right)$. By (1.16), the above statement is equivalent to $\gamma_{2}^{*}\left(f^{\vee} \circ \gamma_{1}\right): \mathbb{R} \rightarrow C^{\infty}(\mathbb{R}, Y)$ is smooth for any curve $\gamma_{2} \in C^{\infty}\left(\mathbb{R}, U_{2}\right)$. Finally, by Proposition 1.3.19, the last assertion is equivalent to

$$
\left(\gamma_{2}^{*}\left(f^{\vee} \circ \gamma_{1}\right)\right)^{\wedge}: \mathbb{R}^{2} \rightarrow Y \text { is smooth } \forall \gamma_{1} \in C^{\infty}\left(\mathbb{R}, U_{1}\right), \gamma_{2} \in C^{\infty}\left(\mathbb{R}, U_{2}\right) .
$$

By construction, $\left(\gamma_{2}^{*}\left(f^{\vee} \circ \gamma_{1}\right)\right)^{\wedge}=f \circ\left(\gamma_{1} \times \gamma_{2}\right)$, however, by Definition 1.3.21 this is once again equivalent to state that $f: U_{1} \times U_{2} \rightarrow Y$ is smooth.

A consequence of 1.3.22 is that convenient calculus enjoys the basic properties of calculus that is

- the chain rule holds, in particular let $f: U \subset X \rightarrow Y$ and $g_{V} \subset Y \rightarrow Z$ be conveniently smooth mapping with $f(U) \subset V$, then $d(g \circ f)[x](v)=d g[f(x)](d f[x](v))$. Moreover, if we set $B(X ; Y)$ the space of bounded (hence conveniently smooth) linear mappings equipped with its natural topology, the application $d: C^{\infty}(U, Y) \rightarrow C^{\infty}(U, B(X ; Y))$ is bounded and smooth;
- integration of smooth curves can be performed as in Theorem 1.3.13.

In the proposition below we shall list some of the properties of the $c^{\infty}$-topology. As we stressed above, for any locally convex space $X$ the $c^{\infty}$ topology is a refinement of the initial locally convex topology, in general however $c^{\infty} X \equiv\left(X, \tau_{c^{\infty}}\right)$ fails to be a topological vector space.

Proposition 1.3.23. Let $X$ be a locally convex space, the bornologification of $X$ is the finest locally convex topology on $X$ possessing the same bounded subsets as the initial topology. We denote by $X_{b}$ this locally convex space. Then
(i) $U \subset X_{b}$ is open if and only if is $c^{\infty}$-open, an absolutely convex subset $U \subset X_{b}$ is a 0neighborhood if and only if it is so for the $c^{\infty}$-topology.
(ii) id $:\left(X, \tau_{c} \infty\right) \rightarrow X_{b}$ is continuous, hence the $c^{\infty}$-topology is finer then the bornologification of the initial topology on $X$.
(iii) If $X$ is metrizable, then $c^{\infty} X=X_{b}=X$. In particular if $X$ is a Fréchet vector space then it is a convenient vector space.
(iv) If $X$ is a Fréchet space, $U \subset X$ an open subset and $Y$ a locally convex space, then $C^{\infty}(U, Y)=$ $C_{B}^{\infty}(U, Y)$.

Some comments are due. Condition (i) implies that $c^{\infty} X$ possesses all the convex subsets generating the topology of $X_{b}$ but might fail to be locally convex due to the appearance of extra open subsets. As a consequence of this we have (ii). (iii) establishes the important fact that when $X$ is metrizable, then the $c^{\infty}$-topology coincides with the initial topology, in which case when $X$ is also complete (that is Fréchet) then it must be Mackey complete as well and thus convenient. Finally using (iii) and Theorem 1, pp. 71 of [31] we get the key result that convenient smoothness and Bastiani smoothness do coincide on Fréchet spaces thus implying (iv).

Proposition 1.3.24. Let $M$ be a smooth finite dimensional manifold. The space $C^{\infty}(M)$ of all smooth functions on $M$ is a convenient vector space with respect to the following bornologically isomorphic descriptions:
(a) the initial topology with respect to mappings

$$
\gamma^{*}: C^{\infty}(M) \rightarrow C^{\infty}(\mathbb{R})
$$

where $\gamma \in C^{\infty}(\mathbb{R}, M)$ and $C^{\infty}(\mathbb{R})$ has the usual Fréchet space structure.
(b) the initial topology with respect to mappings

$$
\left(u_{\alpha}^{-1}\right)^{*}: C^{\infty}(M) \rightarrow C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)
$$

where $\left(U_{\alpha}, u_{\alpha}\right)_{\alpha}$ is the atlas of $M$ and $C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is endowed with the usual Fréchet space structure;
(c) the initial structure with respect to mappings

$$
j^{k}: C^{\infty}(M) \rightarrow C\left(M, J^{k}(M, \mathbb{R})\right)
$$

with $k \in \mathbb{N}$ and $C\left(M, J^{k}(M, \mathbb{R})\right)$ endowed with the compact open topology.
Proof. We observe that the topology of uniform convergence on $C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ described in (1.16) does coincide with the standard Fréchet space topology for all $d \in \mathbb{N}$. (b) is the standard Fréchet space structure introduced in Example 1.3.1, moreover, by Lemma 1.3.2, the locally convex structure in $(c)$ coincides with that of $(b)$. By $(i i i)$ and $(i v)$ of Proposition 1.3.23, $(b),(c)$ induce the same convenient structure. To show that the convenient structure of $(a)$ is equivalent to that of $(b)$ is to show that $i d: C^{\infty}(M)_{(a)} \rightarrow C^{\infty}(M)_{(b)}$ is bounded. By construction

$$
C^{\infty}(M)_{(a)}=\left\{\left\{f_{\gamma}\right\}_{\gamma} \in \prod_{\gamma \in C^{\infty}(\mathbb{R}, M)} C^{\infty}(\mathbb{R}, \mathbb{R}): f_{\gamma} \circ \kappa=f_{\gamma \circ \kappa} \forall \kappa \in C^{\infty}(\mathbb{R}, \mathbb{R})\right\}
$$

is a closed subset of $\prod_{\gamma \in C^{\infty}(\mathbb{R}, M)} C^{\infty}(\mathbb{R}, \mathbb{R})$ with the Tychonoff topology. A subset $\mathcal{B}$ is bounded therein if for all smooth curves $\gamma: \mathbb{R} \rightarrow M,\left\{f \circ \gamma \in C^{\infty}(\mathbb{R}, \mathbb{R}): f \in \mathcal{B}\right\}$ is bounded, that is, by (1.15), if for all compacts $J \subset \mathbb{R}$, all $k \in \mathbb{N}$, there is a constant $C>0$ such that

$$
\begin{equation*}
\sup _{t \in J}\left|(f \circ \gamma)^{(k)}(t)\right| \leq C \tag{1.17}
\end{equation*}
$$

We can suppose that $\gamma(J) \subset U_{\alpha}$, if not we split $J$ into (finite) smaller compact intervals and then repeat the following argument. If the $\mathcal{B}$ was not bounded for $(b)$, there would be $f$, a sequence $\left\{x_{n}\right\} \subset U_{\alpha}$ such that $\sup _{n, j \leq k}\left|\nabla^{j} f\left(x_{n}\right)\right|=\infty$, then we construct a smooth curve $\gamma:[0,1] \rightarrow U_{\alpha}$ such that $\gamma(1 / n)=x_{n}$, by assumption $\sup _{t \in[0,1]}\left|(f \circ \gamma)^{(k)}(t)\right| \leq C$ reaching a contradiction. To construct $\gamma$, simply take a piecewise straight curve joining all elements of the sequence, for example

$$
\gamma(t)=n(1-(n+1) t) x_{n}+(n+1)(n t-1) x_{n+1} \text { if } t \in[1 /(n+1), 1 / n]
$$

and then mollify appropriately on the edges. On the other hand if $\mathcal{B}$ is bounded in the usual Fréchet space structure, then for each compact $K \subset M, k \in \mathbb{N}$ there is $C>0$ such that

$$
f \in \mathcal{B} \Rightarrow \sup _{\substack{x \in K \\ j \leq k}}\left|\nabla^{j} f(x)\right| \leq C
$$

If $\gamma: \mathbb{R} \rightarrow M$ is any smooth curve and $J \subset \mathbb{R}$ a compact interval, we can assume that $\gamma(J) \subset K$, then $(f \circ \gamma)^{(k)}$ is a polynomial in $\nabla^{j} f$ and $\gamma^{(l)}$, each of which is bounded in $K$ by the above constant, thus (1.17) is valid.

Proposition 1.3.25. Let $\pi: E \rightarrow M)$ be a smooth finite dimensional vector bundle, then
(i) a curve $\gamma: \mathbb{R} \rightarrow \Gamma^{\infty}(M \leftarrow E)$ is smooth if and only if $\gamma^{\wedge}: \mathbb{R} \times M \rightarrow E$ is smooth;
(ii) a curve $\gamma: \mathbb{R} \rightarrow \Gamma_{c}^{\infty}(M \leftarrow E)$ is smooth if and only if $\gamma^{\wedge}: \mathbb{R} \times M \rightarrow E$ satisfies the following property: for each compact interval $I \subset \mathbb{R}$ there is a compact subset $K \subset M$ such that $\gamma^{\wedge}(t, x)$ is constant in $t \in I$ for each $x \in M \backslash K$.

Proof. We remark that $\Gamma^{\infty}(M \leftarrow E)$ and $\Gamma_{c}^{\infty}(M \leftarrow E)$ are endowed respectively with the Fréchet topology and the LF-topology. The smoothness of $\gamma^{\wedge}: \mathbb{R} \times M \rightarrow E$ is equivalently tested on the respective charts of $M, E$, therefore we can assume that $M, E$ are open subsets $U, V$, respectively
of $\mathbb{R}^{n}, \mathbb{R}^{k}$. In particular, those are $c^{\infty}$-open subsets, therefore we can apply Theorem 1.3.22 and get that $\gamma^{\wedge}: \mathbb{R} \times M \rightarrow E$ is smooth if and only if $\gamma: \mathbb{R} \rightarrow C^{\infty}\left(U_{\alpha}, V_{\alpha}\right)$ with $U_{\alpha}, V_{\alpha}$ varying among open charts neighborhoods. Then we conclude, by a reasoning similar to the one employed in the proof of Proposition 1.3.24, that this is equivalent to the convenient smoothness of $\gamma: \mathbb{R} \rightarrow \Gamma^{\infty}(M \leftarrow E)$.

For (ii) we observe that $\Gamma_{c}^{\infty}(M \leftarrow E)$ is a strict direct limit of Fréchet spaces, thus $\gamma: \mathbb{R} \rightarrow$ $\Gamma_{c}^{\infty}(M \leftarrow E)$ is smooth if and only if it factors locally to a smooth curve $\gamma: I \subset \mathbb{R} \rightarrow \Gamma_{K}^{\infty}(M \leftarrow E)$ for some $K \subset M$. Notice however, that $\Gamma_{K}^{\infty}(M \leftarrow E) \simeq \Gamma^{\infty}\left(K \leftarrow \pi^{-1}(K)\right)$, thus we can apply point ( $i$ ) and conclude.

## Chapter 2

## The algebraic approach to classical field theory

In this chapter we generalize the results of [14] to the more complicated situation in which fields are sections of fibre bundles. At first sight the idea looks straightforward to implement, however it contains some not trivial subtleties whose treatment needs a certain degree of care. Indeed, in our general setting, images of the fields do not take value in vector spaces and moreover, the global configuration space $\Gamma^{\infty}(M \leftarrow B)$ completely lacks any vector space structure, thus admitting only a manifold structure. This forces us to generalize many notions like the support of functionals, or their central notion of locality/additivity, over configuration space, which can be given in two different formulations, one global that uses the notion of relative support already used in [13] and a local one that uses the notion of charts over configuration space seen as a infinite dimensional manifold. It is gratifying that both notions give equivalent results, as shown e.g. in Proposition 2.3.9. This added generality does not spoil the existence of a Poisson algebra structure (Theorem 2.4.10, Theorem 2.4.11), the $C^{\infty}$-ring structure (Proposition 2.5.4), or the existence of partitions of unities (Proposition 2.5.5) for microcausal functionals. On the contrary, other properties, such as the characterization of microlocal functionals (Proposition 2.3.11) are valid only in the chart neighborhood in which are derived, we argue, using the variational sequence of [52], that if we do not make extra assumptions the latter result is not globally ${ }^{1}$ extensible.

This chapter is organized as follows: Section 2.1 and Section 2.2 are devoted to introduce the infinite dimensional geometric formalism which will be the starting point of our analysis. In particular, we will endow $\Gamma^{\infty}(M \leftarrow B)$ with a topology (c.f. Definition 2.1.16) and an infinite dimensional manifold structure where the smooth structure (c.f. Theorem 2.2.2) is defined with respect to Bastiani calculus developed in Section 1.3.3. We remark that this is not the only choice: for instance one could use [50, Theorem 42.1] to create a convenient smooth structure for this space, the construction is identical, however the topology on the configuration space is finer however, since conveniently smooth mappings are not continuous in general (see [34]). This last feature is quite problematic since we will handle the space of smooth functions over the manifold $\Gamma^{\infty}(M \leftarrow B)$ and we wish to regard those as smooth and continuous functions, this motivate us to pick the Bastiani smooth manifold structure.

[^8]Section 2.3 focuses on the definition of observables, their support, and the introduction of various classes of observables depending on their regularity. In particular two of this class admit a ultralocal characterization, i.e. local in the sense of the manifold structure of the space of sections. In the end we introduce the notion of generalized Lagrangian, essentially showing that each Lagrangian in the standard geometric approach is a Lagrangian in the algebraic approach as well. We then discuss how linearized field equations are derived from generalized Lagrangians.

In Section 2.4 we show the existence of the causal propagator which in turn is used in Definition 2.4.4 to define the Poisson bracket on the class of microlocal functionals. Then we enlarge the domain of the bracket to the so-called microcausal functionals, defined by requiring a specific form of the wave front set of their derivatives. Finally Proposition 2.4.5, Theorems 2.4.9, 2.4.10 and 2.4.11 establish the Poisson $*$-algebra of microcausal functionals.

Finally, we collect in Section 2.5 a series of results that culminate in Theorem 2.5.3, which establishes that microcausal functionals can be given the topology of a nuclear locally convex space. Furthermore Propositions 2.5.4 and 2.5.5 give additional properties concerning this space and its topology. We conclude the section by defining the on-shell ideal with respect to the Lagrangian generating the Peierls bracket and the associated Poisson $*$-algebraic ideal.

Eventually in Section 2.6 we briefly show how to adapt the previous results to the case of wave maps and discuss the case of scalar field theories described in [14]. The latter setting will be crucial for describing Wick powers and time-ordered products in Chapters 3, 4 .

### 2.1 Topologies on the space of sections, manifolds of mappings

Let $M, N$ be finite dimensional paracompact Hausdorff topological spaces, denote the space of continuous functions by $C(M, N)$. The compact open topology $\tau_{C O}$ or CO-topology is the topology generated by a basis whose elements have the form

$$
\begin{equation*}
N(K, V)=\{\varphi \in C(M, N): \varphi(K) \subset V\}, \tag{2.1}
\end{equation*}
$$

where $K \subset M$ is a compact subset and $V \subset N$ is open. Roughly speaking, this topology controls the behaviour of functions only on small regions of $M$, whereas their behaviour "at infinity" is not specified.

Lemma 2.1.1. Let $M, N$ as described above, if $N$ is normal, then $\left(C(M, N), \tau_{C O}\right)$ is Hausdorff.
Proof. Supposing $\varphi \neq \psi$, then at least $\varphi(x) \neq \psi(x)$ for some $x \in M$. By continuity of $\varphi, \psi$ there exists an open subset $U_{x}$ such that $\varphi(y) \neq \psi(y)$ for each $y \in \bar{U}_{x}$. Without loss of generality we can suppose that $\overline{U_{x}}$ is compact, then $\varphi\left(\overline{U_{x}}\right), \psi\left(\overline{U_{x}}\right)$ are compact and therefore closed. Since $N$ is normal, there are disjoint open subsets $V_{\varphi}, V_{\psi}$ respectively containing $\varphi\left(\overline{U_{x}}\right), \psi\left(\overline{U_{x}}\right)$, then

$$
N\left(U_{x}, V_{\varphi}\right) \cap N\left(U_{x}, V_{\psi}\right)=\emptyset .
$$

Lemma 2.1.2. Let $M, N$ be topological spaces, if $N$ is a complete metric space then $\left(C(M, N), \tau_{C O}\right)$ is a complete metric space as well.

If $M$ is compact and $\left(N, d_{N}\right)$ is metric, then a neighborhood of $\varphi$ in the compact-open topology can be given as

$$
B_{\epsilon}(\varphi) \doteq\left\{\psi \in C(M, N): d_{N}(\varphi(x), \psi(x))<\epsilon(x) \forall x \in M\right\}
$$

where $\epsilon: M \rightarrow \mathbb{R}_{+}$is a continuous function.
Lemma 2.1.3. Let $M, N, L$ be topological spaces with $M$ locally compact and Hausdorff, then

$$
C(M \times N, L) \simeq C(M, C(N, L))
$$

where $C(N, L)$ posses the CO-topology.
Given $\varphi \in C(M, N)$, let $G_{\varphi}: M \rightarrow M \times N$ be the graph mapping associated to $\varphi$, set $\operatorname{Im}\left(G_{\varphi}\right) \equiv$ $\operatorname{gh}(\varphi)=\{(x, \varphi(x)) \in M \times N: x \in M\}$.

Definition 2.1.4. The wholly open topology $\tau_{\text {WO }}$ or WO-topology on $C(M, N)$ is generated by a subbasis of open subsets of the form

$$
\begin{equation*}
W(V)=\{\varphi \in C(M, N): \varphi(M) \subset V\} \tag{2.2}
\end{equation*}
$$

where $V \subseteq N$ is open.
Note that the WO-topology is not Hausdorff, for it cannot separate surjective functions.
Definition 2.1.5. The graph topology $\tau_{\mathrm{WO}^{0}}$ or $\mathrm{WO}^{0}$-topology on $C^{\infty}(M, N)$ is the one induced by requiring

$$
G: C(M, N) \ni \varphi \mapsto G_{\varphi} \in\left(C(M, M \times N), \tau_{\mathrm{WO}}\right)
$$

to be an embedding.
By Definition 2.1.4 the open subbasis of $C(M, M \times N)$ is given by subsets of the form

$$
W(\widetilde{V})=\{f \in C(M, M \times N): f(M) \subset \widetilde{V}\}
$$

with $\tilde{V} \subset M \times N$ open subsets. When $f=G_{\varphi}$ for some $\varphi \in C(M, N)$, then the trace topology on the subset $G(C(M, N))$ is generated by a subbasis of elements $W(\widetilde{V})$ where $\widetilde{V}=M \times V$ with $V \subset N$ open subset. Clearly $G$ is an injective mapping, and bijective onto its image. Therefore a subbasis for the $\mathrm{WO}^{0}$-topology is given by

$$
\begin{equation*}
W(\widetilde{V})=\left\{\varphi \in C(M, N): G_{\varphi} \subset M \times V\right\} \tag{2.3}
\end{equation*}
$$

Lemma 2.1.6. The $\mathrm{WO}^{0}$-topology is finer then the CO-topology and is therefore Hausdorff.
Proof. We show that $\operatorname{id}_{C(M, N)}:\left(C(M, N), \tau_{\mathrm{WO}^{0}}\right) \rightarrow\left(C(M, N), \tau_{\mathrm{CO}}\right)$ is continuous. Let $N(K, V)$ be an open subset as in (2.1), $U_{1}, U_{2}$ be a cover of $M$ such that $K \subset U_{1}$ and $U_{2}=M \backslash K$. Consider the open subset

$$
W\left(U_{1} \times V \cup U_{2} \times N\right)=\left\{\varphi \in C(M, N): G_{\varphi} \subset U_{1} \times V \cup U_{2} \times N\right\}
$$

the former is a $\mathrm{WO}^{0}$-open subset, which is however equal to $N(K, V)$.

We stress that when the manifold $M$ is compact, then the graph and compact-open topology are equivalent, whereas in full generality the former is finer. The main difference from the compact open topology is that the graph topology does control the behaviour of a mapping over the whole space, while the former was limited to a compact region.

Lemma 2.1.7. Let $M$ be paracompact and $(N, d)$ be a metric space, then a basis of neighborhood of $\varphi \in C(M, N)$ for the $\mathrm{WO}^{0}$-topology is given by

$$
\begin{equation*}
W_{\varphi}(\epsilon)=\{\psi \in C(M, N): d(\varphi(x), \psi(x))<\epsilon(x) \forall x \in M\} \text {, } \tag{2.4}
\end{equation*}
$$

where $\epsilon: M \rightarrow \mathbb{R}_{+}$is continuous.
Proposition 2.1.8. Let $M$ be paracompact and $(N, d)$ be a metric space then, for any sequence $\left\{\varphi_{n}\right\} \subset C(M, N)$, the following are equivalent:
(i) $\varphi_{n} \rightarrow \varphi$ in the $\mathrm{WO}^{0}$-topology;
(ii) there exists a compact set $K \in M$ such that $\left.\left.\varphi_{n}\right|_{M \backslash K} \equiv \varphi\right|_{M \backslash K}$ for each $n \in \mathbb{N}$, and $\varphi_{n} \rightarrow \varphi$ uniformly on $K$.

Notice that, due to Proposition 2.1.8, the space $C(M, E)$ with $E$ vector space is not a topological vector space, in particular the multiplication mapping cannot be continuous since if $\lambda \in \mathbb{R}$ goes to 0 , then $\lambda \cdot f \nrightarrow 0$ unless $f=0$ outside some compact subset of $M$.

Proof. Suppose $\varphi_{n} \rightarrow \varphi$ in the $\mathrm{WO}^{0}$-topology, however, for all $K \subset M$ compact, either $\varphi_{n} \nrightarrow \varphi$ uniformly over $K$ or there is $x \in M \backslash K$ such that $\varphi_{n}(x) \neq \varphi(x)$. In the first case $\varphi_{n} \nrightarrow \varphi$ in the CO-topology as well, contradicting the initial hypothesis. In the second case, let $\left\{K_{n}\right\}$ be an exhaustion of compact subsets of $M$, then for each $n \in \mathbb{N}$ there is $x_{n} \in M \backslash K_{n}$ having $\varphi_{n}\left(x_{n}\right) \neq \varphi\left(x_{n}\right)$. Set $0<\epsilon_{n}=\sup _{K_{n}} d\left(\varphi_{n}(x), \varphi(x)\right)$. For each $n$ and consider the sequence of open neighborhoods of $\varphi, W_{\varphi}\left(\epsilon_{n}\right)$ as per Lemma 2.1.7, by construction $\varphi_{n} \notin W_{\varphi}\left(\epsilon_{n}\right)$ which contradicts the convergence hypothesis. On the other hand let $\epsilon_{n}: M \rightarrow \mathbb{R}_{+}$be the constant functions with $\epsilon_{n}=\sup _{x \in K} d\left(\varphi_{n}(x), \varphi(x)\right)$, then $W_{\varphi}\left(\epsilon_{n_{0}}\right) \cap\left\{\varphi_{n}\right\}=\{\varphi\}_{n>n_{0}}$ by uniform convergence over $K$. Implying $\varphi_{n} \rightarrow \varphi$ in $\tau_{\text {WO }^{0}}$.

Corollary 2.1.9. Let $M$ and $N$ as in Proposition 2.1.8 and $\gamma: I \subset \mathbb{R} \rightarrow\left(C(M, N), \tau_{\mathrm{wO}^{0}}\right)$ be a continuous mapping with I compact. Then there exists a compact $K \subset M$ such that

$$
\gamma(t): x \in M \rightarrow N
$$

is constant in $M \backslash K$ for each $t \in I$.
Proof. We argue by contradiction, let $K_{n}$ be an exhaustion of compact subsets of $M$, then for each $n \in \mathbb{N}$ there is some $t_{n} \in I$, and some $x_{n} \in M \backslash K_{n}$ such that $\gamma\left(t_{n}\right)\left[x_{n}\right] \neq \gamma(t)\left[x_{n}\right]$ for at least a $t \in I$. Since $\left\{t_{n}\right\}$ is a sequence on a compact space we may assume, eventually passing to a subsequence, that $t_{n} \rightarrow t_{0} \in I$, by construction, $\left\{x_{n}\right\}$ does not admit a cluster point in $M$. Finally, by continuity, $t_{n} \rightarrow t_{0} \Longrightarrow \gamma\left(t_{n}\right) \rightarrow \gamma(t)$ in the $\mathrm{WO}^{0}$-topology, by Proposition 2.1.8 there has to be a compact subset $K$ such that $\gamma\left(t_{n}\right) \equiv \gamma(t)$ outside $K$ thus the sequence $\left\{x_{n}\right\}$ admits a cluster point.

From now on we assume that $M, N$ are smooth $m, n$ dimensional manifolds respectively, consider the $k$ th order jet bundle $J^{k}(M, N)$. Recall as well the mappings $\alpha: J^{k}(M, N) \rightarrow M$, $\beta: J^{k}(M, N) \rightarrow N$.

Lemma 2.1.10. Given $M, N$ smooth manifolds, the mapping

$$
j^{k}: C^{\infty}(M, N) \rightarrow\left(C\left(M, J^{k}(M, N)\right), \tau_{C O}\right)
$$

is injective and has closed image.
Proof. Injectivity follows from the fact that $\beta \circ j^{k}=\operatorname{id}_{C^{\infty}(M, N)}$. Since $J^{k}(M, N)$ is a manifold, it is metrizable as well, thus, by Lemma 2.1.2, $C\left(M, J^{k}(M, N)\right.$ is metrizable in the CO-topology. We can conclude if we show that given $\left\{j^{k} \varphi_{n}\right\} \subset j^{k}\left(C^{\infty}(M, N)\right)$ with $j^{k} \varphi_{n} \rightarrow \psi$ uniformly, $\psi=j^{k} \varphi$. If $\left\{\left(U_{i}, u_{i}\right)\right\},\left\{\left(V_{j}, v_{j}\right)\right\}$ are a family of charts of $M$ and $N$ respectively, it is enough to show the claim locally for each $g_{n}=v_{j} \circ \varphi_{n} \circ u_{i}^{-1}$. It is clear that the claim holds for $k=0$, since by uniform convergence $j^{0} g_{n}=g_{n} \rightarrow g$. If $k=1$, we can assume that the open sets $U_{i}$ are convex, then setting $h=\lim _{n \rightarrow \infty} d g_{n}$ we show that $h=d g$.

$$
\begin{aligned}
g(x+y) & =\lim _{n \rightarrow \infty}\left(g_{n}(x)+\int_{0}^{1}\left\langle d g_{n}(x+t y), y\right\rangle d t\right) \\
& =g_{0}(x)+\int_{0}^{1}\langle h(x+t y), y\rangle d t
\end{aligned}
$$

therefore $d g=h$. Iterating this argument for all orders up to $k$ yields the desired result.
In view of Lemma 2.1.10, we can state the following definition.
Definition 2.1.11. The $\mathrm{CO}^{k}$-topology on $C^{r}(M, N)$ for $0 \geq k \geq r \geq \infty$ is the topology induced by requiring that

$$
j^{k}: C^{r}(M, N) \rightarrow\left(C\left(M, J^{k}(M, N)\right), \tau_{\mathrm{CO}}\right)
$$

is a topological embedding.
Corollary 2.1.12. The $\mathrm{CO}^{k}$-topology has the following properties:
(i) $\left(C^{k}(M, N), \mathrm{CO}^{k}\right)$ is a complete metric space, moreover it coincides with the standard Fréchet vector space structure;
(ii) if $k>r,\left(C^{r}(M, N), \mathrm{CO}^{k}\right)$ is metrizable but not complete. Its completion is $C^{k}(M, N)$.

Definition 2.1.13. The Whitney $\mathrm{C}^{k}$-topology, or $\mathrm{WO}^{k}$-topology, on $C^{r}(M, N)$ for $0 \leq k \leq r \leq \infty$ is the topology induced by requiring

$$
j^{k}: C^{r}(M, N) \rightarrow\left(C\left(M, J^{k}(M, N)\right), \tau_{\mathrm{WO}^{0}}\right)
$$

to be topological embedding.
Proposition 2.1.14. The $\mathrm{WO}^{k}$-topology on $C^{r}(M, N)$ enjoys the following properties:
(i) A subbasis of open subsets of the topology have the form

$$
\begin{equation*}
W(\widetilde{U})=\left\{\varphi \in C^{r}(M, N): j^{k} \varphi(M) \subset \widetilde{U}\right\} \tag{2.5}
\end{equation*}
$$

where $\widetilde{U} \subset J^{k}(M, N)$ is an open subset.
(ii) If $d_{k}$ is a metric on $J^{k}(M, N)$, then a basis of neighborhoods for the $\mathrm{WO}^{k}$-topology of $\varphi \in$ $C^{r}(M, N)$ is

$$
N_{\varphi}^{k}(\epsilon)=\left\{\psi \in C^{r}(M, N): d_{k}\left(j_{x}^{k} \psi, j_{x}^{k} \varphi\right)<\epsilon(x)\right\}
$$

where $\epsilon \in C\left(M, \mathbb{R}_{+}\right)$.
(iii) The sequence $\left\{\varphi_{n}\right\} \subset C^{k}(M, N)$ converges to $\varphi$ in the $\mathrm{WO}^{k}$-topology if and only if there is a compact subset $K \subset M$ such that $\varphi_{n} \equiv \varphi$ in $M \backslash K$ and $j^{k} \varphi_{n} \rightarrow j^{k} \varphi$ uniformly over $K$.
(iv) If $I \subset \mathbb{R}$ is compact and $\gamma: I \rightarrow\left(C^{r}(M, N), \tau_{\mathrm{WO}^{k}}\right)$ is continuous, then there is a compact subset such that

$$
\operatorname{ev}_{x} \gamma: I \ni t \mapsto \gamma(t)[x]
$$

is constant for all $x \in M \backslash K$.
(v) $\mathrm{WO}^{\infty}$ on $C^{\infty}(M, N)$ is the projective limit topology of all $\mathrm{WO}^{k}$-topologies for $0 \leq k \leq \infty$.
(vi) A basis of open neighborhood of the $\mathrm{WO}^{\infty}$ topology on $C^{\infty}(M, N)$ consists of open subsets

$$
\begin{equation*}
W(\widetilde{U})=\left\{\varphi \in C^{\infty}(M, N): j^{\infty} \varphi(M) \subset \widetilde{U}\right\} \tag{2.6}
\end{equation*}
$$

where $\widetilde{U} \subset J^{\infty}(M, N)$ is open.
(vii) If $\left\{K_{n}\right\}_{n}$ is an exhaustion of compact subsets of $M$, a basis for the $\mathrm{WO}^{\infty}$ topology on $C^{\infty}(M, N)$ consists of open subsets

$$
M(U, n)=\left\{f \in C^{\infty}(M, N): j^{n} f\left(M \backslash K_{n}^{o}\right) \subset U_{n}\right\}
$$

where $U_{n} \subset J^{n}(M, N)$ are open.
Proof. We claim that on the image of $j^{k}$ in $C\left(M, J^{k}(M, N)\right)$ in the $\mathrm{WO}^{0}$ and WO topology coincide. Indeed

$$
\left.G_{j^{k} \varphi}(M) \subset M \times J^{k}(M, N)=\left\{\left(x, j_{x}^{k} \varphi\right): x \in M\right)\right\} \simeq J^{k}(M, N),
$$

where the last is a topological embedding, therefore open subsets of $J^{k}(M, N)$ and $G_{j^{k}\left(C^{r}(M, N)\right)} \subset$ $M \times J^{k}(M, N)$ coincide. As a result we obtain (2.5) by combining the above result with (2.2). (ii) follows by combining ( $i$ ) with Lemma 2.1.7. Using that $\varphi_{n} \rightarrow \varphi$ in $\mathrm{WO}^{k}$ if and only if $j^{k} \varphi_{n} \rightarrow j^{k} \varphi$ in $\mathrm{WO}^{0}$ over $C\left(M, J^{k}(M, N)\right)$ in conjunction with Proposition 2.1.8 we get (iii). Similarly (iv) is obtained by combining Corollary 2.1.9 with the above argument. The argument for (v) and (vi) is the following: the topology on $J^{\infty}(M, N)$ is the coarsest such that each $\pi_{k}^{\infty}: J^{\infty}(M, N) \rightarrow$ $J^{k}(M, N)$ is continuous. Note that we have an embedding

$$
J^{\infty}(M, N) \simeq M \times_{M} J^{\infty}(M, N) \hookrightarrow M \times J^{\infty}(M, N) .
$$

Therefore we construct the following commutative diagram

where the horizontal mapping are embeddings. Then a subbasis of $C\left(M, J^{\infty}(M, N)\right)$ for the $\mathrm{WO}^{0}$ topology is

$$
W\left(U_{\infty}\right)=\left\{j^{\infty} \varphi \in C^{\infty}(M, N): j^{\infty}(M) \subset U_{\infty}\right\}
$$

with $U_{\infty} \subset J^{\infty}(M, N)$ open. Finally we show (vii). Let $U_{n} \subset J^{n}(M, N)$ be open subsets, then each

$$
M(U)=\left\{f \in C^{\infty}(M, N): \forall n \in \mathbb{N}, j^{\infty} f\left(M \backslash K_{n}^{\mathrm{o}}\right) \subset\left(\pi_{n}^{\infty}\right)^{-1} U_{n}\right\}
$$

is an open subset of the $\mathrm{WO}^{\infty}$ topology. Setting $V_{n}=\left(\pi_{0}^{\infty}\right)^{-1}\left(U_{0}\right) \cap \cdots \cap\left(\pi_{n}^{\infty}\right)^{-1}\left(U_{n}\right)$ we have that

$$
\left\{f \in C^{\infty}(M, N): \forall n \in \mathbb{N}, j^{\infty} f\left(K_{n+1} \backslash K_{n}^{\mathrm{o}}\right) \subset V_{n}\right\}=M(U)
$$

The inclusion $\supset$ is clear, for the other, observe that in each region $K_{n+1} \backslash K_{n}^{\mathrm{o}}$ we have the requirement $j^{\infty} f\left(K_{n+1} \backslash K_{n}^{\mathrm{o}}\right) \subset V_{n}$ for all $n$ which is way stronger then the corresponding $j^{\infty} f\left(M \backslash K_{n}^{\mathrm{o}}\right) \subset$ $\left(\pi_{n}^{\infty}\right)^{-1} U_{n}$ for all $n$. Since $J^{\infty}(M, N)$ is a fiber bundle with finite dimensional base and Fréchet space fiber and has the coarsest topology making each $\pi_{k}^{\infty}$ continuous, we may write

$$
M(\widetilde{V})=\left\{f \in C^{\infty}(M, N): \forall n \in \mathbb{N}, j^{\infty} f\left(K_{n+1} \backslash K_{n}^{\mathrm{o}}\right) \subset \widetilde{V}_{n}\right\}
$$

where each $\widetilde{V}_{n} \subset J^{\infty}(M, N)$ is open. We claim that $M(\widetilde{V})$ generates a topology equivalent to the $\mathrm{WO}^{\infty}$ topology. The latter's open subsets posses the form (2.6), is thus clear that $M(\tilde{V}) \subset$ $W\left(\cup_{n} \widetilde{V}_{n}\right)$ thus making the former topology finer then the latter. To see the converse observe that $j^{\infty} f\left(K_{n+1} \backslash K_{n}^{\mathrm{o}}\right)$ is a compact subset of a metric space for each $n$, thus there is some $\epsilon_{n}>0$ for which the open subset $\left\{j_{x}^{\infty} g \in \mathbb{R}^{\infty}: d\left(j_{x}^{\infty} f, j_{x}^{\infty} g\right)<\epsilon_{n} \forall x \in K_{n+1} \backslash K_{n}^{o}\right\} \subset \widetilde{V}_{n}$. Let then $\epsilon \in C(M)$ be a continuous function such that $\epsilon(x)<\epsilon_{n}$ for all $x \in K_{n+1} \backslash K_{n}^{\mathrm{o}}$, then $N_{f}^{\infty}(\epsilon)$ is an open subset of the Whitney topology which is contained in $M(\widetilde{V})$.

As a consequence of Proposition 2.1.8, when $N$ is metrizable, and $M$ paracompact and second countable, if $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a sequence we can characterize convergence in the following way:
(i) $f_{n} \rightarrow f$ in the $\mathrm{WO}^{\infty}$-topology ,
(ii) $\forall n^{\prime} \in \mathbb{N} \exists K_{n^{\prime}} \subset M$ compact such that if $n \geq n^{\prime}$ then $\left.f_{n}\right|_{M \backslash K_{n^{\prime}}}=\left.f\right|_{M \backslash K_{n^{\prime}}}$ and $\left.\left.f_{n}\right|_{K_{n}^{\prime}} \rightarrow f\right|_{K_{n}^{\prime}}$ uniformly with all its derivatives.

This fact has important implications, for if we consider the finite dimensional vector bundle $E \rightarrow M$, the vector space $\Gamma^{\infty}(M \leftarrow E)$ will not be a topological vector space due to the failure of continuity for the multiplication by scalar. This can be readily seen from condition (ii) above: if for instance we had $\sigma \in \Gamma^{\infty}(M \leftarrow E), \mathbb{R} \ni \epsilon_{n} \rightarrow 0$ and $\epsilon_{n} \sigma \rightarrow 0$, then each $\epsilon_{n} \sigma$ must possess compact support, thus $\sigma$ itself ought to be compactly supported. As a consequence we get the following result:

Theorem 2.1.15. Let $(E, \pi, M)$ be a finite dimensional vector bundle, then $\Gamma_{c}^{\infty}(M \leftarrow E) \subset$ $\Gamma^{\infty}(M \leftarrow E)$, equipped with trace of the Whitney topology on $C^{\infty}(M, E)$. Then $\Gamma_{c}^{\infty}(M \leftarrow E)$ is the maximal locally convex space contained in $\Gamma^{\infty}(M \leftarrow E)$. Moreover the trace topology coincides with the (natural) final topology induced by the projective limit

$$
\begin{equation*}
\underset{K \subset M}{\lim _{K}} \Gamma_{K}^{\infty}(M \leftarrow E)=\Gamma_{c}^{\infty}(M \leftarrow E) \tag{2.7}
\end{equation*}
$$

Consequently, $\Gamma_{c}^{\infty}(M \leftarrow E)$ is a complete, nuclear and Lindelöf space, hence paracompact and normal. In particular, for each open cover $\mathcal{U}_{i}$ of $\Gamma_{c}^{\infty}(M \leftarrow E)$, there are Bastiani smooth bump functions $\rho_{i}: \Gamma_{c}^{\infty}(M \leftarrow E) \rightarrow \mathbb{R}$ each of which has $\operatorname{supp}\left(\rho_{i}\right) \subset \mathcal{U}_{i}$, satisfying

$$
\sum_{i} \rho_{i}(\sigma)=1
$$

for each $\sigma \in \Gamma_{c}^{\infty}(M \leftarrow E)$.
From a topological standpoint, Theorem 2.1.15 implies that $\Gamma_{c}^{\infty}(M \leftarrow E) \subset \Gamma^{\infty}(M \leftarrow E)$ equipped with the Whitney topology is the maximal topological vector subspace. Thus if we want to give a topological manifold structure to spaces such as $\Gamma^{\infty}(M \leftarrow E)\left(\right.$ or $\left.C^{\infty}(M, N)\right)$ this forces us to use $\Gamma_{c}^{\infty}(M \leftarrow E)$ as the topological vector space on which to model the manifold (see Definition 2.2.1). We would therefore like to have charts of the form $\left(\sigma_{0}+\Gamma_{c}^{\infty}(M \leftarrow E)\right.$, $\left.u_{\sigma_{0}}\right)$ where $u_{\sigma_{0}}(\sigma)=$ $\sigma-\sigma_{0}$. The undesirable fact is that $\sigma_{0}+\Gamma_{c}^{\infty}(M \leftarrow E)$ would then become a closed subset. To remedy this problem we refine the Whitney topology just enough to make the above subsets open. To wit consider the following equivalence class: given $M, N$ smooth finite dimensional manifolds, set $f \sim g$ if $\operatorname{supp}_{f}(g)=\overline{\{x \in M: f(x) \neq g(x)\}} \subset M$ is compact.

Definition 2.1.16. The refined Whitney topology, or refined $\mathrm{WO}^{\infty}$ topology, is the coarsest topology on $C^{\infty}(M, N)$ which is finer than the $\mathrm{WO}^{\infty}$-topology and for which the sets $\mathcal{U}_{f}=\{g \in$ $\left.C^{\infty}(M, N): g \sim f\right\}$ are open.

The refined Whitney topology has the same converging sequences and smooth curves as the Whitney topology since the proofs of 2.1.8 and Corollary 2.1.9 remains essentially valid. The reason is that the refinement we imposed on the topology was made by adding big open subsets i.e. the trace topology on subspaces of the form $\Gamma_{c}^{\infty}(M \leftarrow E)$ is not altered, thus the properties in questions remain valid. Clearly $\Gamma_{c}^{\infty}(M \leftarrow E) \subset \Gamma^{\infty}(M \leftarrow E)$ will then become open and moreover $\Gamma^{\infty}(M \leftarrow E)$ becomes a topological affine space with model topological vector space $\Gamma_{c}^{\infty}(M \leftarrow E)$. Notice also that the space $C^{\infty}(M, N)$ will no longer be a Baire space for example, if $N=\mathbb{R}$ and $K_{n}$ is an exhaustion of compact subsets, then $\cup_{n} C_{K_{n}}^{\infty}(M)=C_{c}^{\infty}(M)$, however $C_{K_{n}}^{\infty}(M) \subset C_{c}^{\infty}(M)$ is not dense for all $n \in \mathbb{N}$.

Proposition 2.1.17. Let $M, M^{\prime}, N, N^{\prime}$ be smooth finite dimensional manifolds,
(i) if $f: M^{\prime} \rightarrow M$ is a proper smooth mapping, then $f^{*}: C^{\infty}(M, N) \rightarrow C^{\infty}\left(M^{\prime}, N\right)$ is continuous in both the Whitney and refined Whitney topology;
(ii) if $h: N \rightarrow N^{\prime}$ is a smooth mapping, then $h_{*}: C^{\infty}(M, N) \rightarrow C^{\infty}\left(M, N^{\prime}\right)$ is continuous in both the Whitney and refined Whitney topology.

Proof. The proof of (i) can be directly obtained by using Proposition 7.3 in [54] while keeping in mind that $f^{*}(g)=g \circ f$. For (ii) consider a Whitney open subset $M^{\prime}(U)=\left\{f \in C^{\infty}\left(M, N^{\prime}\right)\right.$ : $\left.\left.j^{n} f\left(M \backslash K_{n}\right)\right\} \subset U_{n} \subset J^{n}\left(M, N^{\prime}\right) \forall n \in \mathbb{N}\right\}$ in $C^{\infty}\left(M, N^{\prime}\right)$. The mapping $j^{n} h: J^{n}(M, N) \rightarrow$ $J^{n}\left(M, N^{\prime}\right)$ is smooth and hence continuous, thus set $V_{n}=\left(j^{n} h\right)^{-1}\left(U_{n}\right)$. Then $\left(h_{*}\right)^{-1}\left(M^{\prime}(U)\right)=$ $M(V)$ which implies continuity of $h_{*}$ in the Whitney topology. For the refined Whitney topology one notes that if $f \sim f^{\prime}$, then $h \circ f \sim h \circ f^{\prime}$ as well, thus $h_{*} \mathcal{U}_{f}=\mathcal{U}_{h_{*} f}$, which in turn implies that $h_{*}$ remains continuous even when refining the topology.

Theorem 2.1.18. Let $\left(E_{i}, \pi_{i}, M\right), i=1,2$ be finite dimensional vector bundles, suppose that $\alpha$ : $U \subset E_{1} \rightarrow E_{2}$ is a smooth fibered morphism projecting to the identity of $M$ and let $\sigma_{0} \in \Gamma_{c}^{\infty}(M \leftarrow$ $\left.E_{1}\right)$ having $\sigma_{0}(M) \subset U, \alpha\left(\sigma_{0}\right) \in \Gamma_{c}^{\infty}\left(M \leftarrow E_{2}\right)$. Then the mapping $\alpha_{*}: \mathcal{U}=\left\{\sigma \in \Gamma_{c}^{\infty}\left(M \leftarrow E_{1}\right)\right.$ : $\sigma(M) \subset U\} \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow E_{2}\right)$ is a Bastiani smooth mapping, moreover, if $d_{v} \alpha: V U \rightarrow E_{2}$ is the vertical derivative of $\alpha$, we have $d\left(\alpha_{*}\right)=\left(d_{v} \alpha\right)_{*}$.

We remark that given any connection on the vector bundle $E_{1}$ it induces a splitting $T E_{1}=$ $H E_{1} \oplus V E_{1}$ into horizontal and vertical vector bundle, the latter is of course independent from the connection chosen. Thus if we use local fibered coordinates on $E_{1}$ and $E_{2}$ induced by local frames $e_{i}, f_{i}$ respectively and study $\alpha$ in a neighborhood of $p \in E_{1}, \alpha(p)=\sum \alpha^{i}(x, y) f_{i}$, then $d_{v} \alpha: V_{p} E_{1} \rightarrow E_{2},(p ; \sigma)=\left.\sum \frac{\partial \alpha^{i}(x, y)}{\partial y^{j}} \sigma^{j} f_{i} \in E_{2}\right|_{x}$.

Proof. Its clear that if $U$ is open, $\mathcal{U}=\left\{\sigma \in \Gamma_{c}^{\infty}\left(M \leftarrow E_{1}\right): \sigma(M) \subset U\right\}$ is open in $\Gamma_{c}^{\infty}\left(M \leftarrow E_{1}\right)$ with the Whitney topology as well by (vi) of Proposition 2.1.14 taking $\widetilde{\mathcal{U}}=\left(\pi^{\infty}\right)^{-1}(M \times U)$. Next we show that $\alpha_{*}$ is Bastiani differentiable. This is equivalent to show that $d\left(\alpha_{*}\right): \mathcal{U} \times \Gamma_{c}^{\infty}(M \leftarrow$ $\left.E_{1}\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow E_{2}\right)$ exists and is continuous in the Whitney topology (see Definition 2.1.13). We thus claim that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{\alpha_{*}\left(\sigma+t \sigma^{\prime}\right)-\alpha_{*}(\sigma)}{t}=\left(d_{v} \alpha\right)_{*}\left(\sigma ; \sigma^{\prime}\right) \tag{2.8}
\end{equation*}
$$

in the Whitney topology. We start by showing that for any neighborhood $U$ of $x_{0} \in M, \frac{\alpha_{*}\left(\sigma+t \sigma^{\prime}\right)-\alpha_{*}(\sigma)}{t}$ converges uniformly to $\left(d_{v} \alpha\right)_{*}\left(\sigma ; \sigma^{\prime}\right)(x)$ in $U$. This is a local problem and we can thus study it using local coordinates. Notice that if $U$ lies outside the support of $\sigma^{\prime}$ then the claim is trivial. By an abuse of notation we set $\sigma(x)=(x, \sigma(x))$ and likewise for $\sigma^{\prime}$. Then by Taylor theorem we have

$$
\begin{aligned}
\left(\alpha_{*}\left(\sigma+t \sigma^{\prime}\right)-\alpha_{*}(\sigma)\right)^{i}(x)= & \alpha^{i}\left(x, \sigma(x)+t \sigma^{\prime}(x)\right)-\alpha^{i}(x, \sigma(x))=t \partial_{j} \alpha^{i}(x, \sigma(x)) \sigma^{\prime j}(x) \\
& +t^{2} \int_{0}^{1}(1-\lambda) \partial_{j k} \alpha^{i}\left(x, \sigma(x)+t \lambda \sigma^{\prime}(x)\right) \sigma^{\prime j}(x) \sigma^{\prime k}(x) d \lambda,
\end{aligned}
$$

We can then estimate in $U$

$$
\left|\frac{\left(\alpha_{*}\left(\sigma+t \sigma^{\prime}\right)-\alpha_{*}(\sigma)\right)^{i}(x)}{t}-\left(\left(d_{v} \alpha\right)_{*}\left(\sigma ; \sigma^{\prime}\right)\right)^{i}(x)\right| \leq|t| C_{\alpha, \sigma, \sigma^{\prime}, U}
$$

for each $x \in U$, establishing uniform convergence. Moreover, since $d_{v} \alpha: V U \subset V E_{1} \rightarrow E_{2}$ remains a smooth fibered morphism, the mapping $\left(d_{v} \alpha\right)_{*}: \mathcal{U} \times \Gamma_{c}^{\infty}\left(M \leftarrow E_{1}\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow E_{2}\right)$ is continuous by Proposition 2.1.14. Moreover, if $d_{v}^{k} \alpha: \otimes_{M}^{k} V_{p} U$ is the mapping locally defined by

$$
d_{v}^{k} \alpha[p]: \otimes^{k} V_{p} E_{1} \ni\left(s_{1}, \ldots, s_{k}\right) \mapsto \partial_{j_{1} \ldots j_{k}} \alpha^{i}(p) s_{1}^{j_{1}} \cdots s_{k}^{j_{K}},
$$

a similar argument to the one above shows that for each $x \in U$ the mapping $d^{(k-1)}\left(\alpha_{*}\right)[\sigma+$ $\left.t \sigma^{\prime}\right]\left(\sigma_{1}, \ldots, \sigma_{k-1}\right)(x)-d^{(k-1)}\left(\alpha_{*}\right)[\sigma]\left(\sigma_{1}, \ldots, \sigma_{k-1}\right)(x)$ converges uniformly to $\left(d_{v}^{k} \alpha\right)_{*}\left(\sigma ; \sigma^{\prime}, \sigma_{1}, \ldots, \sigma_{k-1}\right)(x)$. Then again, Proposition 2.1.17 implies the continuity of $d^{(k)}\left(\alpha_{*}\right): \mathcal{U} \times \Gamma_{c}^{\infty}\left(M \leftarrow E_{1}\right) \cdots \times \Gamma_{c}^{\infty}(M \leftarrow$ $\left.E_{1}\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow E_{2}\right)$. Finally, by (iii) in Proposition 2.1.14, this shows that the mapping $\alpha_{*}: \mathcal{U} \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow E_{2}\right)$ is Bastiani smooth.

### 2.2 Manifolds of mappings

We begin with the definition of infinite dimensional bundles. As we mentioned earlier we shall choose to model those on locally convex spaces in view of the results by [24], [25], [58].

Definition 2.2.1. Let $\mathscr{M}$ be a Hausdorff topological space, we say that $\mathscr{M}$ admits a Bastiani smooth manifold structure if
(i) there is a family $\left\{\left(\mathcal{U}_{i}, u_{i}, E_{i}\right)\right\}_{i \in I}$ where $\left\{\mathcal{U}_{i}\right\}_{i \in I}$ is an open cover of $\mathscr{M},\left\{E_{i}\right\}_{i \in I}$ is a family of complete locally convex spaces and $u_{i}: \mathcal{U}_{i} \rightarrow E_{i}$ a family of homeomorphisms onto the open subsets $u_{i}\left(\mathcal{U}_{i}\right) \subseteq E_{i} ;$
(ii) for all $i, j \in I$, having $\mathcal{U}_{i j}=\mathcal{U}_{i} \cap \mathcal{U}_{j} \neq \emptyset$, the mapping

$$
u_{i j}=u_{j} \circ u_{i}^{-1}: u_{i}\left(\mathcal{U}_{i j}\right) \subseteq E_{i} \rightarrow u_{j}\left(\mathcal{U}_{i j}\right) \subseteq E_{j}
$$

and its inverse $u_{j i}=u_{i} \circ u_{j}^{-1}$ are Bastiani smooth.
We then call charts elements of the family $\left\{\left(\mathcal{U}_{i}, u_{i}, E_{i}\right)\right\}_{i \in I}$.
It follows from condition (ii) above that the locally convex spaces $E_{i}$ linearly isomorphic. A subset $\mathscr{N} \subset \mathscr{M}$ of a differentiable manifold is called a splitting submanifold of $\mathscr{M}$ if for each $p \in \mathscr{N}$, there are charts $(\mathcal{U}, u, E)$ of $\mathscr{M}$ such that $u(p)=0 \in E$ and $U(\mathcal{U} \cap \mathscr{N})=u(\mathcal{U}) \cap F$, where $F$ is a closed vector subspace of $E$ for which $E=F \oplus F^{c}$. The collection of charts $\left\{\left(\mathcal{U}_{i} \cap \mathscr{N},\left.u_{i}\right|_{\mathcal{U}_{i} \cap \mathscr{N}}, F_{i}\right)\right\}$ then makes $\mathscr{N}$ a manifold itself as per Definition 2.2.1. A weaker notion of submanifold requires that $F$ is just a closed subspace of $E$, in this case we say that $\mathscr{N}$ is a non-splitting submanifold.

Next we define the tangent bundle. Let $\mathscr{M}$ be a Bastiani smooth manifold with atlas $\left\{\left(\mathcal{U}_{i}, u_{i}, E_{i}\right)\right\}$. A tangent vector is an equivalence class of elements $\left(p, v, U_{i}, u_{i}, E_{i}\right)$, with $p \in \mathscr{M}$ and $v \in E_{i}$, where $\left(p, v, \mathcal{U}_{i}, u_{i}, E_{i}\right)$ and $\left(p^{\prime}, w, U_{j}, u_{j}, E_{j}\right)$ are equivalent if $p=p^{\prime}$ and $d\left(u_{i j}\left[u_{i}(p)\right]\right)(v)=w$. We denote by $T_{p} \mathscr{M}$ the set of all tangent vectors to $p$, moreover setting $T \mathscr{M}=\bigsqcup_{p \in \mathscr{M}} T_{p} \mathscr{M}$ we obtain the space of tangent vectors of $\mathscr{M}$. It is easy to see that $T \mathscr{M}$ carries a natural structure of Bastiani smooth manifold. To wit, observe that we can always define a canonical projection $\tau: T \mathscr{M} \rightarrow \mathscr{M}$. For the family of charts set $\left\{\left(\widetilde{\mathcal{U}}_{i}, \widetilde{u}_{i}, E_{i} \times E_{i}\right)\right\}$ where $\left(\mathcal{U}_{i}, u_{i}, E_{i}\right)$ is a chart of $\mathscr{M}, \widetilde{\mathcal{U}}_{i}=\tau^{-1}\left(\mathcal{U}_{i}\right)$, $\widetilde{u}_{i}: \tau^{-1}\left(\mathcal{U}_{i}\right) \ni \widetilde{p} \mapsto\left(u_{i}(x), v\right) \in E_{i} \times E_{i}$.

The topology on $T \mathscr{M}$ is the unique one making each $\widetilde{u}_{i}$ into a homeomorphism, also the transition mapping $\widetilde{u}_{i j}:(x, v) \mapsto\left(u_{i j}(y), d u_{i j}[x](v)\right)$ is Bastiani smooth since $u_{i j}$ is itself smooth in the first place. It is easily shown that $T \mathscr{M}$ is Hausdorff, thus $T \mathscr{M}$ is a differentiable manifold according to Definition 2.2.1.

Next we give a manifold structure to $C^{\infty}(M, N)$ with $M, N$ smooth finite dimensional manifolds. We first recall that given any Riemannian $h$ on $N$ there exists the Riemannian $\operatorname{exponential}^{\exp _{y}}$ :
$U \subset T_{y} N \rightarrow N, w \mapsto \exp _{y}(w)$, where $\exp _{y}(w)$ is the value of the geodesic starting at $y$ with velocity $w$ at time $t=1$. Since $\exp _{y}(0)=y$, and $T_{y} \exp _{y}=i d_{T_{y} N}, \exp _{y}$ is a local diffeomorphism, then we can define a local diffeomorphism $\left(\tau_{N}, \exp \right): \widetilde{U} \subset T N \rightarrow \mathcal{O} \subset N \times N:(y, w) \rightarrow\left(y, \exp _{y}(w)\right)$ onto an open subset $\mathcal{O}$ of the diagonal of $N \times N$.

Theorem 2.2.2. Let $M, N$ be smooth finite dimensional manifolds, then $C^{\infty}(M, N)$ is a Bastiani smooth manifold according to Definition 2.2.1, modelled on the nuclear locally convex space $\Gamma_{c}^{\infty}(M \leftarrow$ $\left.f^{*} T N\right)$.

Proof. Let $f \in C^{\infty}(M, N)$, then define $\mathcal{U}_{f}$ to be the subset of all $g \in C^{\infty}(M, N)$ with compact support with respect to $f$, such that $(f, g)(M) \subset\left(\tau_{N}, \exp \right)(\widetilde{U})$, then $\mathcal{U}_{f}$ is an open subset for example by (vii) in Proposition 2.1.14. Let then

$$
u_{f}: \mathcal{U}_{f} \ni g \mapsto u_{f}(g) \in \Gamma_{c}^{\infty}\left(M \leftarrow f^{*} T N\right)
$$

defined as follows:

$$
\begin{equation*}
u_{f}(g)(x)=\left(\tau_{N}, \exp \right)^{-1}(f(x), g(x)) \simeq\left(f(x), \exp _{f(x)}^{-1}(g(x))\right) \tag{2.9}
\end{equation*}
$$

It is clear that $u_{f}(g)$ is a smooth mapping, its image is valued in $f^{*} T N$, moreover since $f \neq g$ only in a compact subset of $K \subset M$, then $\exp _{f(x)}^{-1}(g(x)) \neq 0$ if and only if $x \in K$. Thus $u_{f}$ is valued into $\left\{\vec{X} \in \Gamma_{c}^{\infty}\left(M \leftarrow f^{*} T N\right): \vec{X}(M) \subset\left(\tau_{N}, \exp \right)^{-1}\left(f^{*} \widetilde{U}\right)\right\}$. Therefore the mapping $u_{f}$ becomes a homeomorphism between $\mathcal{U}_{f}$ with the trace of the refined Whitney topology and an open subset of $\Gamma_{c}^{\infty}\left(M \leftarrow f^{*} T N\right)$ with the usual limit Fréchet topology. If $\mathcal{U}_{f g}=\mathcal{U}_{f} \cap \mathcal{U}_{g} \neq \emptyset$, then we can consider the transition mapping $u_{f g} \doteq u_{g} \circ u_{f}^{-1}: \Gamma_{c}^{\infty}\left(M \leftarrow f^{*} T N\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow g^{*} T N\right)$. This mapping can be constructed as the push forward of

$$
T_{f(x)} N \ni(x, w) \mapsto\left(x, \exp _{g(x)}^{-1}\left(\exp _{f(x)}(w)\right)\right) \in T_{g(x)} N
$$

which is a smooth global fibered isomorphism $f^{*} \widetilde{U} \subset f^{*} T N \rightarrow g^{*} \widetilde{U} \subset g^{*} T N$. Then by Theorem 2.1.18 we also have that $u_{f g}$ is a smooth mapping together with its inverse $u_{g f}$. Finally if one chooses a different metric $h^{\prime}$ on $N$ inducing the exponential $\exp ^{\prime}$ and new charts $u_{f}^{\prime}$, then again, the transition mapping $u_{f}^{\prime} \circ u_{f}$ can be obtained as the push forward of the local fibered isomorphism

$$
f^{*} \widetilde{U} \subset f^{*} T N \ni(x, w) \mapsto\left(x,\left(\exp _{f(x)}^{\prime}\right)^{-1}\left(\exp _{f(x)}(w)\right)\right) \in f^{*} \widetilde{U}^{\prime} \subset f^{*} T N
$$

which by Theorem 2.1.18 is smooth. Therefore the smooth structure on $C^{\infty}(M, N)$ does not depend on the choice of the exponential mapping.

We remark that in [54], the role of the mapping $\left(\tau_{N}, \exp \right)$ is played by the so-called local addition, that is a mapping $A: T N \rightarrow N \times N$ which is a local diffeomorphism onto an open subset of the diagonal for which $A\left(0_{y}\right)=y$ for all $y \in N$. One can show Lemma 10.1 and 10.2 pp. 90 in [54] that $\left(\tau_{N}, \exp \right)$ is a local addition, then the proof of Theorem 2.2.2 can be repeated along the same lines without altering the result.

This concludes the description of the manifold structure for the space of section of a trivial
bundle $M \times N \rightarrow M$. In the more general case of a non-trivial bundle $\pi: B \rightarrow M, \Gamma^{\infty}(M \leftarrow B)$ can be topologized as follows: first we give $C^{\infty}(M, B)$ the refined Whitney topology, then we note that $\varphi \in \Gamma^{\infty}(M \leftarrow B) \subset C^{\infty}(M, B)$ if and only if $\pi_{*}(\varphi)=\pi \circ \varphi=\operatorname{id}_{M}$. By (ii) in Proposition 2.1.17, $\pi_{*}$ is continuous, so the equation $\pi_{*}(\cdot)=\operatorname{id}_{M}$ in $C^{\infty}(M, B)$ defines a closed subset in the refined Whitney topology. We wish to show that $\Gamma^{\infty}(M \leftarrow B)$ is a splitting submanifold of $C^{\infty}(M, B)$. First, notice that if $\varphi \in \Gamma^{\infty}(M \leftarrow B) \subset C^{\infty}(M, B)$, then $\mathcal{U}_{\varphi} \cap \Gamma^{\infty}(M \leftarrow B)$ is the set of all $\psi \in \Gamma^{\infty}(M \leftarrow B)$ such that $\psi, \varphi$ differ only on a compact subset of $M$. Secondly, observe that $T B$ can be split by the choice of a connection as $H B \oplus V B$, this induces the splitting $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T B\right)=\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} H B\right) \oplus \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ at the level of locally convex spaces. Finally, if $\varphi \in \Gamma^{\infty}(M \leftarrow B)$ and $\left(\mathcal{U}_{\varphi}, u_{\varphi}\right)$ is a chart of $C^{\infty}(M, B)$, then

$$
\left.u_{\varphi}\right|_{\mathcal{U}_{\varphi} \cap \Gamma^{\infty}(M \leftarrow B)}: \mathcal{U}_{\varphi} \cap \Gamma^{\infty}(M \leftarrow B) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T B\right)
$$

with

$$
\begin{equation*}
u_{\varphi}(\psi)(x)=\left(x, \exp _{\varphi(x)}^{-1}(\psi(x))\right) \tag{2.10}
\end{equation*}
$$

Notice that even though the image of $x \in M$ through $\psi, \varphi$, lies in the same fiber $\pi^{-1}(x)$ we are not guaranteed that $\exp _{\varphi(x)}^{-1}(\psi(x)) \in V_{\varphi(x)} B$, for $\pi^{-1}(x)$ might fail to be totally geodesic for the Riemannian metric chosen on $B$; therefore, in general, the geodesic joining $\varphi(x)$ and $\psi(x)$ might travel outside $\pi^{-1}(x)$. If we were able to solve this issue and show that $\exp _{\varphi(x)}^{-1}(\psi(x)) \in V_{\varphi(x)} B$, we could then proceed by noticing that although the splitting depends on the connection chosen, the vertical subbundle $V B=\operatorname{ker}\left(\tau_{B}: T B \rightarrow B\right)$ does not, therefore $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T B\right)=\Gamma_{c}^{\infty}(M \leftarrow$ $\left.\varphi^{*} H B\right) \oplus \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ depends on the connection chosen just on the horizontal part. We are thus left with solving the issue of $\pi^{-1}(x)$ being not totally geodesic. By [54, Lemma 10.9] to each section $\varphi$ we can find a tubular neighborhood, i.e. a vector bundle $\left(E_{\varphi}, \widetilde{\pi}, \varphi(M)\right)$ with $E_{\varphi} \subset B$ and $\widetilde{\pi}=\left.\pi\right|_{E_{\varphi}}$. Moreover, by [54, Lemma 10.6], we can modify (trough smooth diffeomorphisms) the local addition $\left(\tau_{B}, \exp _{B}\right)$ defining the chart $\left(\mathcal{U}_{\varphi}, u_{\varphi}\right)$ of $C^{\infty}(M, B)$ to a local addition $\left(\tau_{E_{\varphi}}, \widetilde{\exp }\right)$ on $E_{\varphi}$ for which

$$
\widetilde{\exp }_{\varphi}^{-1}(\psi) \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T E_{\varphi}\right)
$$

By construction, if $\psi(x) \in E_{\varphi}$, for all $x \in M$

$$
\begin{equation*}
\widetilde{\exp }_{\varphi(x)}^{-1}(\psi(x)) \in T_{\varphi(x)}\left(\left.E_{\varphi}\right|_{\varphi(x)}\right) \simeq V_{\varphi(x)} E_{\varphi} \simeq V_{\varphi(x)} B \tag{2.11}
\end{equation*}
$$

In the sequel we will write the charts of $\Gamma^{\infty}(M \leftarrow B)$ as $\left(\mathcal{U}_{\varphi}, u_{\varphi}\right)$ understanding that their are the slice charts induced above. We shall call them ultralocal charts ${ }^{2}$ in order to differentiate them from the local chart of finite dimensional manifold that were mentioned before.

Lemma 2.2.3. Let $P: \Gamma^{\infty}(M \leftarrow B) \rightarrow \Gamma^{\infty}(M \leftarrow C)$ be a differential operator and $\Gamma^{\infty}(M \leftarrow$ $B), \Gamma^{\infty}(M \leftarrow C)$ be endowed with the infinite dimensional structure described in Theorem 2.2.2; then if $P$ is smooth it is weakly regular ${ }^{3}$.

Proof. Suppose that $\varphi_{s}$ is a compactly supported variation of $\varphi_{0}$. We suppose also that $s \in I \subset \mathbb{R}$

[^9]with $I$ compact, but the general case is a straightforward generalization. We claim that $s \mapsto \varphi_{s}$ is a smooth curve in $\Gamma^{\infty}(M \leftarrow B)$, then again by Lemma 2.3.8, we can assume that the image of this path lies in a chart $\mathcal{U}_{\varphi}$, therefore our claim is equivalent to smoothness of
$$
s \mapsto u_{\varphi_{0}}\left(\varphi_{s}\right) \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right),
$$
where $u_{\varphi}$ is the chart mapping defined in (2.10). If $K \subset M$ is the compact where $\varphi_{s} \neq \varphi_{0}$, then $u_{\varphi}\left(\varphi_{s}\right) \neq u_{\varphi}\left(\varphi_{0}\right)$ in $K$ as well. Then it is enough to test differentiability at each order in the Fréchet space $\Gamma_{K}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$.

- If we see $u_{\varphi}$ as a mapping from a neighborhood of the diagonal $\mathcal{O} \subset B \times B$ to the tangent space of $B$, then it is smooth, thus by (ii) in Proposition 2.1.17, we conclude that $u_{\varphi}\left(\varphi_{s}\right)=\left(u_{\varphi}\right)_{*} \circ \varphi_{s}$ is continuous.
- To show differentiability, note that $\varphi\left(\pi\left(\varphi_{s}(x)\right)\right)=\varphi(x)$ for all $x \in M$, therefore $u_{\varphi}\left(\varphi_{s}\right)=$ $\widetilde{\exp }_{\varphi}\left(\varphi_{s}\right)$, then for all $x \in M$

$$
\frac{d}{d s} u_{\varphi}\left(\varphi_{s}\right)(x)=T_{\varphi_{s}(x)} \widetilde{\exp }_{\varphi(x)}\left(\dot{\varphi}_{s}\right) ;
$$

thus the derivative $\frac{d}{d s} u_{\varphi}\left(\varphi_{s}\right)$ exists and by (ii) in Proposition 2.1.17 is continuous due to smoothness of $T_{\bullet} \widetilde{\exp _{\bullet}}: T \mathcal{O} \rightarrow T T B$.

- Iterating this argument we have shown smoothness of $u_{\varphi_{s}}$.

Since $P$ is smooth, then $P\left(\varphi_{s}\right)$ is a smooth curve in $\Gamma^{\infty}(M \leftarrow C)$, eventually shrinking $I$ we can assume that $P\left(\varphi_{s}\right) \subset \mathcal{V}_{P\left(\varphi_{0}\right)}$ i.e. it lies inside a chart $\left(\mathcal{V}_{P\left(\varphi_{0}\right)}, v_{P\left(\varphi_{0}\right)}\right)$ of $\Gamma^{\infty}(M \leftarrow C)$. Then $v_{P\left(\varphi_{0}\right)}\left(P\left(\varphi_{s}\right)\right) \subset \Gamma_{c}^{\infty}\left(M \leftarrow \sigma^{*} V C\right)$ is smooth. By (iii), $P\left(\varphi_{s}\right) \in C^{\infty}(M, C)$ is a smooth curve and there is a compact subset $K^{\prime}$ such that $P\left(\varphi_{s}\right) \equiv P\left(\varphi_{0}\right)$ outside $K^{\prime}$. Therefore,

$$
v_{P\left(\varphi_{0}\right)}\left(P\left(\varphi_{s}\right)\right) \subset \Gamma_{K^{\prime}}^{\infty}\left(M \leftarrow \sigma^{*} V C\right)
$$

the latter is a Fréchet space, therefore we apply (ii) of Proposition 1.3.25 and conclude.
The tangent space at each point $\varphi$ is $T_{\varphi} \Gamma^{\infty}(M \leftarrow B) \equiv \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$. The tangent bundle $\left(T \Gamma^{\infty}(M \leftarrow B), \tau_{\Gamma}, \Gamma^{\infty}(M \leftarrow B)\right)$ is defined in analogy with the finite dimensional case, and carries a canonical infinite dimensional bundle structure with trivializations

$$
t_{\varphi}: \tau_{\Gamma}^{-1}\left(\mathcal{U}_{\varphi}\right) \rightarrow \mathcal{U}_{\varphi} \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) .
$$

As usual, we can identify points of $T \Gamma^{\infty}(M \leftarrow B)$ by elements $t_{\varphi}^{-1}\left(\varphi, \vec{X}_{\varphi}\right)$. With those trivializations a tangent vector to $\Gamma^{\infty}(M \leftarrow B)$, i.e. an element of $T_{\varphi} \Gamma^{\infty}(M \leftarrow B)$, can equivalently be seen as a section of the vector bundle $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$. When using the latter interpretation, we will write the section in local coordinates as $\vec{X}(x)=\left.\vec{X}^{i}(x) \partial_{i}\right|_{\varphi(x)}$. Finally we will use Roman letters, e.g. $(\vec{s}, \vec{u}, \ldots)$ to denote elements of the topological dual space $\Gamma_{c}^{-\infty}\left(M \leftarrow \varphi^{*} V B\right) \equiv\left(\Gamma_{c}^{\infty}(M \leftarrow\right.$ $\left.\left.\varphi^{*} V B\right)\right)^{\prime}$.
Definition 2.2.4. A connection over the (possibly infinite dimensional) bundle ( $C, \pi, X$ ) is a vectorvalued one form $\Phi \in \Omega^{1}(C ; V C)$ satisfying
(i) $\operatorname{Im}(\Phi)=V C$,
(ii) $\Phi \circ \Phi=\Phi$.

The mapping $\Phi$ represents the projection onto the vertical subbundle of $T C$. Given a connection $\Phi$ it is always possible to associate its canonical Christoffel form $\Gamma \doteq \mathrm{id}_{T C}-\Phi$ which will define the projection onto the space of horizontal vector fields. In our case, we consider $C=T \Gamma^{\infty}(M \leftarrow B)$, the latter has canonical trivialization

$$
T t_{\varphi}: \tau_{T \Gamma}^{-1} \circ \tau_{\Gamma}^{-1}\left(\mathcal{U}_{\varphi}\right) \rightarrow \mathcal{U}_{\varphi} \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{* V} B\right) \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) .
$$

Therefore given $T t_{\varphi}^{-1}\left(\vec{Y}_{\varphi}, \vec{S}_{\vec{X}}\right) \in T T \Gamma^{\infty}(M \leftarrow B)$, we can write the connection locally as

$$
t_{\varphi}^{*} \Phi\left(\vec{Y}_{\varphi}, \vec{S}_{\vec{X}}\right)=\left(\overrightarrow{0}_{\varphi}, \vec{S}_{\vec{X}}-\Gamma_{\varphi}(\vec{X}, \vec{Y})\right)
$$

where the Christoffel form

$$
\Gamma_{\varphi} \equiv t_{\varphi}^{-1} \Gamma: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)
$$

can be chosen to be linear in the first two entries. For additional details about connections see [51] Chapter VI, section 37. Instead of using the abstract notion provided by Definition 2.2.4, in the case of manifolds of mappings, there is a more intuitive way of generating a connection. For simplicity's sake we shall do the easier case of $C^{\infty}(M, N)$, since the generalization to general bundles is almost immediate. Let $\widetilde{\Gamma}$ be a connection on the finite dimensional manifold $T N$, then we induce a connection $\Phi$ on $T C^{\infty}(M, N)$ as follows: fix $f \in C^{\infty}(M, N), \vec{X}, \vec{Y} \in T_{f} C^{\infty}(M, N) \simeq \Gamma_{c}^{\infty}(M \leftarrow$ $\left.f^{*} T N\right), \vec{S} \in T_{\vec{X}} T_{f} C^{\infty}(M, N) \simeq \Gamma_{c}^{\infty}\left(M \leftarrow f^{*} T N\right)$, then

$$
\begin{equation*}
\left(t_{f}^{-1} \Phi\right)(f, \vec{X}, \vec{Y}, \vec{S}) \doteq\left(\overrightarrow{0}_{f}, \vec{S}-\Gamma_{f}(\vec{X}, \vec{Y})\right) \tag{2.12}
\end{equation*}
$$

where $\Gamma_{f}(\vec{X}, \vec{Y}) \in \Gamma_{c}^{\infty}\left(M \leftarrow f^{*} T N\right)$ is defined by

$$
\left.\Gamma_{f}(\vec{X}, \vec{Y})(x) \doteq \widetilde{\Gamma}_{j k}^{i}(f(x)) \vec{X}^{j}(x) \vec{Y}^{k}(x) \partial_{i}\right|_{f(x)} .
$$

Equivalently we are setting $\Gamma_{f}=\widetilde{\Gamma}_{*}$, by Theorem 2.1.18, the mappings $\Gamma_{f}, \Phi_{f}$ are Bastiani smooth, moreover they induce a connection $\Phi$. In the sequel we shall use (2.22) to induce a connection as in (2.12).

### 2.3 Observables

By a functional, we mean a smooth mapping

$$
F: \mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B) \rightarrow \mathbb{R}
$$

where $\mathcal{U}$ is an open set in the $C O$-topology generated by (2.1). Since smoothness is tested on ultralocal charts, a functional $F$ is smooth if and only if, given any ultralocal atlas $\left\{\mathcal{U}_{\varphi}, u_{\varphi}\right\}_{\varphi \in \mathcal{U}}$ its
localization

$$
\begin{equation*}
F_{\varphi} \doteq F \circ u_{\varphi}^{-1}: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \mathbb{R} \tag{2.13}
\end{equation*}
$$

is smooth in the sense of Definition 1.3.15.

The first notion we introduce is the spacetime support of a functional. The idea is to follow the definition of support given in [14], and account for the lack of linear structure on the fibers of the configuration bundle $B$.

Definition 2.3.1. Let $F$ be a functional over $\mathcal{U}, C O$-open, then its support is the closure in $M$ of the subset $x \in M$ such that for all $V \subset M$ open neighborhood of $x$, there is $\varphi \in \mathcal{U}, \vec{X}_{\varphi} \in \Gamma_{c}^{\infty}(M \leftarrow$ $\left.\varphi^{*} V B\right)$ having $\operatorname{supp}\left(\vec{X}_{\varphi}\right) \subset V$, for which $F_{\varphi}\left(\vec{X}_{\varphi}\right)=F_{\varphi}(0)$. The set of functionals over $\mathcal{U}$ with compact spacetime support will be denoted by $\mathcal{F}_{c}(B, \mathcal{U})$ and its elements called observables.

Let us display some examples of functionals. Given $\alpha \in C^{\infty}(B, \mathbb{R})$, consider

$$
F_{\alpha}: \Gamma^{\infty}(M \leftarrow B) \rightarrow \mathbb{R}: \varphi \mapsto F_{\alpha}(\varphi) \doteq\left\{\begin{array}{lr}
\frac{1}{1+\sup _{M}(\alpha(\varphi))} & \alpha(\varphi) \text { bounded }  \tag{2.14}\\
0 & \text { otherwise }
\end{array}\right.
$$

If $f \in C_{c}^{\infty}(M)$ and $\lambda \in \Omega_{m}\left(J^{r} B\right)$ define

$$
\begin{equation*}
\mathcal{L}_{f, \lambda}: \Gamma^{\infty}(M \leftarrow B) \rightarrow \mathbb{R}: \varphi \mapsto \mathcal{L}_{f, \lambda}(\varphi) \doteq \int_{M} f(x) j^{r} \varphi^{*} \lambda(x) \mathrm{d} \mu_{g}(x) \tag{2.15}
\end{equation*}
$$

On the other hand if $f, \lambda$ are as above and $\chi: \mathbb{R} \rightarrow \mathbb{R}$ with $0 \leq \chi \leq 1, \chi(t)=1 \forall|t| \leq 1 / 2$ and $\chi(t)=0 \forall|t| \geq 1 / 2$ define

$$
\begin{equation*}
G_{f, \lambda, \chi}: \Gamma^{\infty}(M \leftarrow B) \rightarrow \mathbb{C}: \varphi \mapsto G_{f, \lambda, \chi}(\varphi) \doteq e^{1-\chi\left(\left(\mathcal{L}_{f, \lambda}(\varphi)\right)^{2}\right)} \tag{2.16}
\end{equation*}
$$

We can endow $\mathcal{F}_{c}(B, \mathcal{U})$ with the following operations

$$
\begin{align*}
&(F, G) \mapsto(F+G)(\varphi)  \tag{2.17}\\
&(z \in \mathbb{C}, F) \mapsto(z F)(\varphi) \doteq G(\varphi)  \tag{2.18}\\
&(F, G) \mapsto(F \cdot G)(\varphi)  \tag{2.19}\\
& \doteq F(\varphi)  \tag{2.20}\\
& F \mapsto F^{*}, F^{*}(\varphi) \doteq \overline{F(\varphi)^{4}}
\end{align*}
$$

It can be shown that those operation preserve the compactness of the support, turning $\mathcal{F}_{c}(B, \mathcal{U})$ into a commutative ${ }^{*}$-algebra with unity where the unit element is given by $\varphi \mapsto 1 \in \mathbb{R}$. That involution and scalar multiplication are support preserving is trivial, to see that for multiplication and sum we use

Lemma 2.3.2. Let $F, G$ be functionals over $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B) C O$-open subset, then

[^10](i) $\operatorname{supp}(F+G) \subset \operatorname{supp}(F) \cup \operatorname{supp}(G)$,
(ii) $\operatorname{supp}(F \cdot G) \subset \operatorname{supp}(F) \cup \operatorname{supp}(G)$.

Before writing the proof we note that the more restrictive version of (ii) with the intersection of domains does not hold in general, this can be checked by taking a constant functional $G(\varphi) \equiv$ $c \forall \varphi \in \mathcal{U}$, then $\operatorname{supp}(G)=\emptyset$ while $\operatorname{supp}(F+G), \operatorname{supp}(F \cdot G)=\operatorname{supp}(F)$.

Proof. Suppose that $x \notin \operatorname{supp}(F) \cup \operatorname{supp}(G)$, then there is an open neighborhood $V$ of $x$ such that for any $X \in \Gamma_{c}^{\infty}(M \leftarrow V B)$ with $\operatorname{supp}(X) \subset V$, and any $\varphi \in \mathcal{U}$ we have $(F+G)_{\varphi}\left(\vec{X}_{\varphi}\right)=$ $F_{\varphi}\left(\vec{X}_{\varphi}\right)+G_{\varphi}\left(\vec{X}_{\varphi}\right)=F_{\varphi}(0)+G_{\varphi}(0)$, so $x \notin \operatorname{supp}(F+G)$. The other follows analogously.

Using the notion of Bastiani differentiability we can induce a related differentiability for functionals over $\Gamma^{\infty}(M \leftarrow B)$, in the same spirit as done for mappings between manifolds.

Definition 2.3.3. Let $\mathcal{U}$ be $C O$-open, a functional $F \in \mathcal{F}_{c}(B, \mathcal{U})$ is differentiable of order $k$ at $\varphi \in \mathcal{U}$ if for all $0 \leq j \leq k$ the functionals $d^{j} F_{\varphi}[0]: \otimes^{j}\left(\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)\right) \rightarrow \mathbb{R}:\left(\vec{X}_{1}, \ldots, \vec{X}_{j}\right) \mapsto$ $d^{j} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{j}\right)$ are linear and continuous with

$$
\begin{aligned}
d^{j} F_{\varphi}\left[u_{\varphi}(\varphi)\right]\left(\vec{X}_{1}, \ldots, \vec{X}_{j}\right) \doteq & \left.\frac{d^{j}}{d t_{1} \ldots d t_{j}}\right|_{t_{1}=\ldots=t_{j}=0} F_{\varphi}\left(t_{1} \vec{X}_{1}+\cdots+t_{j} \vec{X}_{j}\right) \\
& =\left\langle F_{\varphi}^{(j)}[0], \vec{X}_{1} \otimes \cdots \otimes \vec{X}_{j}\right\rangle
\end{aligned}
$$

If $F$ is differentiable of order $k$ at each $\varphi \in \mathcal{U}$ we say that $F$ is differentiable of order $k$ in $\mathcal{U}$. Whenever $F$ is differentiable of order $k$ in $\mathcal{U}$ for all $k \in \mathbb{N}$ we say that $F$ is smooth and denote the set of smooth functionals as $\mathcal{F}_{0}(B, \mathcal{U})$.

We shall use the notation $F_{\varphi}^{(j)}[0]$ to emphasize the fact that since $F$ is Bastiani smooth, then $d^{j} F[\varphi] \equiv d^{j} F_{\varphi}[0] \in \Gamma^{-\infty}\left(M^{j} \leftarrow \boxtimes^{j} \varphi^{*} V B\right)$, thus by Schwartz theorem, we can represent the latter as an integral kernel $F^{(j)}$ with

$$
\left\langle F_{\varphi}^{(j)}[0], \vec{X}_{1} \otimes \ldots \otimes \vec{X}_{j}\right\rangle=\int_{M^{j}} f_{\varphi}^{(j)}[0]_{i_{1} \cdots i_{j}}\left(x_{1}, \ldots, x_{j}\right) \vec{X}_{1}^{i_{1}}\left(x_{1}\right) \cdots \vec{X}_{j}^{i_{j}}\left(x_{j}\right) d \mu_{g}\left(x_{1}, \ldots, x_{j}\right),
$$

where $\vec{X}_{p}=\left.\vec{X}_{p}^{i_{p}} \frac{\partial}{\partial y^{i p}}\right|_{y=\varphi(x)}$.
When $F$ is smooth the condition of Definition 2.3.3 is independent from the chart we use to evaluate the B differential: suppose we take charts $\left(\mathcal{U}_{\varphi}, u_{\varphi}\right)$, $\left(\mathcal{U}_{\psi}, u_{\psi}\right)$ with $\varphi \in \mathcal{U}_{\psi}$, then by Faà di Bruno's formula

$$
\begin{align*}
& d^{j} F_{\psi}\left[u_{\psi}(\varphi)\right]\left(\vec{X}_{1}, \ldots, \vec{X}_{j}\right) \\
& \quad=\sum_{\pi \in \mathscr{P}(\{1, \ldots, j\})} F_{\varphi}^{|\pi|}[0]\left(d^{\left|I_{1}\right|} u_{\varphi \psi}\left[u_{\psi}(\varphi)\right]\left(\bigotimes_{i \in I_{1}} \vec{X}_{i}\right), \ldots, d^{\left|I_{|\pi|}\right|} u_{\varphi \psi}\left[u_{\psi}(\varphi)\right]\left(\bigotimes_{i^{\prime} \in I_{|\pi|}} \vec{X}_{i^{\prime}}\right)\right), \tag{2.21}
\end{align*}
$$

where $\pi$ is a partition of $\{1, \ldots, j\}$ into $|\pi|$ smaller subsets $I_{1}, \ldots, I_{|\pi|}$ and we denote by $u_{\varphi \psi}$ the transition function $u_{\varphi} \circ u_{\psi}^{-1}$. We immediately see that the right hand side is Bastiani smooth by the smoothness of the transition function, therefore the left hand side ought to be Bastiani smooth
as well. Incidentally the same kind of reasoning shows Definition 2.3.3 is independent from the ultralocal atlas used for practical calculations.

Although this is enough to ensure Bastiani differentiability, in the sequel we shall introduce a connection on the bundle $T \Gamma^{\infty}(M \leftarrow B) \rightarrow \Gamma^{\infty}(M \leftarrow B)$ so that $(2.21)$ can be written as an equivalence between two single terms involving the covariant derivatives. In particular, as explained in (2.12), we will choose a smooth connection $\widetilde{\Gamma}$ on the typical fiber $F$ of the bundle $B$, the latter will induce a linear connection $\varphi^{*} \widetilde{\Gamma}$ on the vector bundle $M \leftarrow \varphi^{*} V B$, and, in turn, a connection on $T \Gamma^{\infty}(M \leftarrow B)$

$$
\begin{align*}
& \Gamma_{\varphi}: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \\
&(\vec{X}, \vec{Y}) \mapsto \Gamma_{\varphi}\left(\vec{X}_{\varphi}, \vec{Y}_{\varphi}\right),  \tag{2.22}\\
& \Gamma_{\varphi}(\vec{X}, \vec{Y})(x)=\left.\Gamma(\varphi(x))_{j k}^{i} \vec{X}^{j}(\varphi(x)) \vec{Y}^{k}(\varphi(x)) \partial_{i}\right|_{\varphi(x)} ;
\end{align*}
$$

where $\left.\vec{X}^{j} \partial_{j}\right|_{\varphi},\left.\vec{Y}_{\varphi}^{k} \partial_{k}\right|_{\varphi}$ are the expressions in local coordinates of $\vec{X}, \vec{Y} \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$. Armed with (2.22) we can define the notion of covariant differential recursively setting

$$
\begin{align*}
\nabla^{1} F_{\varphi}[0](\vec{X}) \doteq & d F_{\varphi}(\vec{X}) \\
\nabla^{n} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{n}\right) \doteq & F_{\varphi}^{(n)}\left(\vec{X}_{1}, \ldots, \vec{X}_{n}\right) \\
& +\sum_{j=1}^{n} \frac{1}{n!} \sum_{\sigma \in \mathcal{P}(n)} \nabla^{n-1} F_{\varphi}\left(\Gamma_{\varphi}\left(\vec{X}_{\sigma(j)}, \vec{X}_{\sigma(n)}\right), \vec{X}_{\sigma(1)}, \ldots, \widehat{\vec{X}_{\sigma(j)}}, \ldots \vec{X}_{\sigma(n-1)}\right), \tag{2.23}
\end{align*}
$$

where $\mathcal{P}(n)$ denotes the set of permutations of $n$ elements. In this way we can extend properties of iterated derivatives, which are locally defined, globally. The price we pay is that, a priori, the property might depend on the connection chosen.

Lemma 2.3.4. Let $\mathcal{U}$ be a locally convex, $C O$-open subset, and $F: \mathcal{U} \rightarrow \mathbb{R}$ a differentiable functional of order one, then

$$
\operatorname{supp}(F)=\overline{\bigcup_{\varphi \in \mathcal{U}} \operatorname{supp}\left(F_{\varphi}^{(1)}[0]\right)}
$$

where $\operatorname{supp}\left(F_{\varphi}^{(1)}[0]\right)$ is to be understood as the distributional support defined in Definition 1.3.4.
Proof. Suppose that $x \in \operatorname{supp}(F)$, then by definition for all open neighborhoods $V$ of $x$ there is $\varphi \in \mathcal{U}$ and $\vec{X}_{\varphi} \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ with $\operatorname{supp}(\vec{X}) \subset V$ having $F_{\varphi}\left(\vec{X}_{\varphi}\right) \neq F_{\varphi}(0)$, using the convexity of $\mathcal{U}$ and the fundamental theorem of calculus we obtain that

$$
F_{\varphi}\left(\vec{X}_{\varphi}\right)-F_{\varphi}(0)=\int_{0}^{1} F_{\varphi}^{(1)}\left[\lambda \vec{X}_{\varphi}\right]\left(\vec{X}_{\varphi}\right) \mathrm{d} \lambda \neq 0 .
$$

Thus for at least for some $\lambda_{0} \in(0,1)$, the integrand is not zero, setting $\psi=u_{\varphi}^{-1}\left(\lambda_{0} \vec{X}_{\varphi}\right)$, we obtain

$$
d F_{\psi}[0]\left(d^{1} u_{\varphi \psi}\left[\lambda_{0} \vec{X}_{\varphi}\right]\left(\vec{X}_{\varphi}\right)\right) \neq 0
$$

On the other hand if $x \in \operatorname{supp}\left(d F_{\varphi}[0]\right)$ for some $\varphi \in \mathcal{U}$, then there is $\vec{X}_{\varphi} \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$
having $\vec{X}_{\varphi}(x) \neq \overrightarrow{0}$ for which $d F_{\varphi}[0]\left(\vec{X}_{\varphi}\right) \neq 0$, as a result, define

$$
F_{\varphi}\left(\epsilon \vec{X}_{\varphi}\right)=F_{\varphi}(0)+\int_{0}^{\epsilon} F_{\varphi}^{(1)}\left[\lambda \vec{X}_{\varphi}\right]\left(\vec{X}_{\varphi}\right) \mathrm{d} \lambda
$$

having chosen $\epsilon$ small enough so that the integral is not vanishing.
Definition 2.3.5. Let $\mathcal{U}$ be $C O$-open. We select certain classes of $\mathcal{F}_{c}(B, \mathcal{U})$.
(i) Regular Functionals: the set of $F \in \mathcal{F}_{c}(B, \mathcal{U})$ such that for each $\varphi \in \mathcal{U}$, the integral kernel associated to $\nabla^{k} F_{\varphi}[0]$,

$$
\nabla^{k} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)=\int_{M^{k}} \nabla^{k} f_{\varphi}[0]\left(x_{1}, \ldots, x_{k}\right) \vec{X}_{1}\left(x_{1}\right) \cdots \vec{X}_{k}\left(x_{k}\right) d \mu_{g}\left(x_{1}, \ldots, x_{k}\right)
$$

has $\nabla^{k} f_{\varphi}[0] \in \Gamma_{c}^{\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B^{\prime}\right)\right)$, we denote this set by $\mathcal{F}_{\text {reg }}(B, \mathcal{U})$;
(ii) Local Functionals: the set of $F \in \mathcal{F}_{c}(B, \mathcal{U})$ such that for each $\varphi \in \mathcal{U}, \operatorname{supp}\left(\nabla^{(2)} F_{\varphi}[0]\right) \subset$ $\triangle_{2}(M)$, the latter being the diagonal of $M \times M$, we denote this set by $\mathcal{F}_{l o c}(B, \mathcal{U})$;
(iii) Microlocal Functionals: the set of $F \in \mathcal{F}_{l o c}(B, \mathcal{U})$ such that for each $\varphi \in \mathcal{U}$, the integral kernel associated to $\nabla^{1} F_{\varphi}[0] \equiv d F_{\varphi}[0]$ has $f_{\varphi}^{(1)}[0] \in \Gamma^{\infty}\left(M \leftarrow\left(\varphi^{*} V B\right)^{\prime}\right)$, we denote this set by $\mathcal{F}_{\mu l o c}(B, \mathcal{U})$.

Using the Schwartz kernel theorem, we can equivalently define microlocal functionals by requir$\operatorname{ing}\left\{F \in \mathcal{F}_{l o c}(B, \mathcal{U}): \operatorname{WF}\left(F_{\varphi}^{(1)}[0]\right)=\emptyset \forall \varphi \in \mathcal{U}\right\}$. Other authors add also further requirements, for example in [8], microlocal functionals have the additional property that given any $\varphi \in \mathcal{U}$ there exists an open neighborhood $\mathcal{V} \ni \varphi$ in which $f_{\varphi^{\prime}}^{(1)}[0] \in \Gamma^{\infty}\left(M \leftarrow\left(\varphi^{*} V B\right)^{\prime}\right)$ depends on the $k$ th order jet of $\varphi^{\prime}$ for all $\varphi^{\prime} \in \mathcal{V}$ and some $k \in \mathbb{N}$. We choose to give a somewhat more general description which however will turn out to be almost equivalent by Proposition 2.3.11. Finally we stress that the definition of local functionals together with Lemma 2.3.4 shows that that $\operatorname{supp}\left(\nabla^{k} F_{\varphi}[0]\right) \subset \triangle_{k}(M)$ for each $k \in \mathbb{N}$.

As remarked earlier, writing differentials with a connection does yield a definition which is independent from the ultralocal chart chosen to perform the calculations, however, we have to check that Definition 2.3.5 is independent from the chosen connection.

Lemma 2.3.6. Suppose that $\Phi, \widehat{\Phi}$ are two connections on $T \Gamma^{\infty}(M \leftarrow B)$. Then the definition of regular (resp. local, microlocal) functionals does not depend on the chosen connection.

Proof. Denote by $\nabla, \widehat{\nabla}$ the covariant derivatives induced by $\Phi, \widehat{\Phi}$ respectively. If $F \in \mathcal{F}_{c}(B, \mathcal{U})$ is local with respect to the second connection,

$$
\left(\nabla^{2} F_{\varphi}-\widehat{\nabla}^{2} F_{\varphi}\right)[0]\left(\vec{X}_{1}, \vec{X}_{2}\right)=d F_{\varphi}[0]\left(\Gamma_{\varphi}\left(\vec{X}_{1}, \vec{X}_{2}\right)-\widehat{\Gamma}_{\varphi}\left(\vec{X}_{1}, \vec{X}_{2}\right)\right)
$$

Due to linearity of the connection in both arguments, when the two sections $\vec{X}_{1}, \vec{X}_{2}$ have disjoint support the resulting vector field is identically zero, so that by linearity of $d F_{\varphi}[0](\cdot)$ the expression is zero and locality is preserved. As a result, since $\nabla^{1} F_{\varphi}[0] \equiv d F_{\varphi}[0]$, we immediately obtain that microlocality is independent as well. Regular functionals do not depend on the connection used to
perform calculations either: this is easily seen by induction. If $k=1$ this is trivial since $\nabla^{1} F \equiv d F$, for arbitrary $k$ one simply notes that $\left(\nabla^{k} F_{\varphi}-\widehat{\nabla}^{k} F_{\varphi}\right)[0](\ldots)$ depends on terms of order $l \leq k-1$ and applies the induction hypothesis.

We stress that in particular cases, such as when $B=M \times \mathbb{R}, T C^{\infty}(M) \equiv C^{\infty}(M) \times C_{c}^{\infty}(M)$, we are allowed to choose a trivial connection, in which case the differential and the covariant derivative coincide. It is also possible to formulate Definition 2.3.5 in terms of differentials instead of covariant derivatives, then the above argument can be used again to show that regular and local functionals do not depend on the choice of the chart.

When dealing with microlocal functionals we will often use the following notation ensuing from application of Schwartz integral kernel theorem:

$$
\begin{equation*}
d F_{\varphi}[0]\left(\vec{X}_{\varphi}\right)=\int_{M} f_{\varphi}^{(1)}[0]\left(\vec{X}_{\varphi}\right)(x) d \mu_{g}(x)=\int_{M} f_{\varphi}^{(1)}[0]_{i}(x) X_{\varphi}^{i}(x) d \mu_{g}(x) \tag{2.24}
\end{equation*}
$$

where repeated indices denotes summation of vector components as usual with Einstein notation and $X_{\varphi}^{i}(x) \in \varphi^{*} p^{-1}(x)$ denotes the component of the section along the typical fiber of the vector bundle $\left(\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right), \varphi^{*} p, M\right)$.

If we go back to the examples of functionals given earlier we find that (2.14) does not belong to any class, while (2.16) is a regular functional that however fails to be local. If $D \subset M$ is a compact subset and $\chi_{D}$ its characteristic function then

$$
\varphi \mapsto \mathcal{L}_{\chi_{D}, \lambda}(\varphi) \doteq \int_{M} \chi_{D}(x) \lambda\left(j^{r} \varphi\right)(x) \mathrm{d} \mu_{g}(x)
$$

is a local functional which however, is not microlocal due to the possible singularities localized in the boundary of $D$. Finally we claim that (2.15) is a microlocal functional. To see it, let us consider a particular example where $r=1$,

$$
\mathcal{L}_{f, \lambda}(\varphi)=\int_{M} f j^{1} \varphi^{*} \lambda=\int_{M} f(x) \lambda\left(j^{1} \varphi\right)(x) d \mu_{g}(x)
$$

taking the first derivative and integrating by parts yields

$$
\begin{equation*}
d \mathcal{L}_{f, \lambda, \varphi}[0]\left(\vec{X}_{\varphi}\right)=\int_{M} f(x)\left\{\frac{\partial \lambda}{\partial y^{i}}-d_{\mu}\left(\frac{\partial \lambda}{\partial y_{\mu}^{i}}\right)\right\}(x) X_{\varphi}^{i}(x) \mathrm{d} \mu_{g}(x), \tag{2.25}
\end{equation*}
$$

setting

$$
\begin{equation*}
\lambda_{f, \varphi}^{(1)}[0](x) \doteq f(x)\left\{\frac{\partial \lambda}{\partial y^{i}}-d_{\mu}\left(\frac{\partial \lambda}{\partial y_{\mu}^{i}}\right)\right\}(x) d y^{i} \wedge \mathrm{~d} \mu_{g}(x) \tag{2.26}
\end{equation*}
$$

we see that the integral kernel of the first derivative in $\varphi$ of $(2.15), \lambda_{f, \varphi}^{(1)}[0]$, belongs to $\Gamma^{\infty}\left(M \leftarrow\left(\varphi^{*} V B\right)^{\prime}\right)$. For generic orders $r \neq 1$, multiple integration by parts will yield the desired result, for details on those calculations see [27] Chapter 6. This last example is important because it shows that functionals obtained by integration of pull-backs of $m$-forms $\lambda$ are microlocal. One could ask whether the converse can hold, i.e. if all microlocal functionals have this form; the answer will be given in Proposition 2.3.11. We now give an equivalent characterization for local functionals.

Definition 2.3.7. Let $\mathcal{U}$ be $C O$-open, a functional $F \in \mathcal{F}_{c}(B, \mathcal{U})$ is called:
(i) $\varphi_{0}$-additive if for all $\varphi_{j} \in \mathcal{U}_{\varphi_{0}} \cap \mathcal{U}$ having $\operatorname{supp}_{\varphi_{0}}\left(\varphi_{1}\right) \cap \operatorname{supp}_{\varphi_{0}}\left(\varphi_{-1}\right)=\emptyset$, setting $\vec{X}_{j}=u_{\varphi_{0}}\left(\varphi_{j}\right)$, $j=1,-1$ and supposing that $\vec{X}_{1}+\vec{X}_{-1} \in u_{\varphi_{0}}\left(\mathcal{U}_{\varphi_{0}} \cap \mathcal{U}\right)$, we have

$$
\begin{equation*}
F_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{-1}\right)=F_{\varphi_{0}}\left(\vec{X}_{1}\right)-F_{\varphi_{0}}(0)+F_{\varphi_{0}}\left(\vec{X}_{-1}\right) . \tag{2.27}
\end{equation*}
$$

(ii) additive if for all $\varphi_{j} \in \mathcal{U}, j=1,0,-1$, with $\operatorname{supp}_{\varphi_{0}}\left(\varphi_{1}\right) \cap \operatorname{supp}_{\varphi_{0}}\left(\varphi_{-1}\right)=\emptyset$, setting

$$
\varphi=\left\{\begin{array}{l}
\varphi_{1} \quad \text { in } \operatorname{supp}_{\varphi_{0}}\left(\varphi_{-1}\right)^{c} \\
\varphi_{-1} \operatorname{in} \operatorname{supp}_{\varphi_{0}}\left(\varphi_{1}\right)^{c}
\end{array}\right.
$$

we have

$$
\begin{equation*}
F(\varphi)=F\left(\varphi_{1}\right)+F\left(\varphi_{0}\right)-F\left(\varphi_{-1}\right) . \tag{2.28}
\end{equation*}
$$

We remark that (ii) is equivalent to the definition of additivity present in [13]. Before the proof of the equivalence of those two relations, we prove a technical lemma.

Lemma 2.3.8. Let $\varphi_{1}, \varphi_{0}, \varphi_{-1} \in \Gamma^{\infty}(M \leftarrow B)$ have $\operatorname{supp}_{\varphi_{0}}\left(\varphi_{1}\right) \cap \operatorname{supp}_{\varphi_{0}}\left(\varphi_{-1}\right)=\emptyset$, then there exist $n \in \mathbb{N}$, a finite family of sections

$$
\begin{equation*}
\left\{\varphi_{(k, l)}\right\}_{k, l \in\{1, \ldots, n\}} \tag{2.29}
\end{equation*}
$$

for which the following conditions holds:
(a) For each $k, l \in \mathbb{N}$

$$
\begin{equation*}
\left\{\varphi_{(k-1, l-1)}, \varphi_{(k, l-1)}, \varphi_{(k-1, l)}, \varphi_{(k+1, l)}, \varphi_{(k, l+1)}, \varphi_{(k+1, l+1)}\right\} \in \mathcal{U}_{\varphi_{(k, l)}}, \tag{2.30}
\end{equation*}
$$

(b) Moreover for each $k, l \in \mathbb{N}$ we can define elements $\vec{X}_{k}, \vec{Y}_{l} \in \Gamma_{c}^{\infty}\left(M \leftarrow \cdot{ }^{*} V B\right)$, where

$$
\begin{align*}
\vec{X}_{k} & \doteq \widetilde{\exp }_{\varphi_{(k-1, l)}}^{-1}\left(\varphi_{(k, l)}\right),  \tag{2.31}\\
\vec{Y}_{l} & \doteq \widetilde{\exp }_{\varphi_{(k, l-1)}}^{-1}\left(\varphi_{(k, l)}\right) \tag{2.32}
\end{align*}
$$

whose exponential flows generate all the above sections:

$$
\begin{aligned}
& \varphi_{1}=\widetilde{\exp }\left(\vec{X}_{n}\right) \circ \cdots \circ \widetilde{\exp }\left(\vec{X}_{1}\right) \circ \varphi_{0} \equiv \varphi_{(n, 0)} ; \\
& \varphi_{-1}=\widetilde{\exp }\left(\vec{Y}_{n}\right) \circ \cdots \circ \widetilde{\exp }\left(\vec{Y}_{1}\right) \circ \varphi_{0} \equiv \varphi_{(0, n)} ;
\end{aligned}
$$

and

$$
\varphi=\widetilde{\exp }\left(\vec{X}_{n}\right) \circ \cdots \circ \widetilde{\exp }\left(\vec{X}_{1}\right) \circ \widetilde{\exp }\left(\vec{Y}_{n}\right) \circ \cdots \circ \widetilde{\exp }\left(\vec{Y}_{1}\right) \circ \varphi_{0}
$$

Proof. Ideally we are taking $\varphi_{0}$ as a background section, then application of a number of exponential flows of the above fields will generate new sections interpolating between $\varphi_{0}$ and $\varphi, \varphi_{1}, \varphi_{-1}$, such that each section in the interpolation procedure has the adjacent sections in the same chart (as in (2.30)). This is, for a pair of generic sections, not trivial; however, due to the requirement of mutual
compact support between sections, our case is special. Indeed, let $K$ be any compact containing $\operatorname{supp}_{\varphi_{0}}\left(\varphi_{1}\right) \cup \operatorname{supp}_{\varphi_{0}}\left(\varphi_{-1}\right)$. Since $B$ is itself a paracompact manifold, it admits an exhaustion by compact subsets and a Riemannian metric compatible with the fibered structure. The exponential mapping of this metric will have a positive injective radius throughout any compact subset of $B$. Thus let $H$ be any compact subset of B containing the bounded subset

$$
\left\{b \in \pi^{-1}(K) \subset B: \sup _{x \in K} d\left(\varphi_{0}(x), b\right)<2 \max \left(\sup _{x \in K} d\left(\varphi_{0}(x), \varphi_{1}(x)\right), \sup _{x \in K} d\left(\varphi_{0}(x), \varphi_{-1}(x)\right)\right)\right\}
$$

where $d$ is the distance induced by the metric chosen. Let $\delta>0$ be the injective radius of the metric on the compact $H$. If $r=\max \left(\sup _{x \in K} d\left(\varphi_{0}(x), \varphi_{1}(x)\right), \sup _{x \in K} d\left(\varphi_{0}(x), \varphi_{-1}(x)\right)\right)$ there will be some finite $n \in \mathbb{N}$ such that $n \delta<r<(n+1) \delta$, and thus we can select a finite family of sections $\left\{\varphi_{(k, l)}\right\}_{k, l=1, \ldots, n}$ interpolating between $\varphi_{0}=\varphi_{(0,0)}$ and $\varphi_{1}=\varphi_{(n, 0)}, \varphi_{-1}=\varphi_{(0, n)}, \varphi=\varphi_{(n, n)}$ such that

$$
\left(\left|k-k^{\prime}\right|-1\right) \frac{\delta}{2}+\left(\left|l-l^{\prime}\right|-1\right) \frac{\delta}{2}<\sup _{x \in K} d\left(\varphi_{(k, l)}(x), \varphi_{\left(k^{\prime}, l^{\prime}\right)}(x)\right)<\left(\left|k-k^{\prime}\right|\right) \frac{\delta}{2}+\left(\left|l-l^{\prime}\right|\right) \frac{\delta}{2}
$$

This property ensures that we are interpolating in the right direction, that is, as $k$ (resp. $l$ ) grows new sections are nearer to $\varphi_{1}$ (resp. $\varphi_{-1}$ ) and further away from $\varphi_{0}$. Eventually modifying exp to $\widetilde{\exp }$ as done in (2.11), set

$$
\begin{aligned}
\vec{X}_{(k, l)} & \doteq \widetilde{\exp }_{\varphi_{(k-1, l)}}^{-1}\left(\varphi_{(k, l)}\right) \\
\vec{Y}_{(k, l)} & \doteq \widetilde{\exp }_{\varphi_{(k, l-1)}}^{-1}\left(\varphi_{(k, l)}\right)
\end{aligned}
$$

We claim that those are the vector fields interpolating between sections. They are always well defined because, by construction, we choose adjacent sections to be separated by a distance where $\widetilde{\exp }$ is still a diffeomorphism. Due to the mutual disjoint support of $\varphi_{1}$ and $\varphi_{-1}$, we can identify $\vec{X}_{(k, l)}\left(\right.$ resp. $\left.\vec{Y}_{(k, l)}\right)$ with each other $\vec{X}_{\left(k, l^{\prime}\right)}\left(\right.$ resp. $\left.\vec{Y}_{\left(k^{\prime}, l\right)}\right)$, therefore it is justified to use one index to denote the vector fields as done in (2.31) and (2.32). Moreover, for each $k, l \in \mathbb{N}$, we have

$$
\widetilde{\exp }\left(\vec{X}_{k}\right) \circ \widetilde{\exp }\left(\vec{Y}_{l}\right)=\widetilde{\exp }\left(\vec{Y}_{l}\right) \circ \widetilde{\exp }\left(\vec{X}_{k}\right)
$$

which provides a well defined section $\varphi$.
Proposition 2.3.9. Let $F \in \mathcal{F}_{0}(B, \mathcal{U})$ then the following statements are equivalent:
(i) $F$ is additive;
(ii) $F$ is $\varphi_{0}$-additive for all $\varphi_{0} \in \mathcal{U}$;
(iii) $F \in \mathcal{F}_{\text {loc }}(B, \mathcal{U})$.

Proof. Let us start proving the equivalence between $(i)$ and (ii).
$(i) \Rightarrow(i i)$ If $\varphi_{j} \in \mathcal{U} \cap \mathcal{U}_{\varphi_{0}}$ with $j=1,0,-1$ are as in $(i i)$ above, take $\vec{X}_{j}$ such that $u_{\varphi_{0}}^{-1}\left(\vec{X}_{j}\right)=\varphi_{j}$. Writing (2.28) in terms of $F_{\varphi_{0}}$ yields (2.27).
$(i i) \Rightarrow(i)$ Let us take sections $\varphi_{j}$ with $j=1,0,-1$ such that $\operatorname{supp}_{\varphi_{0}}\left(\varphi_{1}\right) \cap \operatorname{supp}_{\varphi_{0}}\left(\varphi_{-1}\right)=\emptyset$, then
we calculate $F(\varphi)$ combining Lemma 2.3.8 with $\varphi$-additivity for each section, yields

$$
\begin{aligned}
F(\varphi)= & F_{\varphi_{(n-1, n-1)}}\left(\vec{X}_{n}+\vec{Y}_{n}\right)=F_{\varphi_{(n-1, n-1)}}\left(\vec{X}_{n}\right)+F_{\varphi_{(n-1, n-1)}}\left(\vec{Y}_{n}\right)-F_{\varphi_{(n-1, n-1)}}(0) \\
= & F\left(\varphi_{(n, n-2)}\right)+F\left(\varphi_{(n-1, n-1)}\right)-F\left(\varphi_{(n-1, n-2)}\right) \\
& +F\left(\varphi_{(n-2, n)}\right)+F\left(\varphi_{(n-1, n-1)}\right)-F\left(\varphi_{(n-2, n-1)}\right)-F\left(\varphi_{(n-1, n-1)}\right) \\
= & F\left(\varphi_{(n, n-2)}\right)-F\left(\varphi_{(n-1, n-2)}\right)+F\left(\varphi_{(n-2, n)}\right)+F\left(\varphi_{(n-2, n-1)}\right)+F\left(\varphi_{(n-1, n-2)}\right) \\
& -F\left(\varphi_{(n-2, n-2)}\right)-F\left(\varphi_{(n-2, n-1)}\right) \\
= & F\left(\varphi_{(n, n-2)}\right)+F\left(\varphi_{(n-2, n)}\right)-F\left(\varphi_{(n-2, n-2)}\right) .
\end{aligned}
$$

Repeating the above argument an extra $(n-2)$ times we arrive at

$$
F(\varphi)=F\left(\varphi_{(n, 0)}\right)+F\left(\varphi_{(0, n)}\right)-F\left(\varphi_{(0,0)}\right) \equiv F\left(\varphi_{1}\right)+F\left(\varphi_{-1}\right)-F\left(\varphi_{0}\right)
$$

We conclude proving that (ii) and (iii) are equivalent.
$(i i i) \Rightarrow(i i)$ Take $\varphi_{j}, \vec{X}_{j} \doteq u_{\varphi_{0}}\left(\varphi_{j}\right)$, with $j=1,0,-1$ as in (i) Definition 2.3.7. Then

$$
\begin{aligned}
& F_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{-1}\right)-F_{\varphi_{0}}\left(\vec{X}_{1}\right)+F_{\varphi_{0}}(0)-F_{\varphi_{0}}\left(\vec{X}_{-1}\right)=\int_{0}^{1} \frac{d}{d t}\left(F_{\varphi_{0}}\left(\vec{X}_{1}+t \vec{X}_{-1}\right)-F_{\varphi_{0}}\left(t \vec{X}_{-1}\right)\right) d t \\
& =\int_{0}^{1} \frac{d}{d t}\left(\int_{0}^{1} \frac{d}{d h} F_{\varphi_{0}}\left(h \vec{X}_{1}+t \vec{X}_{-1}\right) d h\right) d t=\int_{0}^{1} \int_{0}^{1} d^{2} F \varphi_{0}\left[h \vec{X}_{1}+t \vec{X}_{-1}\right]\left(\vec{X}_{1}, \vec{X}_{-1}\right) d h d t
\end{aligned}
$$

By locality we have that $\operatorname{supp}\left(d^{2} F \varphi_{0}\right) \subset \triangle_{2} M$, however, $\operatorname{supp}\left(\vec{X}_{1}\right) \cap \operatorname{supp}\left(\vec{X}_{-1}\right)=\emptyset$ implying that the integrand on the right hand side of the above equation is identically zero.
(ii) $\Rightarrow$ (iii) Fix any $\varphi_{0} \in \mathcal{U}$, consider two vector fields $\vec{X}_{1}, \vec{X}_{-1} \in \Gamma^{\infty}\left(M \leftarrow \varphi_{0}^{*} V B\right)$ such that $\operatorname{supp}\left(\vec{X}_{1}\right) \cap \operatorname{supp}\left(\vec{X}_{-1}\right)=\emptyset$ and $\vec{X}_{1}+\vec{X}_{-1} \in u_{\varphi_{0}}\left(\mathcal{U}_{\varphi_{0}}\right)$, let also $\varphi_{j} \doteq u_{\varphi_{0}}^{-1}\left(\vec{X}_{j}\right)$ for $j=1,-1$, then $\operatorname{supp}_{\varphi}\left(\varphi_{1}\right) \cap \operatorname{supp}_{\varphi}\left(\varphi_{-1}\right)=\emptyset$. By direct computation we get

$$
\begin{aligned}
F_{\varphi_{0}}^{(2)}[0]\left(\vec{X}_{1}, \vec{X}_{-1}\right) & =\left.\frac{d^{2}}{d t_{1} d t_{2}}\right|_{t_{1}=t_{2}=0} F_{\varphi_{0}}\left(t_{1} \vec{X}_{1}+t_{2} \vec{X}_{-1}\right) \\
& =\left.\frac{d^{2}}{d t_{1} d t_{2}}\right|_{t_{1}=t_{2}=0}\left(F_{\varphi_{0}}\left(t_{1} \vec{X}_{1}\right)-F_{\varphi_{0}}(0)+F_{\varphi_{0}}\left(t_{2} \vec{X}_{-1}\right)\right) \equiv 0
\end{aligned}
$$

which proves locality.
As a result, we have shown that locality and additivity are consistent concepts in a broader generality than done in [14]. Of course, additivity strongly relates to Bogoliubov's formula for S-matrices, therefore a priori we expect that whenever we can formulate the concept consistently in Definition 2.3.7, those must be equivalent formulations. We also mention that when the exponential map used to construct ultralocal charts is a global diffeomorphism, then additivity and $\varphi$ additivity becomes trivially equivalent since the chart can be enlarged to $\mathcal{V}_{\varphi} \equiv\left\{\psi \in \Gamma^{\infty}(M \leftarrow B)\right.$ : $\operatorname{supp}_{\varphi}(\psi) \subset M$ is compact $\}$.

The ultralocal notion of additivity i.e. (i) in Definition 2.3.7 is independent from the chart used, in fact suppose that $F$ is $\varphi_{0}$-additive in $\left\{\mathcal{U}_{\varphi_{0}}, u_{\varphi_{0}}\right\}$, take another chart $\left\{\mathcal{U}_{\varphi_{0}}^{\prime}, u_{\varphi_{0}}^{\prime}\right\}$ such that
$\mathcal{U}_{\varphi_{0}}^{\prime} \cap \mathcal{U}_{\varphi} \neq \emptyset$, set $\vec{X}_{j}=u_{\varphi_{0}}\left(\varphi_{j}\right), \vec{Y}_{j}=u_{\varphi_{0}}^{\prime}\left(\varphi_{j}\right)$, for $j=1,-1$, we have ${ }^{5}$

$$
\begin{aligned}
F \circ u_{\varphi_{0}}^{\prime-1}\left(\vec{Y}_{1}+\vec{Y}_{-1}\right) & =F \circ u_{\varphi_{0}}^{-1} \circ u_{\varphi_{0}} \circ u_{\varphi_{0}}^{\prime-1}\left(\vec{Y}_{1}+\vec{Y}_{-1}\right)=F \circ u_{\varphi_{0}}^{-1}\left(\vec{X}_{1}+\vec{X}_{-1}\right) \\
& =F \circ u_{\varphi_{0}}^{-1}\left(\vec{X}_{1}\right)-F \circ u_{\varphi_{0}}^{-1}(0)+F \circ u_{\varphi_{0}}^{-1}\left(\vec{X}_{-1}\right) \\
& =F \circ u_{\varphi_{0}}^{-1}\left(\vec{Y}_{1}\right)-F \circ u_{\varphi_{0}}^{\prime-1}(0)+F \circ u_{\varphi_{0}}^{\prime-1}\left(\vec{Y}_{-1}\right)
\end{aligned}
$$

where $u_{\varphi_{0}} \circ u_{\varphi_{0}}^{\prime-1}\left(\vec{Y}_{1}+\vec{Y}_{-1}\right)=\vec{X}_{1}+\vec{X}_{-1}$ is due to the fact that the two vector fields have mutually disjoint supports. We then see that $\varphi_{0}$-additivity does not depend upon the chosen chart.

We remark that functionals are generally defined in $C O$-open subsets instead of more general Whitney open sets since we can always extend the domain to a $C O$-open subset. To wit, suppose $F: \mathcal{U} \rightarrow \mathbb{R}$ is a smooth functional with compact support, then consider the function $\chi \in C_{c}^{\infty}(M)$ having $0 \leq \chi \leq 1, \chi \equiv 1$ inside $\operatorname{supp}(F)$ and, given any $\varphi_{0} \in \mathcal{U}$, define

$$
\begin{equation*}
i_{\chi}: \Gamma^{\infty}(M \leftarrow B) \rightarrow \mathcal{V}_{\varphi_{0}}, \quad \widetilde{\psi} \mapsto \psi \tag{2.33}
\end{equation*}
$$

The mapping can be constructed using with the ideas of Lemma 2.3.8, indeed, starting with $\varphi_{0}$, we can modify the latter inside $K$ so that $\left.\widetilde{\exp }\left(\vec{X}_{n}\right) \circ \cdots \circ \widetilde{\exp }\left(\vec{X}_{1}\right) \varphi_{0}\right|_{K}=\left.\widetilde{\psi}\right|_{K}$, then setting $\psi=$ $\widetilde{\exp }\left(\chi \vec{X}_{n}\right) \circ \cdots \circ \widetilde{\exp }\left(\chi \vec{X}_{1}\right) \varphi_{0}$, we have that $\psi=\widetilde{\psi}$ inside $\operatorname{supp}(F), \psi=\varphi_{0}$ outside $K . \quad i_{\chi}$ is a continuous and smooth mapping, and when $\mathcal{U}$ is a $\mathrm{WO}^{\infty}$ open neighborhood of $\varphi_{0}, i_{\chi}^{-1}(\mathcal{U})$ is a $C O$-open. Then we can seamlessly extend the functional $F$ to $\widetilde{F}: i_{\chi}^{-1}(\mathcal{U}) \rightarrow \mathbb{R}$. The functional will remain smooth, and all its derivatives will not be affected by the cutoff function $\chi$.

We now give the characterization of microlocality; we will find that, contrary to additivity, the latter representation will be limited to a chart domain, in the sense that the functional can be represented as an integral provided we shrink its domain to a chart, this representation however will not be independent from the chart chosen.

We recall that a mapping $T: U \subset E_{1} \rightarrow E_{2}$ between locally convex spaces is locally bornological if for any $e \in E_{1}$ there is a neighborhood $V \ni e$ contained in $U$ such that $\left.T\right|_{V}$ maps bounded subsets of $V$ into bounded subsets of $E_{2}$. From this definition follows a technical result:

Lemma 2.3.10. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open, then a smooth, compactly spacetime supported functional $F$ satisfies: $d F: \mathcal{U}_{\varphi} \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ is Bastiani smooth if and only if it is locally bornological.

Sketch of a proof. The proof of this result when $B=M \times \mathbb{R}$ can be found in [14, Lemma 2.6]. Since we are allowing for a bit more generality (i.e. we are considering distributional sections of the bundle $\varphi^{*} V B \rightarrow M$ ), we will just highlight the minor changes to the argument presented in the aforementioned Lemma 2.6. From Bastiani smoothness of $F$ we can see $F^{(1)}$ as a Bastiani smooth mapping $\mathcal{U}_{\varphi} \rightarrow \Gamma_{c}^{-\infty}\left(M \leftarrow \varphi^{*} V B\right)$, combining the support property of $F$ with the fact that it is microlocal, we obtain that $F^{(1)}$ can be viewed as a mapping $T: \mathcal{U}_{\varphi} \rightarrow \Gamma_{K}^{\infty}\left(M \leftarrow \varphi^{*} V B \otimes \Lambda_{m}(M)\right)$ for some compact subset $K$ of $M$. To prove the lemma it is enough to show that $T$ is Bastiani smooth if and only if it is locally bornological. Necessity then follows from the fact that composing $T$ with (Bastiani smooth) chart mappings yields a Bastiani smooth, hence continuous, mapping $\Gamma_{c}^{\infty}(M \leftarrow$

[^11]$\left.\varphi^{*} V B\right) \rightarrow \Gamma_{K}^{\infty}\left(M \leftarrow \varphi^{*} V B \otimes \Lambda_{m}(M)\right)$. Both spaces are semi-Montel, i.e. every bounded subset is relatively compact. Thus let $W \subset \bar{W} \subset V \subset u_{\varphi}\left(\mathcal{U}_{\varphi}\right)$, with the first two subsets bounded, then $T(\bar{W})$ is compact, hence bounded, due to continuity of $F$. As a result $\left.T\right|_{V}$ is locally bornological. The sufficiency condition is guaranteed if,

- for a given compact subset $K \subset M$ and a finite cover of $K$ of the form $\psi_{\alpha}^{-1}(Q)$ where $Q \subset \mathbb{R}^{n}$ is the open $m$-cube and $\psi_{\alpha}$ are the charts of $M$;
- given a partition of unity $f_{\alpha}$ of the above cover, the induced conveniently smooth ${ }^{6}$ mappings $T_{\alpha}: \mathcal{U}_{\varphi} \rightarrow \mathcal{E}^{\prime}(Q ; V), \quad \varphi \mapsto\left(\psi_{\alpha}\right)_{*}\left(f_{\alpha} T(\varphi)\right)$, where $V \simeq \mathbb{R}^{d}$ is the typical fiber of the bundle $\varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M) \rightarrow M$, can be equivalently seen as conveniently smooth mappings $T_{\alpha}: \mathcal{U}_{\varphi} \rightarrow$ $\mathcal{D}(Q ; V)$.

By hypothesis we know that $T_{\alpha}: \mathcal{U}_{\varphi} \rightarrow \mathcal{D}(Q ; V)$ is locally bornological, to complete the proof we note that each projection mapping $\pi_{i}: V \rightarrow \mathbb{R}, i=1, \ldots, n$, induces continuous and also bounded mappings $\left(\pi_{i}\right)_{*}: \mathcal{D}(Q ; V) \rightarrow \mathcal{D}(Q)$. Thus, by claims (i), (ii) in the proof of Lemma 2.6 in [14], each $\left(\pi_{i}\right)_{*} T_{\alpha}: \mathcal{U}_{\varphi} \rightarrow \mathcal{D}(Q)$, which remains locally bornological, maps smooth curves of $\mathcal{U}_{\varphi}$ to smooth curves of $\mathcal{D}(Q)$ implying that $T_{\alpha}: \mathcal{U}_{\varphi} \rightarrow \mathcal{D}(Q ; V)$ is convenient smooth as well for any $\alpha$.

Proposition 2.3.11. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open and $F \in \mathcal{F}_{\mu l o c}(B, \mathcal{U})$, then $f^{(1)}: \mathcal{U} \subset$ $\Gamma^{\infty}(M \leftarrow B) \ni \varphi \mapsto f_{\varphi}^{(1)}[0] \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ is locally bornological if and only if for each $\mathcal{U}_{\varphi_{0}} \subset \mathcal{U}$ there is a m-form $\lambda_{F, \varphi_{0}} \equiv \lambda_{F, 0}$ with $\lambda_{F, 0}\left(j^{\infty} \varphi\right)$ having compact support for all $\varphi \in \mathcal{U}_{\varphi_{0}}$ such that

$$
\begin{equation*}
F(\varphi)=F\left(\varphi_{0}\right)+\int_{M}\left(j_{x}^{r} \varphi\right)^{*} \lambda_{F, 0} \tag{2.34}
\end{equation*}
$$

Proof. Suppose $F(\varphi)=F\left(\varphi_{0}\right)+\int_{M}\left(j^{r} \varphi\right)^{*} \lambda_{F, 0}$ for all $\varphi \in \mathcal{U}_{\varphi_{0}}$, we evaluate $d F_{\varphi}[0]$ and find that its integral kernel may always be recast in the form

$$
f_{\varphi}^{(1)}[0](x)=e_{i}\left[\lambda, \varphi_{0}\right]\left(j_{x}^{2 r} \varphi\right) d y^{i} \otimes d \mu_{g}(x)
$$

where $e_{i}\left[\lambda, F, \varphi_{0}\right] d y^{i} \otimes d \mu_{g}: \Gamma^{\infty}(M \leftarrow B) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ are the Euler-Lagrange equations associated to $\lambda_{F, \varphi_{0}}$ evaluated at some field configuration. Using the ultralocal differential structure of the source space, and keeping in mind that $e_{i}[\lambda, F]:, \mathcal{U}_{\varphi_{0}} \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ is an operator of bounded order, we can apply Theorem 2.1.18 and by Lemma 2.3.10 to get that $f^{(1)}$ is locally bornological.

Conversely suppose that $f^{(1)}$ is locally bornological, by Lemma 2.3.10 it is Bastiani smooth as a mapping as well. Fix $\varphi_{0} \in \mathcal{U}$ and call $\vec{X}=u_{\varphi_{0}}(\varphi)$, by microlocality combined with Schwartz kernel theorem

$$
F(\varphi)-F\left(\varphi_{0}\right)=F_{\varphi_{0}}(\vec{X})-F_{\varphi_{0}}(0)=\int_{0}^{1} d F_{\varphi_{0}}[t \vec{X}](\vec{X}) d t=\int_{0}^{1} d t \int_{M} f_{\varphi_{0}}^{(1)}[t \vec{X}](\vec{X})
$$

Applying the Fubini-Tonelli theorem to exchange the integrals in the above relation yields our candidate for $j^{r} \varphi^{*} \lambda_{F, 0}$ : the $m$-form $x \mapsto \theta[\varphi](x) \equiv \int_{0}^{1} f_{\varphi_{0}}^{(1)}[t \vec{X}](\vec{X})(x) d t$. We have to show that this element depends at most on $j_{x}^{r} \varphi$. Notice that, a priori, $\theta[\varphi](x)$ might not depend on $j_{x}^{r} \varphi$, however

[^12]we can say that if $\varphi_{1}, \varphi_{2}$ agree on any neighborhood $V$ of $x \in M$, then $\left.\theta\left[\varphi_{1}\right]\right|_{V}=\left.\theta\left[\varphi_{2}\right]\right|_{V}$. To see this, set $\vec{X}_{1}=u_{\varphi_{0}}\left(\varphi_{1}\right), \vec{X}_{2}=u_{\varphi_{0}}\left(\varphi_{2}\right)$, by construction they agree in a suitably small neighborhood $V^{\prime}$ of $x$, moreover
\[

$$
\begin{aligned}
\theta\left[\varphi_{1}\right](x)-\theta\left[\varphi_{2}\right](x) & =\int_{0}^{1} d t\left(f_{\varphi_{0}}^{(1)}\left[t \vec{X}_{1}\right]\left(\vec{X}_{1}\right)(x)-f_{\varphi_{0}}^{(1)}\left[t \vec{X}_{2}\right]\left(\vec{X}_{2}\right)(x)\right) \\
& =\int_{0}^{1} d t\left(f_{\varphi_{0}}^{(1)}\left[t \vec{X}_{1}\right]_{i}(x) \vec{X}_{1}^{i}(x)-f_{\varphi_{0}}^{(1)}\left[t \vec{X}_{2}\right]_{i}(x) \vec{X}_{2}^{i}(x)\right) \\
& =\int_{0}^{1} d t \int_{0}^{1} d h f_{\varphi_{0}}^{(2)}\left[t \vec{X}_{2}+t h \vec{X}_{1}-t h \vec{X}_{2}\right]_{i j}(x)\left(t \vec{X}_{1}-t \vec{X}_{2}\right)^{i}(x) \vec{X}_{1}^{j}(x) ;
\end{aligned}
$$
\]

where in the last equality we used locality of $F$ and linearity of the derivative. The last line of the above equation identically vanishes in $V^{\prime}$ due the support properties of $f_{\varphi_{0}}^{(2)}$ and the fact that $\left.\vec{X}_{1}\right|_{V^{\prime}}=\left.\vec{X}_{2}\right|_{V^{\prime}}$. Therefore $\theta[\varphi](x) \in \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)$ depends at most on $\operatorname{germ}_{x}(\varphi)$ with $\varphi \in \mathcal{U}$.

We wish to apply Theorem 1.2.7 to $\theta$; the germ dependence hypothesis has been verified above, so one has to show that $\theta$ is also weakly regular, that is, if $\mathbb{R} \times M \ni(t, x) \mapsto \varphi_{t}(x) \in B$ is compactly supported variation, then $(t, x) \mapsto \theta\left[\varphi_{t}\right](x)$ is again a compactly supported variation. $\theta$ is a compactly supported form, thus it maps compactly supported variations into compactly supported variations. Moreover it is Bastiani smooth since

$$
\varphi \mapsto F\left(\varphi_{0}\right)+\int_{M} \theta[\varphi] d \mu_{g}(x)=F(\varphi)
$$

is an observable. Then we can apply Lemma 2.2.3.
We can now apply the Peetre-Slovak theorem and deduce that for each neighborhood there exists $r=r\left(x, \varphi_{0}\right) \in \mathbb{N}$, an open neighborhood $U^{r} \subset J^{r} B$ of $j^{r} \varphi_{0}$ and a mapping $\lambda_{F, 0}: J^{r} B \supset$ $U^{r} \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi_{0}^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ such that $\lambda_{F, 0}\left(j_{x}^{r} \varphi\right)=\theta[\varphi](x)$ for each $\varphi$ with $j^{r} \varphi \in U^{r}$. Due to compactness of $\operatorname{supp}(\theta)$ we can take the order $r$ to be independent from the point $x$ on $M$; then

$$
F(\varphi)=F\left(\varphi_{0}\right)+\int_{M} \lambda_{F, 0}\left(j_{x}^{r} \varphi\right)
$$

One could also strengthen the hypothesis of Proposition 2.3.11, for example, by requiring that for every $k \in \mathbb{N}, R>0$ and every $\varphi_{0} \in \mathcal{U}$, there is a positive constant $C$ for which

$$
\begin{equation*}
\left\|f_{\varphi_{0}}^{(1)}\left[\varphi_{1}\right]-\left.f_{\varphi_{0}}^{(1)}\left[\varphi_{1}\right]\right|_{K, k} \leq C\right\| u_{\varphi_{0}}\left(\varphi_{1}\right)-u_{\varphi_{0}}\left(\varphi_{1}\right) \|_{K, k+r} \tag{2.35}
\end{equation*}
$$

whenever

$$
\sup _{\substack{x \in K \\ j \leq k}}\left|\nabla^{j}\left(u_{\varphi_{0}}\left(\varphi_{1}\right)-u_{\varphi_{0}}\left(\varphi_{1}\right)\right)(x)\right| \equiv| | u_{\varphi_{0}}\left(\varphi_{1}\right)-u_{\varphi_{0}}\left(\varphi_{1}\right) \|_{K, k+r}<R .
$$

This condition implies that $f^{(1)}$ is locally bornological, moreover it is sufficient (see Lemma 1 together with (B) of Theorem 1 in [71]) to imply that the order $r$ from Proposition 2.3.11 is independent from the section $\varphi$ and thus globally constant.

As mentioned above, this characterization is limited to the ultralocal chart chosen: given charts
$\left\{\mathcal{U}_{\varphi_{j}}, u_{\varphi_{j}}\right\}, j=1,2$ such that $\varphi \in \mathcal{U}_{\varphi_{1}} \cap \mathcal{U}_{\varphi_{2}}$, let $\vec{X}_{j}=u_{\varphi_{j}}(\varphi)$ and suppose $F$ satisfies the hypothesis of Proposition 2.3.11, then according to (2.34)

$$
F(\varphi)=F\left(\varphi_{1}\right)+\int_{M}\left(j^{r_{1}} \varphi\right)^{*} \lambda_{F, 1}=F\left(\varphi_{2}\right)+\int_{M}\left(j^{r_{2}} \varphi\right)^{*} \lambda_{F, 2}
$$

We can assume that $r_{1}=r_{2} \equiv r$, then using the same argument as in the proof of Proposition 2.3.11,

$$
\begin{aligned}
\left(j^{r} \varphi\right)^{*} \lambda_{F, 1}(x) & =\int_{0}^{1} f_{\varphi_{1}}^{(1)}\left[t \vec{X}_{1}\right]\left(\vec{X}_{1}\right)(x) \mathrm{d} t \\
& =\int_{0}^{1} f_{\varphi_{2}}^{(1)}\left[u_{\varphi_{1} \varphi_{2}}\left(t \vec{X}_{1}\right)\right]\left(u_{\varphi_{1} \varphi_{2}}\left(\vec{X}_{1}\right)\right)(x) \mathrm{d} t \\
& =\int_{0}^{1} f_{\varphi_{2}}^{(1)}\left[u_{\varphi_{1} \varphi_{2}}\left(t \vec{X}_{1}\right)\right]\left(\vec{X}_{2}\right)(x) \mathrm{d} t
\end{aligned}
$$

whereas

$$
\left(j^{r} \varphi\right)^{*} \lambda_{F, 2}(x)=\int_{0}^{1} f_{\varphi_{2}}^{(1)}\left[t \vec{X}_{2}\right]\left(\vec{X}_{2}\right)(x) \mathrm{d} t
$$

we therefore see that the lack of linearity of the transition mapping $u_{\varphi_{1} \varphi_{2}}$, namely $u_{\varphi_{1} \varphi_{2}}\left(t \vec{X}_{1}\right) \neq$ $t u_{\varphi_{1} \varphi_{2}}\left(\vec{X}_{1}\right)=t \vec{X}_{2}$, does not allow us to conclude $\left(j^{\infty} \varphi\right)^{*} \lambda_{F, 1}(x)=\left(j^{\infty} \varphi\right)^{*} \lambda_{F, 2}(x)$.

We give another argument that prevents ultralocal chart independence of the $m$ forms obtained from Proposition 2.3.11. This relies on the variational sequence ${ }^{7}$ : a cohomological sequence of forms over $J^{r} B$ for some finite $r \in \mathbb{N}$,

where each element of the sequence is the quotient of the space of $p$-forms in $J^{r} B$ modulo some relation that cancel the exact forms (in the sense of the de-Rham differential on the manifold $J^{r} B$ ) and accounts for integration by parts when the order is greater then $m=\operatorname{dim}(M)$. In particular the $m$ th differential $E_{m}$ is the operator which, given a horizontal $m$-form, calculates its Euler-Lagrange form and the $(m+1)$ th differential $E_{m+1}$ is the operator which associates to each Euler-Lagrange form its Helmholtz-Sonin form. By the Poincaré lemma, if $\sigma \in \operatorname{ker}\left(E_{m+1}\right)$, there exists a local chart $\left(V^{r}, \psi^{r}\right)$ in $J^{r} B$ and a horizontal $m$-form $\lambda \in \Omega^{m}\left(V^{r}\right)$ having $\left.E_{m}\right|_{V^{r}}(\lambda)=\left.\sigma\right|_{V^{r}}$. Establishing whether this condition holds globally is the heart of the inverse problem in calculus of variation and can be formulated as follows: given equations satisfying some condition (the associated HelmholtzSonin form vanishes) do they arise from the variation of some Lagrangian? The variational sequence implies that this is always the case whenever the $m$-th cohomology group vanishes, therefore giving a sufficient conditions whenever some topological obstruction is not present.

Now, if Proposition 2.3 .11 could somehow reproduce (2.34) for each $\varphi \in \mathcal{U}$ with an integral over the same $m$-form $\lambda_{F}$, we would have found a way to circumvent the topological obstructions that ruin the exactness of the variational sequence. Furthermore in the derivation of $\lambda_{F, 0}$ we did not even require that the associated Euler-Lagrange equations had vanishing Helmholtz-Sonin form,

[^13]but instead a Bastiani smoothness requirement that, due to Proposition 2.1.18, will always be met by integral functionals constructed from smooth geometric objects. It appears therefore that the two approaches bears some kind of duality: given a representative $F_{\varphi}^{(1)}[0] \in \Omega^{m+1}\left(J^{r} B\right) / \sim$ one can, on one hand, give a ultralocal chart dependent Lagrangian via Proposition 2.3.11 i.e. a global $m$-form on the bundle $J^{r} B$ which however describe the functional only when evaluated in a small neighborhood of a backgroung section $\varphi_{0}$; on the other, prioritize ultralocal chart independence, therefore having a local $m$-form defined on the bundle $J^{r}\left(\pi^{-1} U\right)$ for some open subset $U$ of $M$, which however describe the functional for all sections of $\Gamma^{\infty}\left(U \leftarrow \pi^{-1}(U)\right)$.

Proposition 2.3.12. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open, $F \in \mathcal{F}_{\mu l o c}(B, \mathcal{U})$ satisfying the hypothesis of Proposition 2.3.11 and the bound (2.35). Fix $\varphi \in \mathcal{U}_{\varphi_{0}}$ and suppose that

$$
F(\varphi)=F\left(\varphi_{0}\right)+\int_{M}\left(j^{r} \varphi\right)^{*} \lambda_{F, 0}=F\left(\varphi_{0}\right)+\int_{M}\left(j^{r} \varphi\right)^{*} \lambda_{F, 0}^{\prime}
$$

then $\lambda_{F, 0}-\lambda_{F, 0}^{\prime}=d_{h} \theta$ for some $\theta \in \Omega_{\text {hor }}^{m-1}\left(J^{r} B\right)$ if and only if the $m$-th de Rham cohomology group $H_{\mathrm{dR}}^{m}(B)=0$. In particular the above condition is verified whenever $B$ is a vector bundle with finite dimensional fiber and $M$ is orientable non-compact and connected.

Proof. Using the notation introduced above for the variational sequence we have that $E_{m}\left(\lambda_{F, 0}\right)=$ $E_{m}\left(\lambda_{F, 0}^{\prime}\right)$, since each of the two expressions equals $f_{\varphi 0}^{(1)}[0]$; thus their difference is zero and $\lambda_{f, \psi}-$ $\lambda_{f, \psi}^{\prime} \in \Omega^{m}\left(J^{r} B\right) / \sim$. The latter cohomology group is isomorphic, by the abstract de Rham Theorem, to $H_{\mathrm{dR}}^{m}(B)$, therefore $\lambda_{F, 0}-\lambda_{F, 0}^{\prime}=d_{h} \theta$ if and only if $H_{\mathrm{dR}}^{m}(B)=0$. When $B$ is a vector bundle over $M$ its de Rham cohomology group are isomorphic to those of $M$, which when orientable noncompact and connected, has $H_{\mathrm{dR}}^{m}(M)=0$. The latter claim can be established using Poincaré duality, i.e. $H_{\mathrm{dR}}^{m}(M) \simeq H_{\mathrm{dR}, c}^{0}(M)$, if $M$ is non-compact and connected, e.g. when it is globally hyperbolic, there are no compactly supported functions with vanishing differential other then the zero function, so the $m$-th cohomology group is zero.

We shall conclude this section by introducing generalized Lagrangians, which, as the name suggests, will be used to select a dynamic on $\Gamma^{\infty}(M \leftarrow B)$. We stress that unlike the usual notion of Lagrangian - either a horizontal $m$-form over $J^{r} B$ or a morphism $J^{r} B \rightarrow \Lambda_{m}(M)$ - this definition will allow us to bypass all problems of convergence of integrals of forms in noncompact manifolds.

Definition 2.3.13. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open. A generalized Lagrangian $\mathcal{L}$ on $\mathcal{U}$ is a mapping

$$
\mathcal{L}: C_{c}^{\infty}(M) \rightarrow \mathcal{F}_{c}(B, \mathcal{U})
$$

such that
(i) $\operatorname{supp}(\mathcal{L}(f)) \subseteq \operatorname{supp}(f)$ and $\mathcal{L}(f)$ is Bastiani smooth for all $f \in C_{c}^{\infty}(M)$,
(ii) for each $f_{1}, f_{2}, f_{3} \in C_{c}^{\infty}(M)$ with $\operatorname{supp}\left(f_{1}\right) \cap \operatorname{supp}\left(f_{3}\right)=\emptyset$,

$$
\mathcal{L}\left(f_{1}+f_{2}+f_{3}\right)=\mathcal{L}\left(f_{1}+f_{2}\right)-\mathcal{L}\left(f_{2}\right)+\mathcal{L}\left(f_{2}+f_{3}\right)
$$

Given the properties of the above Definition we immediately get:

Proposition 2.3.14. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open, $\mathcal{L}$ a generalized Lagrangian on $\mathcal{U}$. Then
(i) $\operatorname{supp}\left(\mathcal{L}\left(f+f_{0}\right)-\mathcal{L}\left(f_{0}\right)\right) \subseteq \operatorname{supp}(f)$ for all $f, f_{0} \in C_{c}^{\infty}(M)$,
(ii) for all $f \in C_{c}^{\infty}(M), \mathcal{L}(f)$ is a local functional.

Proof. For ( $i$ ) take $x \notin \operatorname{supp}(f)$ then we can find some $g$ compactly supported in some open set containing $x$ with $\operatorname{supp}(g) \cap \operatorname{supp}(f)=\emptyset$ and $g \equiv f_{0}$ in a neighborhood $V$ of $x$ then using $(i)$ Definition 2.3.13, $\mathcal{L}\left(f-g+f_{0}\right)-\mathcal{L}\left(f_{0}\right)=\left(\mathcal{L}\left(f+f_{0}\right)-\mathcal{L}\left(f_{0}\right)\right)+\left(\mathcal{L}\left(f_{0}-g\right)-\mathcal{L}\left(f_{)}\right)\right.$which gives $\mathcal{L}\left(f+f_{0}\right)-\mathcal{L}\left(f_{0}\right)=\mathcal{L}\left(f-g+f_{0}\right)-\mathcal{L}\left(f_{0}-g\right)$ whence $\operatorname{supp}\left(\mathcal{L}\left(f+f_{0}\right)-\mathcal{L}\left(f_{0}\right)\right)=\operatorname{supp}\left(\mathcal{L}\left(f+f_{0}-\right.\right.$ $\left.g)-\mathcal{L}\left(f_{0}-g\right)\right) \subset \operatorname{supp}\left(f+f_{0}-g\right) \cup \operatorname{supp}\left(f_{0}-g\right)$. Then $\left(f+f_{0}-g\right)(x)=0$ when $x \notin \operatorname{supp}(f)$ and $\left(f_{0}-g\right)(x)=0$ for each $x \in V$ therefore $x \notin \operatorname{supp}\left(\mathcal{L}\left(f+f_{0}\right)-\mathcal{L}\left(f_{0}\right)\right)$.
Now we show that for each $\varphi \in \mathcal{U}, \operatorname{supp}\left(d^{2} F \varphi[0]\right) \subset \triangle_{2}(M)$. Due to (ii) Proposition 2.3.9, is equivalent to show that $F_{\varphi_{0}}$ is $\varphi_{0}$-additive for each $\varphi_{0} \in \mathcal{U}$. Fix any such section of $B$, take $\varphi_{j} \in \mathcal{U}_{\varphi}, j=1,2$ such that all hypothesis of Definition 2.3.7 (i) are satisfied and, as usual, call $\vec{X}_{j}=u_{\varphi_{0}}^{-1}\left(\varphi_{j}\right)$. Let $g_{j} \in C_{c}^{\infty}(M), j=1,2$ such that $g_{j} \equiv 1$ in an open neighborhood of $\operatorname{supp}_{\varphi_{0}}\left(\varphi_{j}\right)$. Given any $f \in C_{c}^{\infty}(M)$ we set $f_{j}=g_{j} f$ for $i=1,2$ and $f_{0}=f-f_{1}-f_{2}$. We want to show that

$$
\begin{equation*}
\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)=\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{1}\right)-\mathcal{L}(f)_{\varphi_{0}}(0)+\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{2}\right) \tag{2.36}
\end{equation*}
$$

Expanding $f$ in the l.h.s. and using (ii) Definition 2.3.13 yields

$$
\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)=\mathcal{L}\left(f_{1}+f_{2}\right)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)-\mathcal{L}\left(f_{2}\right)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)+\mathcal{L}\left(f_{2}+f_{3}\right)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)
$$

By construction $\operatorname{supp}\left(\mathcal{L}\left(f_{1}+f_{0}\right)\right) \subset \operatorname{supp}\left(f_{1}+f_{0}\right)$ and $\operatorname{supp}\left(f_{1}+f_{0}\right) \cap \operatorname{supp}\left(\vec{X}_{3}\right)=\emptyset$, therefore $\mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)=\mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right)$. Repeating this argument for the other terms gives us

$$
\begin{equation*}
\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{1}+\vec{X}_{2}\right)=\mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right)-\mathcal{L}\left(f_{0}\right)_{\varphi_{0}}(0)+\mathcal{L}\left(f_{0}+f_{2}\right)_{\varphi_{0}}\left(\vec{X}_{2}\right) \tag{2.37}
\end{equation*}
$$

On the other hand expanding $f$ in the r.h.s. of (2.36) and using a similar argument we obtain

$$
\begin{aligned}
\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{1}\right) & =\mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right)-\mathcal{L}\left(f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right)+\mathcal{L}\left(f_{0}+f_{2}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right) \\
\equiv & \mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right)-\mathcal{L}\left(f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{1}\right)+\mathcal{L}\left(f_{0}+f_{2}\right)_{\varphi_{0}}(0) \\
\mathcal{L}(f)_{\varphi_{0}}(0) & =\mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}(0)-\mathcal{L}\left(f_{0}\right)_{\varphi_{0}}(0)+\mathcal{L}\left(f_{0}+f_{2}\right)_{\varphi_{0}}(0) \\
\mathcal{L}(f)_{\varphi_{0}}\left(\vec{X}_{2}\right) & =\mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{2}\right)-\mathcal{L}\left(f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{2}\right)+\mathcal{L}\left(f_{0}+f_{2}\right)_{\varphi_{0}}\left(\vec{X}_{2}\right) \\
& \equiv \mathcal{L}\left(f_{1}+f_{0}\right)_{\varphi_{0}}\left(\vec{X}_{2}\right)-\mathcal{L}\left(f_{0}\right)_{\varphi_{0}}(0)+\mathcal{L}\left(f_{0}+f_{2}\right)_{\varphi_{0}}\left(\vec{X}_{2}\right)
\end{aligned}
$$

Which combined as in the r.h.s. of (2.36) yield the same expression of the l.h.s of (2.37).
Combining the linearity of $C_{c}^{\infty}(M)$, property (ii) Definition 2.3.13 and Proposition 2.3.14 we obtain that each generalized Lagrangian can be written as a suitable sum of arbitrarily small supported generalized Lagrangians. To see it, fix $\epsilon>0$ and consider $\mathcal{L}(f)$. By compactness supp $(f)$ admits a finite open cover of balls, $\left\{B_{i}\right\}_{i \in I}$ of radius $\epsilon$ such that none of the open balls is completely contained in the union of the others. Let $\left\{g_{i}\right\}_{i \in I}$ be a partition of unity subordinate to the above
cover of $\operatorname{supp}(f)$, set $f_{i} \doteq g_{i} \cdot f$. Then using (ii) Definition 2.3.13

$$
\mathcal{L}(f)=\mathcal{L}\left(\sum_{i} f_{i}\right)=\sum_{J \subset I} c_{J} \mathcal{L}\left(\sum_{j \in J} f_{j}\right),
$$

where $J \subset I$ contains the indices of all balls $B_{i}$ having non empty intersection with a fixed ball (the latter included), and $c_{J}= \pm 1$ are suitable coefficients determined by the application of (ii) Definition 2.3.13. By construction each index $J$ has at most two elements and $\operatorname{supp}\left(\sum_{j \in J} f_{j}\right)$ is contained at most in a ball of radius $2 \epsilon$. We have thus split $\mathcal{L}(f)$ as a sum of generalized Lagrangians with arbitrarily small supports.

Definition 2.3.15. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open, $\mathcal{L}$ a generalized Lagrangian on $\mathcal{U}$. The $k$-th Euler-Lagrange derivative of $\mathcal{L}$ in $\varphi \in \mathcal{U}$ along $\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right) \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)^{k}$ is

$$
\begin{equation*}
\left.\delta^{(k)} \mathcal{L}(1)_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right) \doteq \frac{d^{k}}{d t_{1} \ldots d t_{k}}\right|_{t_{1}=\ldots=t_{k}=0} \mathcal{L}(f)_{\varphi}[0]\left(t_{1} \vec{X}_{1}+\ldots+t_{k} \vec{X}_{k}\right) \tag{2.38}
\end{equation*}
$$

where $\left.f\right|_{K} \equiv 1$ on a suitable compact $K$ containing all compacts $\operatorname{supp}\left(\vec{X}_{i}\right)$.
From now on we will assume that generalized Lagrangian used are microlocal, i.e. $\mathcal{L}(f) \in$ $\mathcal{F}_{\mu l o c}(B, \mathcal{U})$ for each $f \in C_{c}^{\infty}(M)$; this means that the first Euler-Lagrange derivative can be written as

$$
\begin{equation*}
\delta^{(1)} \mathcal{L}(1)_{\varphi}[0](\vec{X})=\int_{M} E(\mathcal{L})_{\varphi}[0](\vec{X}), \tag{2.39}
\end{equation*}
$$

where by microlocality $E(\mathcal{L})_{\varphi}[0] \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$.

A generalized Lagrangian $\mathcal{L}$ is trivial whenever $\operatorname{supp}(\mathcal{L}(f)) \subset \operatorname{supp}(d f)$ for each $f \in C_{c}^{\infty}(M)$. Triviality induces an equivalence relation on the space of generalized Lagrangians, namely two $\mathcal{L}_{1}$, $\mathcal{L}_{2}$ are equivalent whenever their difference is trivial. We can show that if two Lagrangians $\mathcal{L}_{1}, \mathcal{L}_{2}$ are equivalent then they end up producing the same first variation (2.39). For instance suppose that $\mathcal{L}_{1}(f)-\mathcal{L}_{2}(f)=\Delta \mathcal{L}(f)$ with $\Delta \mathcal{L}(f)$ trivial generalized Lagrangian for each $f \in C_{c}^{\infty}(M)$. To evaluate $\delta^{(1)} \Delta \mathcal{L}(1)_{\varphi}[0](\vec{X})$ one has to choose some $f$ which is identically 1 in a neighborhood of $\operatorname{supp}(\vec{X})$, however, by $(i)$ Definition 2.3.13 $\operatorname{supp}(\Delta \mathcal{L}(f)) \subset \operatorname{supp}(d f) \cap \operatorname{supp}(\vec{X})=\emptyset$, therefore by Lemma 2.3.4 we obtain $E(\Delta \mathcal{L})_{\varphi}[0](\vec{X})=0$ and

$$
\begin{aligned}
\delta^{(1)} \mathcal{L}_{1}(f)_{\varphi}[0](\vec{X}) & =\delta^{(1)} \mathcal{L}_{2}(1)_{\varphi}[0](\vec{X})+\delta^{(1)} \Delta \mathcal{L}(1)_{\varphi}[0](\vec{X}) \\
& =\int_{M} E\left(\mathcal{L}_{2}\right)_{\varphi}[0](\vec{X})+\int_{M} E(\Delta \mathcal{L})_{\varphi}[0](\vec{X}) \\
& =\delta^{(1)} \mathcal{L}_{2}(1)_{\varphi}[0](\vec{X}) .
\end{aligned}
$$

Finally we compare our generalized action functional with the standard action which is generally used in classical field theory (see e.g. [27], [52]). One generally introduce the standard geometric Lagrangian, $\lambda$ of order $r$, as a bundle morphism

between $\left(J^{r} B, \pi^{r}, M\right)$ and $\left(\Lambda_{m}(M), \rho, M,\left|\wedge^{m} T_{x}^{*} M\right|\right)$, where the latter is the vector bundle whose typical fiber is the vector space of weight one $m$-form densities. Two Lagrangian morphisms $\lambda_{1}, \lambda_{2}$ are equivalent whenever their difference is an exact form. Its associated standard geometric action functional will therefore be

$$
\begin{equation*}
\mathcal{A}_{D}(\varphi)=\int_{M} \chi_{D}(x) \lambda\left(j_{x}^{r} \varphi\right) \tag{2.40}
\end{equation*}
$$

where $\lambda$ an element of the equivalence class of Lagrangian morphisms, $D$ is a compact region of $M$ whose boundary $\partial D$ is an orientable $(m-1)$-manifold and $\chi_{D}$ its characteristic function. One could be tempted to draw a parallel with a generalized Lagrangian by considering the mapping

$$
\begin{equation*}
\chi_{D} \mapsto \mathcal{A}\left(\chi_{D}\right)=\int_{M} \chi_{D}(x) \lambda\left(j_{x}^{r} \varphi\right) \tag{2.41}
\end{equation*}
$$

However (2.41) differs from Definition 2.3.13 in the singular character of the cutoff function. Indeed the functional $\mathcal{A}_{D} \in \mathcal{F}_{l o c}(B, \mathcal{U})$ for each choice of compact $D$ but it is never microlocal, for the integral kernel of $\mathcal{A}\left(\chi_{D}\right)_{\varphi}^{(1)}[0]$ has always singularities localized in $\partial D$. This is a severe problem when attempting to calculate the Peierls bracket for local functionals, a way out is to extend this bracket to less regular functionals (see Definition 2.4.6) maintaining the closure of the operation (see Theorem 2.4.10); however, we cannot outright extend the bracket to all local functionals. Therefore, in order to accommodate those less regular functionals such as (2.40), one would need to place severe restrictions on the possible compact subsets $D$ which cut off possible integration divergences. This, however, is not consistent with the derivation of Euler-Lagrange equations by the usual variation technique where the latter are obtained by imposing requirements that ought to hold for each $D \subset M$ compact.

Of course, given a Lagrangian morphism $\lambda$ of order $r$ we can always define a generalized microlocal Lagrangian by a microlocal-valued distribution, i.e.

$$
C_{c}^{\infty}(M) \times \mathcal{U} \ni(f, \varphi) \mapsto \mathcal{L}(f)(\varphi)=\int_{M} f(x) \lambda\left(j_{x}^{r} \varphi\right)
$$

When we calculate higher order derivatives we get

$$
\begin{equation*}
d^{k+1} \mathcal{L}(1)_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k+1}\right)=\int_{M} \delta^{(k)} E(\mathcal{L})_{\varphi}[0]\left(\vec{X}_{1}\right)\left(\vec{X}_{2}, \ldots, \vec{X}_{k+1}\right) \tag{2.42}
\end{equation*}
$$

In particular, we can view $\delta^{(1)} E(\mathcal{L})_{\varphi}[0]: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$, and induce the linearized field equations around $\varphi$ which represents one of the ingredients for the construction of the Peierls bracket.

### 2.4 The Peierls bracket

Heuristically speaking the Peierls bracket is a duality relating two observables, $F, G$, that accounts for the effect of the (antisymmetric) influence of $F$ on $G$ when the latter is perturbed around a solution of certain equations. We will define this quantity using the linearized field equations which can be constructed with the second derivative of a generalized Lagrangian, which with some additional hypothesis will turn out to be normally hyperbolic. We start by reviewing some basic notions from the theory of normally hyperbolic (NH) operators.

In the last section we have shown how for a microlocal generalized Lagrangian $\delta^{(1)} E(\mathcal{L})_{\varphi}[0]$ : $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \otimes \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Lambda_{m}(M)$ one can define a linear operator

$$
\delta^{(1)} E(\mathcal{L})_{\varphi}[0]: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)
$$

if we fix a metric $h$ on the standard fiber of $B$ and the Lorentzian metric $g$ of $M$ inducing the Hodge isomorphism $*_{g}$, we can define

$$
\begin{equation*}
D_{\varphi} \doteq\left(\varphi^{*} h\right)^{\sharp} \circ\left(\operatorname{idd}_{\varphi^{*} V B^{\prime}} \otimes *_{g}\right) \circ \delta^{(1)} E(\mathcal{L})_{\varphi}[0]: \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right) . \tag{2.43}
\end{equation*}
$$

For each $\varphi$ we can see that $D_{\varphi}$ is a differential operator and determine the principal symbol.
Lemma 2.4.1. Suppose that $D_{\varphi}=$ is as in (2.43), then its principal symbol is independent form the section $\varphi$ chosen.

Proof. Indeed by (2.21),

$$
\begin{aligned}
\delta^{(1)} E(\mathcal{L})_{\psi}[0]\left(\vec{X}_{1}, \vec{X}_{2}\right)= & \delta^{(1)} E(\mathcal{L})_{\varphi}[0]\left(d^{1} u_{\varphi \psi}\left[u_{\psi}(\varphi)\right]\left(\vec{X}_{1}\right), d^{1} u_{\varphi \psi}\left[u_{\psi}(\varphi)\right]\left(\vec{X}_{2}\right)\right) \\
& +E(\mathcal{L})_{\varphi}[0]\left(d^{2} u_{\varphi \psi}\left[u_{\psi}(\varphi)\right]\left(\vec{X}_{1}, \vec{X}_{2}\right)\right) ;
\end{aligned}
$$

while the second piece modifies the expression of the differential operator, it does not alter its principal symbol since the local form of $d^{2} u_{\varphi \psi}\left[u_{\psi}(\varphi)\right]\left(\vec{X}_{1}, \vec{X}_{2}\right)$ does yield extra derivatives. We therefore conclude that if we use a generalized Lagrangian $\mathcal{L}$ whose linearized equations differential operator, $D_{\varphi}$, is normally hyperbolic for some $\varphi_{0} \in \mathcal{U}$, then it is normally hyperbolic (with the same principal symbol) for all $\varphi \in \mathcal{U}_{\varphi_{0}}$.

Let us give a more specific example on how to calculate the principal symbol from a microlocal generalized Lagrangian. Recalling formula (2.25) with $\lambda: J^{1}(M \times N) \rightarrow \Lambda^{m}(M)$, the latter being a first order Lagrangian, we have

$$
\begin{aligned}
d^{2} \mathcal{L}_{f, \lambda, \varphi}[0]\left(\vec{X}_{1}, \vec{X}_{2}\right)= & \int_{M} f(x)\left\{\frac{\partial^{2} \lambda}{\partial y^{i} \partial y^{j}} \vec{X}_{1}^{i} \vec{X}_{2}^{j}+\frac{\partial^{2} \lambda}{\partial y_{\mu}^{i} \partial y^{j}} d_{\mu}\left(\vec{X}_{1}^{i}\right) \vec{X}_{2}^{j}\right. \\
& \left.+\frac{\partial^{2} \lambda}{\partial y_{\mu}^{i} \partial y^{j}} \vec{X}_{1}^{i} d_{\mu}\left(\vec{X}_{2}^{j}\right)+\frac{\partial^{2} \lambda}{\partial y_{\mu}^{i} \partial y_{\nu}^{j}} d_{\mu}\left(\vec{X}_{1}^{i}\right) d_{\nu}\left(\vec{X}_{2}^{j}\right)\right\}(x) d \mu_{g}(x),
\end{aligned}
$$

where $d_{\mu}$ is the horizontal differential on jet bundles. The key ingredient for the principal symbol is the quantity $m_{i j}^{\mu \nu} \doteq \frac{\partial^{2} \lambda}{\partial y_{\mu}^{\partial} \partial y_{\nu}^{j}}$. Applying the transformations to get the differential operator of linearized field equations, as in (2.43), to the above quantity yields principal symbol

$$
\begin{equation*}
\sigma_{2}\left(D_{\varphi}\right)=h^{i j} m_{j k}^{\mu \nu} \otimes \partial_{\mu} \vee \partial_{\nu} \otimes e_{i} \otimes e^{j} \tag{2.44}
\end{equation*}
$$

In case this quantity satisfies the condition of Definition 1.2 .11 we can conclude that the operator is normally hyperbolic. There are also other notions of hyperbolicity, for instance see [17], where the hyperbolicity condition is strictly weaker than the one employed here. From now on we shall assume that our microlocal Lagrangian produces always normally hyperbolic linearized equations.

Then we can invoke the results of Theorem 1.2.16.

Summing up we created a way of associating to each $\varphi$ in the domain of $\mathcal{L}$, operators

$$
\begin{equation*}
G_{\varphi}^{ \pm}: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right) . \tag{2.45}
\end{equation*}
$$

By $(i)$ of Theorem 1.2.16 and linearity, $G_{\varphi}^{ \pm}$is a smooth mapping, that is, $G_{\varphi}^{ \pm} \in C^{\infty}\left(\Gamma_{c}^{\infty}(M \leftarrow\right.$ $\left.\left.\varphi^{*} V B\right), \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right)\right)$ for each $\varphi \in \mathcal{U}$. Given $\vec{s} \in \Gamma_{c}^{-\infty}\left(M \leftarrow \varphi^{*} V B\right)$ we can view

$$
G^{ \pm}(\vec{s}): \mathcal{U} \ni \varphi \mapsto G_{\varphi}^{ \pm}(\vec{s}) \in \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right) .
$$

We ask whether this map is Bastiani smooth, in particular, we seek to evaluate

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{G_{u_{\varphi}^{-1}(t \vec{X})}^{ \pm}(\vec{s})-G_{\varphi}^{ \pm}(\vec{s})}{t} \tag{2.46}
\end{equation*}
$$

Lemma 2.4.2. Let $\gamma: \mathbb{R} \rightarrow \mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be a smooth curve, then for each fixed $\vec{X} \in$ $\Gamma_{c}^{\infty}\left(\varphi^{*} V B\right)$ the mapping $t \mapsto G_{\gamma(t)}^{ \pm}(\vec{X}) \in \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ is smooth. In particular we have

$$
\begin{equation*}
d G_{\varphi}^{ \pm}(\vec{X})=\lim _{t \rightarrow 0} \frac{1}{t}\left(G_{u_{\varphi}^{-1}(t \vec{X})}^{ \pm}-G_{\varphi}^{ \pm}\right)=-G_{\varphi}^{ \pm} \circ D_{\varphi}^{(1)}(\vec{X}) \circ G_{\varphi}^{ \pm}, \tag{2.47}
\end{equation*}
$$

where $\mathcal{U} \ni \varphi \mapsto D_{\varphi}(\vec{X}) \in \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ is the mapping induced by (2.43).
Proof. We just show the claim for the retarded propagator since for the advanced one the result follows in complete analogy. Instead of a distributional section $\vec{s}$ it suffices to show the claim for $\vec{Y}$. Then we evaluate

$$
\lim _{t \rightarrow 0} \frac{1}{t}\left(G_{\gamma(t)}^{+}(\vec{Y})-\mathcal{G}_{\gamma(0)}^{+}(\vec{Y})\right)
$$

In the following argument we will omit the evaluation at $\vec{s}$ from the notation. The differential operator $D(\vec{Y}): \mathcal{U} \ni \varphi \mapsto D_{\varphi}(\vec{Y}) \in \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ is smooth when composed with $\gamma$, therefore we consider

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{1}{t}\left(D_{\gamma(t)} G_{\gamma(t)}^{+}-D_{\gamma(t)} G_{\gamma(0)}^{+}\right)(\vec{Y}) & =\lim _{t \rightarrow 0} \frac{1}{t}\left(\operatorname{id}_{\Gamma^{\infty}\left(M \leftarrow \gamma(0)^{*} V B\right)}-D_{\gamma(t)} G_{\gamma(0)}^{+}\right)(\vec{Y}) \\
& =\lim _{t \rightarrow 0} \frac{1}{t}\left(D_{\gamma(0)} G_{\gamma(0)}^{+}-D_{\gamma(t)} G_{\gamma(0)}^{+}\right)(\vec{Y}) \\
& =\lim _{t \rightarrow 0} \frac{1}{t}\left(D_{\gamma(0)}-D_{\gamma(t)}\right)\left(G_{\gamma(0)}^{+}(\vec{Y})\right) \\
& =-D_{\gamma(0)}^{(1)}(\dot{\gamma}(0)) \circ G_{\gamma(0)}^{+}(\vec{Y}) .
\end{aligned}
$$

since $\gamma$ is a smooth curve in $\Gamma^{\infty}(M \leftarrow B)$, given any interval $[-\epsilon, \epsilon]$ with $\epsilon>0$, there is a compact subset $K_{\epsilon}$ of $M$ for which $\gamma(t)(x)$ is constant in $t$ on $M \backslash K_{\epsilon}$, then differential operator $D_{\gamma(0)}^{(1)} \neq 0$ only inside $K_{\epsilon}$, therefore the quantity $\left(D_{\gamma(0)}^{(1)}(\dot{\gamma}(0)) \circ G_{\gamma(0)}^{ \pm}\right)(\vec{Y})$ has compact support for any $\vec{Y} \in$ $\Gamma^{\infty}\left(M \leftarrow \gamma(0)^{*} V B\right)$ and we can write

$$
\lim _{t \rightarrow 0} \frac{1}{t}\left(G_{\gamma(t)}^{+}-\mathcal{G}_{\gamma(0)}^{+}\right)=-G_{\gamma(0)}^{+} \circ D_{\gamma(0)}^{(1)}(\dot{\gamma}(0)) \circ G_{\gamma(0)}^{+} .
$$

Using the above relation one can show that all iterated derivatives of $G_{\varphi}^{+}$exists, thus showing smoothness.

Similarly for the causal propagator we find

$$
\begin{equation*}
d G_{\varphi}(\vec{X}) \doteq \lim _{t \rightarrow 0} \frac{1}{t}\left(G_{u_{\varphi}^{-1}(t \vec{X})}-G_{\varphi}\right)=-G_{\varphi} \circ D_{\varphi}^{(1)}(\vec{X}) \circ G_{\varphi}^{+}-G_{\varphi}^{-} \circ D_{\varphi}^{(1)}(\vec{X}) \circ G_{\varphi} \tag{2.48}
\end{equation*}
$$

Given the Green's functions $G_{\varphi}^{ \pm}$, set

$$
\begin{align*}
\mathcal{G}_{\varphi}^{ \pm} \doteq G_{\varphi}^{ \pm} \circ\left(\varphi^{*} h\right)^{\sharp} \circ\left(i d_{\left(\varphi^{*} V B\right)^{\prime}} \otimes *_{g}\right): \Gamma_{c}^{\infty}\left(M \leftarrow\left(\varphi^{*} V B\right)^{\prime} \times \Lambda_{m}(M)\right) \rightarrow \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right),  \tag{2.49}\\
\mathcal{G}_{\varphi} \doteq G_{\varphi} \circ\left(\varphi^{*} h\right)^{\sharp} \circ\left(i d_{\left(\varphi^{*} V B\right)^{\prime}} \otimes *_{g}\right): \Gamma_{c}^{\infty}\left(M \leftarrow\left(\varphi^{*} V B\right)^{\prime} \times \Lambda_{m}(M)\right) \rightarrow \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right) . \tag{2.50}
\end{align*}
$$

Note how, up to this point, we used some fiberwise metric $h$ in (2.43) in order to have a proper differential operator for the subsequent steps. As a consequence the resulting operator $D_{\varphi}(h)$ does depend on the metric chosen and so do its retarded and advanced Green's operators $G_{\varphi}^{ \pm}(h)$ with their counterparts $\mathcal{G}_{\varphi}^{ \pm}(h)$. From the definition of Green's operators we have

$$
\left\{\begin{array}{l}
D_{\varphi}(h) \circ G_{\varphi}^{ \pm}(h)=\operatorname{id}_{\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)}, \\
\left.G_{\varphi}^{ \pm}(h) \circ D_{\varphi}(h)\right|_{\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)}=\operatorname{id}_{\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)}
\end{array}\right.
$$

The latter is equivalent to

$$
\left\{\begin{array}{l}
\delta^{(1)} E(\mathcal{L})_{\varphi}[0] \circ \mathcal{G}_{\varphi}^{ \pm}(h)=\operatorname{id}_{\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)} \\
\left.\mathcal{G}_{\varphi}^{ \pm}(h) \circ \delta^{(1)} E(\mathcal{L})_{\varphi}\right)\left.[0]\right|_{\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)}=\operatorname{id}_{\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)}
\end{array}\right.
$$

Using the notation of [1], the family of operators $\left\{\mathcal{G}_{\varphi}^{ \pm}(h)\right\}$ defines a family of Green-hyperbolic type operators with respect to the differential operator $D_{\varphi}$ of the linearized equations at $\varphi$. Finally, using Theorem 3.8 in [1], we get uniqueness for the advanced and retarded propagators, which in turn results in the independence of the Riemannian metric $h$ used before. The idea behind the proof is as follows: one would like to both extend the domain of $\mathcal{G}_{\varphi}^{ \pm}(h)$ and reduce the target space to the same suitable space, once this is done, each propagator becomes the inverse of the linearized equations, then using uniqueness of the inverse we conclude. It turns out that the extension to the spaces $\Gamma_{ \pm}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ of future/past compact smooth sections does the job.

Lemma 2.4.3. Let $g$ a Lorentzian metric on $M$ and $D: \Gamma^{\infty}(M \leftarrow E) \rightarrow \Gamma^{\infty}(M \leftarrow E)$ a linear partial differential operator. Then $D$ is self adjoint with respect to the pairing ${ }^{8}$ given by

$$
\langle\vec{s}, \vec{t}\rangle=\int_{M}\left(i d_{E^{\prime}} \otimes *_{g} \circ h^{b}(\vec{t})\right) \vec{s}=\int_{M} h^{b}(\vec{t}) \vec{s} d \mu_{g}
$$

if and only if its kernel $D(x, y)$ is symmetric. Moreover if $D$ is normally hyperbolic, then $G_{M}^{+}$and $G_{M}^{-}$are each the adjoint of the other in the common domain.

[^14]Proof. The equivalent condition follows essentially from following chain of equivalences

$$
\begin{aligned}
\langle D \vec{s}, \vec{t}\rangle & =\int_{M} h^{b}(\vec{t})(x) D \vec{s}(x) d \mu_{g}(x)=\int_{M} h^{b}(\vec{t})(x) h^{\sharp} \circ\left(i d_{E^{\prime}} \otimes *_{g}\right) \mathcal{D}(x, \vec{s}) d \mu_{g}(x) . \\
& =\int_{M^{2}} \mathcal{D}(x, y) \vec{t}(x) \vec{s}(y) d \mu_{g}(x) d \mu_{g}(y)
\end{aligned}
$$

Suppose now $D$ is self adjoint, then

$$
\left\langle\vec{s}, G_{M}^{-} \vec{t}\right\rangle=\left\langle D G_{M}^{+} \vec{s}, G_{M}^{-} \vec{t}\right\rangle=\left\langle G_{M}^{+} \vec{s}, D G_{M}^{-} \vec{t}\right\rangle=\left\langle G_{M}^{+} \vec{s}, \vec{t}\right\rangle
$$

whence the desired adjoint properties of $G_{M}^{+}$and $G_{M}^{-}$.
For future convenience, we calculate the functional derivatives of $\mathcal{G}_{\varphi}^{ \pm}$and $\mathcal{G}_{\varphi}$, which are clearly smooth by combining Lemma 2.4.2 with (2.49) and (2.50), whence

$$
\begin{align*}
d^{k} \mathcal{G}_{\varphi}^{ \pm}\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)=\sum_{l=1}^{k}(-1)^{l} & \sum_{\substack{\left(I_{1}, \ldots, I_{l}\right) \\
\in \mathcal{P}(1, \ldots, k)}}\left(\bigcirc_{i=1}^{l} \mathcal{G}_{\varphi}^{ \pm} \circ \delta^{\left.\left(\mid I_{\sigma(i)}\right)+1\right)} E(L)_{\varphi}[0]\left(\vec{X}_{I_{i}}\right)\right) \circ \mathcal{G}_{\varphi}^{ \pm}  \tag{2.51}\\
d^{k} \mathcal{G}_{\varphi}\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)=\sum_{l=1}^{k}(-1)^{l} & \sum_{\left(I_{1}, \ldots, I_{l}\right) \in \mathcal{P}(1, \ldots, k)} \sum_{m=0}^{l}\left(\bigcirc_{i=1}^{m} \mathcal{G}_{\varphi}^{-} \circ \delta^{\left(\left|I_{i}\right|+1\right)} E(L)\left(\vec{X}_{I_{i}}\right)\right)  \tag{2.52}\\
& \circ \mathcal{G}_{\varphi} \circ\left(\bigcirc_{i=m+1}^{l} \delta^{\left(\left|I_{i}\right|+1\right)} E(L)_{\varphi}\left(\vec{X}_{I_{i}}\right) \circ \mathcal{G}_{\varphi}^{+}\right),
\end{align*}
$$

where $\left(I_{1}, \ldots, I_{l}\right)$ is partition of the set $\{1, \ldots, k\}$, and $\vec{X}_{I}=\otimes_{i \in I} \vec{X}_{i}$. The main takeaway from (2.52) is the pattern of the composition of propagators and derivatives of $E(L)$, that is first the $\mathcal{G}_{\varphi}^{-}$'s, then a $\operatorname{single} \mathcal{G}$ and at the end some $\mathcal{G}_{\varphi}^{+}$'s intertwined by derivatives of $E(\mathcal{L})$. These will be key to some later proofs. We are now in a position to introduce the Peierls bracket:

Definition 2.4.4. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open, and $F, G \in \mathcal{F}_{\mu l o c}(B, \mathcal{U})$. Fix a generalized microlocal Lagrangian $\mathcal{L}$ whose linearized equations induce a normally hyperbolic operator. The retarded and advanced products $\mathrm{R}_{\mathcal{L}}(F, G), \mathrm{A}_{\mathcal{L}}(F, G)$ are functionals defined by

$$
\begin{align*}
\mathrm{R}_{\mathcal{L}}(F, G)(\varphi) & \doteq\left\langle d F_{\varphi}[0], \mathcal{G}_{\varphi}^{+} d G_{\varphi}[0]\right\rangle  \tag{2.53}\\
\mathrm{A}_{\mathcal{L}}(F, G)(\varphi) & \doteq\left\langle d F_{\varphi}[0], \mathcal{G}_{\varphi}^{-} d G_{\varphi}[0]\right\rangle \tag{2.54}
\end{align*}
$$

while the Peierls bracket of $F$ and $G$ is

$$
\begin{equation*}
\{F, G\}_{\mathcal{L}} \doteq \mathrm{R}_{\mathcal{L}}(F, G)-\mathrm{A}_{\mathcal{L}}(F, G) \tag{2.55}
\end{equation*}
$$

We recall that for a microlocal functional $F$, by (2.24)

$$
d F_{\varphi}[0](\vec{X})=\int_{M} f_{\varphi}^{(1)}[0]_{i}(x) X^{i}(x) d \mu_{g}(x),
$$

therefore we can write $\{F, G\}_{\mathcal{L}}(\varphi)$ as

$$
\begin{equation*}
\int_{M^{2}} f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) g_{\varphi}^{(1)}[0]_{j}(y) d \mu_{g}(x, y) \tag{2.56}
\end{equation*}
$$

where repeated indices as usual follows the Einstein notation. This implies clearly that Definition 2.4.4 is well posed. Moreover as a consequence of Lemma 2.4.3 we see that the Peierls bracket of $F$ and $G$ can also equivalently viewed as $\mathrm{R}_{\mathcal{L}}(F, G)-\mathrm{R}_{\mathcal{L}}(G, F)=\mathrm{A}_{\mathcal{L}}(G, F)-\mathrm{A}_{\mathcal{L}}(F, G)$.

We begin our analysis of the Peierls bracket by listing the support properties of the functionals defined in Definition 2.4.4.

Proposition 2.4.5. Let $\mathcal{U}, F, G$ be as in the above definition, then the retarded, advanced products and Peierls bracket are Bastiani smooth with the following support properties:

$$
\begin{align*}
& \operatorname{supp}\left(R_{\mathcal{L}}(F, G)\right) \subset J^{+}(\operatorname{supp}(F)) \cap J^{-}(\operatorname{supp}(G)),  \tag{2.57}\\
& \operatorname{supp}\left(A_{\mathcal{L}}(F, G)\right) \subset J^{+}(\operatorname{supp}(G)) \cap J^{-}(\operatorname{supp}(F)), \tag{2.58}
\end{align*}
$$

which combined yields

$$
\begin{equation*}
\operatorname{supp}\left(\{F, G\}_{\mathcal{L}}\right) \subset\left(J^{+}(\operatorname{supp}(F)) \cup J^{-}(\operatorname{supp}(F))\right) \cap\left(J^{+}(\operatorname{supp}(G)) \cup J^{-}(\operatorname{supp}(G))\right) \tag{2.59}
\end{equation*}
$$

Proof. By definition the support properties of $\mathcal{G}_{M}^{ \pm}$and $G_{M}^{ \pm}$are analogue, so combining these properties with $\mathrm{R}_{\mathcal{L}}(F, G)=\frac{1}{2} \mathrm{R}_{\mathcal{L}}(F, G)+\frac{1}{2} \mathrm{~A}_{\mathcal{L}}(G, F)$ yields the desired result. We now turn to the smoothness. We calculate the $k$-th derivative of $\mathrm{R}_{\mathcal{L}}$. By the chain rule, taking $\mathcal{P}(1, \ldots, k)$ the set of permutations of $\{1, \ldots, k\}$, we can write

$$
\begin{align*}
& d^{k} \mathrm{R}_{\mathcal{L}}(F, G)_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right) \\
& \quad=\sum_{\left(J_{1}, J_{2}, J_{3}\right) \subset P_{k}}\left\langle F_{\varphi}^{\left(\left|J_{1}\right|+1\right)}[0]\left(\otimes_{j_{1} \in J_{1}} \vec{X}_{j_{1}}\right), d^{\left(\left|J_{2}\right|\right)} \mathcal{G}_{\varphi}^{+}\left(\otimes_{j_{2} \in J_{2}} \vec{X}_{j_{2}}\right) G_{\varphi}^{\left(\left|J_{3}\right|+1\right)}[0]\left(\otimes_{j_{3} \in J_{3}} \vec{X}_{j_{3}}\right)\right\rangle \tag{2.60}
\end{align*}
$$

and similarly

$$
\begin{align*}
& d^{k} \mathrm{~A}_{\mathcal{L}}(F, G)_{\varphi}\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right) \\
& \quad=\sum_{\left(J_{1}, J_{2}, J_{3}\right) \subset P_{k}}\left\langle F^{\left(\left|J_{1}\right|+1\right)}[\varphi]\left(\otimes_{j_{1} \in J_{1}} \vec{X}_{j_{1}}\right), d^{\left(\left|J_{2}\right|\right)} \mathcal{G}_{\varphi}^{-}\left(\otimes_{j_{2} \in J_{2}} \vec{X}_{j_{2}}\right) G_{\varphi}^{\left(\left|J_{3}\right|+1\right)}[0]\left(\otimes_{j_{3} \in J_{3}} \vec{X}_{j_{3}}\right)\right\rangle \tag{2.61}
\end{align*}
$$

To see that the pairing in the derivatives of the advanced, retarded products are well defined, we use the kernel notation $(2.24)$, therefore we write the integral kernel of $\mathrm{R}_{\mathcal{L}}(F, G)$, which by a little abuse of notation we call $\mathrm{R}_{\mathcal{L}}(F, G)(x, y)$ for $x, y \in M$. It is

$$
\mathrm{R}_{\mathcal{L}}(F, G)(x, y)=f_{\varphi}^{(1)}[0]_{i}(x)\left(\mathcal{G}_{\varphi}^{+}\right)^{i j}(x, y) g_{\varphi}^{(1)}[0]_{j}(y)
$$

Using this notation, we can write the integral kernel $d^{k} \mathrm{R}_{\mathcal{L}}(F, G)_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)(x, y)$ in (2.60) as a sum of terms with two possible contributions:

1) $\left[J_{2}=\emptyset\right]$

$$
f_{\varphi}^{(p+1)}[0]_{i}\left(x, \vec{X}_{1}, \ldots, \vec{X}_{p}\right)\left(\mathcal{G}_{\varphi}^{+}\right)^{i j}(x, y) g_{\varphi}^{(q+1)}[0]_{j}\left(y, \vec{X}_{q+1} \ldots \vec{X}_{p+q}\right)
$$

where $p+q=k$. Due to smoothness of the functionals, this is well defined and continuous, so this
part yields a Bastiani smooth functional;
2) $\left.J_{2} \neq \emptyset\right]$

$$
\begin{aligned}
& \int_{M^{k-2}} f_{\varphi}^{\left(\left|J_{1}\right|+1\right)}[0]_{i}\left(x, \vec{X}_{J_{1}}\right)\left(\mathcal{G}_{\varphi}^{+}\right)^{i j_{1}}\left(x, z_{1}\right) \delta^{\left(\left|I_{1}\right|+1\right)} E(\mathcal{L})_{\varphi}[0]_{j_{1} j_{2}}\left(z_{1}, z_{2}, \vec{X}_{I_{1}}\right) \\
& \quad \times\left(\mathcal{G}_{\varphi}^{+}\right)^{j_{2} j_{3}}\left(z_{2}, z_{3}\right) \delta^{\left(\left|I_{2}\right|+1\right)} E(\mathcal{L})_{\varphi}[0]_{j_{3} j_{4}}\left(z_{3}, z_{4}, \vec{X}_{I_{2}}\right) \cdots \delta^{\left(\left|I_{l}\right|+2\right)} E(\mathcal{L})_{\varphi}[0]_{j_{2 l-1} j_{2 l}}\left(z_{2 l-1}, z_{2 l}, \vec{X}_{I_{l}}\right) \\
& \quad \times\left(\mathcal{G}_{\varphi}^{+}\right)^{j_{2 l} j}\left(z_{2 l}, y\right) g_{\varphi}^{\left(\left|J_{3}\right|+1\right)}[0]_{j}\left(y, \vec{X}_{p+k_{1}+\ldots+k_{l}+1}, \ldots, \vec{X}_{J_{3}}\right) d \mu_{g}\left(z_{1}, \ldots, z_{2 l}\right),
\end{aligned}
$$

where $I_{1} \cup \ldots \cup I_{l}=J_{2}$. Again due to the Bastiani smoothness of all functionals involved in the above formula, we conclude that this piece too exists and is continuous. Hence as a whole $\mathrm{R}_{\mathcal{L}}(F, G)_{\varphi}^{(k)}$. Repeating the above calculations for $\mathrm{A}_{\mathcal{L}}$ amounts to substituting each + with - , resulting in Bastiani smoothness for the advanced product. Finally since $\{F, G\}_{\mathcal{L}}=\mathrm{R}_{\mathcal{L}}(F, G)-\mathrm{A}_{\mathcal{L}}(F, G)$ we conclude that it is smooth as well.

We have seen that the Peierls bracket is well defined for microlocal functionals, we stress however that the image under the Peierls bracket of microlocal functionals fails to be microlocal, it is therefore necessary to broaden the functional domain of this bracket. An idea is to use the full potential of microlocal analysis, and use wave front sets to define pairings. First though we make explicit the "good" subset of $T^{*} M$, that is, those subsets in which the wavefront can be localized.

Definition 2.4.6. Let $(M, g)$ be a Lorentzian spacetime, define $\Upsilon_{k}(g) \subset T^{*} M^{k}$ as follows:

$$
\begin{align*}
\Upsilon_{k}(g) \doteq\left\{\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right)\right. & \in T^{*} M^{k} \backslash 0: \\
& \left.\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right) \notin \bar{V}_{k}^{+}\left(x_{1}, \ldots, x_{k}\right) \cup \bar{V}_{k}^{-}\left(x_{1}, \ldots, x_{k}\right)\right\} \tag{2.62}
\end{align*}
$$

where

$$
\bar{V}_{k}^{ \pm}\left(x_{1}, \ldots, x_{k}\right)=\prod_{j=1}^{k} \bar{V}^{ \pm}\left(x_{j}\right)
$$

If $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ is open we say that a functional $F: \mathcal{U} \rightarrow \mathbb{R}$ with compact support is microcausal with respect to the Lorentz metric $g$ in $\varphi$ if $\operatorname{WF}\left(d^{k} F_{\varphi}[0]\right) \cap \Upsilon_{k}(g)=\emptyset$ for all $k \in \mathbb{N}$. We say that $F$ is microcausal with respect to $g$ in $\mathcal{U}$ if $F$ is microcausal for all $\varphi \in \mathcal{U}$. We denote the set of microcausal functionals in $\mathcal{U}$ by $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$.

One can show by induction, using (2.23), that the two definitions are equivalent. The case $k=1$ is trivial, while the case with arbitrary $k$ follows from:

Lemma 2.4.7. Suppose that for microcausal functional $F$ there is a given symmetric linear connection having WF $\left(\nabla^{n-1} F_{\varphi}[0]\right) \cap \Upsilon_{n-1}(g)=\emptyset$, then

$$
\mathrm{WF}\left(\nabla^{n} F_{\varphi}[0]\right) \cap \Upsilon_{n}(g)=\emptyset
$$

Proof. From (2.23) we have

$$
\begin{aligned}
& \nabla^{n} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{n}\right) \\
& \doteq d^{n} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{n}\right)+\sum_{j=1}^{n} \frac{1}{n!} \sum_{\sigma \in \mathcal{P}(n)} \nabla^{n-1} F_{\varphi}[0]\left(\Gamma_{\varphi}\left(\vec{X}_{\sigma(j)}, \vec{X}_{\sigma(n)}\right), \vec{X}_{\sigma(1)}, \ldots,{\overrightarrow{\vec{X}_{\sigma(j)}}}, \ldots \vec{X}_{\sigma(n-1)}\right) .
\end{aligned}
$$

Assume that $\nabla^{n-1} F_{\varphi}[0]$ is microcausal. Since $F$ is microcausal as well, it is sufficient to show microcausality holds for the other terms in the sum. Due to symmetry of the connection, we can simply study the wave front set of a single term such as

$$
\begin{equation*}
\nabla^{n-1} F_{\varphi}\left(\Gamma_{\varphi}\left(\vec{X}_{j}, \vec{X}_{n}\right), \vec{X}_{1}, \ldots, \widehat{\vec{X}}_{j}, \ldots \vec{X}_{n-1}\right) \tag{2.63}
\end{equation*}
$$

The idea is to apply Theorem 8.2.14 in [44]. Recall that a connection $\Gamma_{\varphi}$ can be seen as a mapping $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ with associated integral kernel $\Gamma[\varphi](x, y, z)$ defined by

$$
\otimes^{3} \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right) \rightarrow \mathbb{R}:(\vec{X}, \vec{Y}, \vec{Z}) \mapsto \int_{M^{3}} h_{k l}(\varphi(x)) \Gamma[\varphi]_{i j}^{l}(x, y, z) \vec{X}^{i}(x) \vec{Y}^{j}(y) \vec{Z}^{k}(z) d \mu_{g}(x, y, z)
$$

where $h$ is an auxiliary Riemannian metric on the fiber of the bundle $B$ which is to be regarded as a tool for calculations. We can estimate the wave front set of $\Gamma[\varphi]_{i j}^{l}(x, y, z)$ by using the support properties of the connection coefficients $\Gamma_{\varphi}$ and obtain $\Gamma[\varphi]_{i j}^{l}(x, y, z)=\Gamma_{i j}^{l}(\varphi(x)) \delta(x, y, z)$, with $\Gamma_{i j}^{l}(\varphi(x))$ Christoffel coefficients of a connection on the typical fiber of $B$; thus

$$
\mathrm{WF}(\Gamma[\varphi])=\left\{(x, y, z, \xi, \eta, \zeta) \in T^{*} M^{3} \backslash 0: x=y=z, \xi+\eta+\zeta=0\right\} .
$$

Composition of the two integral kernels in (2.63) is well defined provided $\mathrm{WF}^{\prime}\left(\nabla^{n-1} F_{\varphi}[0]\right)_{M} \cap$ $\mathrm{WF}(\Gamma[\varphi])_{M}=\emptyset$ and that the projection map : $\triangle_{3} M \rightarrow M$ is proper. The former is a consequence of $\mathrm{WF}(\Gamma[\varphi])_{M}=\emptyset$, the latter is a trivial statement for the diagonal embedding. Then we can apply Theorem 8.2.14, and estimate

$$
\begin{aligned}
& \mathrm{WF}\left(\nabla^{n-1} F_{\varphi} \circ \Gamma_{\varphi}\right) \subset\{ \left(x_{1}, \ldots, x_{n}, \xi_{1}, \ldots, \xi_{n}\right) \in T^{*} M^{n}: \exists(y, \eta):\left(x_{j}, x_{n}, y, \xi_{j}, \xi_{n},-\eta\right) \in \mathrm{WF}(\Gamma[\varphi]), \\
&\left.\left(y, x_{1}, \ldots, \widehat{x_{j}}, \ldots, x_{n-1}, \eta, \xi_{1}, \ldots, \widehat{\xi_{j}}, \ldots, \xi_{n-1}\right) \in \mathrm{WF}\left(\nabla^{n-1} F_{\varphi}[0]\right)\right\} \\
& \bigcup\left\{\left(x_{1}, \ldots, x_{n}, \xi_{1}, \ldots, \xi_{n}\right) \in T^{*} M^{n}: x_{j}=x_{n}, \xi_{j}=\xi_{n}=0,\right. \\
&\left.\left(y, x_{1}, \ldots, \widehat{x_{j}}, \ldots, x_{n-1}, 0, \xi_{1}, \ldots, \widehat{\xi_{j}}, \ldots, \xi_{n-1}\right) \in \mathrm{WF}\left(\nabla^{n-1} F_{\varphi}[0]\right)\right\} \\
& \bigcup\left\{\left(x_{1}, \ldots, x_{n}, 0, \ldots, 0, \xi_{j}, 0, \ldots, 0, \xi_{n}\right) \in T^{*} M^{n}:\left(x_{j}, x_{n}, y, \xi_{j}, \xi_{n}, 0\right) \in \mathrm{WF}\left(\Gamma_{\varphi}\right),\right. \\
&\left.\left(y, x_{1}, \ldots, \widehat{x_{j}}, \ldots, x_{n-1}, \eta, 0, \ldots, 0\right) \in \mathrm{WF}\left(\nabla^{n-1} F_{\varphi}[0]\right)\right\} \\
&= \Pi_{1} \cup \Pi_{2} \cup \Pi_{3} .
\end{aligned}
$$

If by contradiction, we had that the $\nabla^{n-1} F_{\varphi} \circ \Gamma_{\varphi}$ was not microcausal, then there would be elements of its wavefront set for which all $\xi_{1}, \ldots, \xi_{n}$ are, say, future pointing. In this case those must belong to $\Pi_{1}$, but then $\eta$ is future pointing as well by the form of $\mathrm{WF}\left(\Gamma_{\varphi}\right)$, so that $\nabla^{n-1} F_{\varphi}$ is not microcausal, contradicting our initial assumption.

One can also show that microcausality does not depend upon the connection chosen by computing

$$
\begin{aligned}
\nabla^{n} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{n}\right)- & \widetilde{\nabla}^{n} F_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{n}\right) \\
= & \sum_{j=1}^{n} \frac{1}{n!} \sum_{\sigma \in \mathcal{P}(n)} \nabla^{n-1} F_{\varphi}[0]\left(\Gamma_{\varphi}\left(\vec{X}_{\sigma(j)}, \vec{X}_{\sigma(n)}\right), \vec{X}_{\sigma(1)}, \ldots, \widehat{\left.\vec{X}_{\sigma(j)}\right)}, \ldots \vec{X}_{\sigma(n-1)}\right) \\
& -\sum_{j=1}^{n} \frac{1}{n!} \sum_{\sigma \in \mathcal{P}(n)} \widetilde{\nabla}^{n-1} F_{\varphi}[0]\left(\widetilde{\Gamma}_{\varphi}\left(\vec{X}_{\sigma(j)}, \vec{X}_{\sigma(n)}\right), \vec{X}_{\sigma(1)}, \ldots, \widehat{\vec{X}_{\sigma(j)}}, \ldots \vec{X}_{\sigma(n-1)}\right) ;
\end{aligned}
$$

and then combining induction with Lemma 2.4.7 to get an empty wave front set for the terms on right hand side of the above equation. Another consequence of Lemma 2.4.7 is that microcausality of a functional does not depend on the ultralocal charts used to perform the derivatives. We immediately have the inclusion $\mathcal{F}_{r e g}(B, \mathcal{U}) \subset \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$.
Proposition 2.4.8. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open, then if $F \in \mathcal{F}_{\mu l o c}(B, \mathcal{U}), \operatorname{WF}\left(F_{\varphi}^{(k)}[0]\right)$ is conormal to $\triangle_{k}(M)$ i.e. $\mathrm{WF}\left(F_{\varphi}^{(k)}[0]\right) \subset\left\{\left(x, \ldots, x, \xi_{1}, \ldots, \xi_{k}\right): \xi_{1}+\ldots+\xi_{k}=0\right\}$ for all $k \geq 2$ and $\varphi \in \mathcal{U}$. Therefore $\mathcal{F}_{\mu l o c}(B, \mathcal{U}) \subset \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$.

Proof. Since the wavefront set is a local property independent from the chart, we fix any $\mathcal{U}_{\varphi}$ and calculate it there. Note that the first derivative results in a smooth functional, then we take the $k$ th derivative with $k \geq 2$. Going through the calculations, we get that $F_{\varphi}^{(k)}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)$ defines an integral kernel of the form

$$
\int_{M^{k}} f_{\varphi}^{(k)}[0]_{i_{1} \cdots i_{k}}\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{k}\right) \vec{X}_{1}^{i_{1}}\left(x_{1}\right) \cdots \vec{X}_{k}^{i_{k}}\left(x_{k}\right) d \mu_{g}\left(x_{1}, \ldots, x_{k}\right)
$$

where $f_{\varphi}^{(k)}[0]_{i_{1} \cdots i_{k}}$ is some smooth function for each indices $i_{1}, \ldots, i_{k}$. The calculation of the wavefront of such an integral kernel is equivalent to the calculation of the wave front of the diagonal delta, resulting in a subset of the conormal bundle to the diagonal map image. Therefore

$$
\mathrm{WF}\left(F_{\varphi}^{(k)}[0]\right)=N^{*} \triangle_{k}(M)=\left\{\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in T^{*} M^{k} \backslash 0: x_{1}=\cdots=x_{k} ; \sum_{j=1}^{k} \xi_{j}=0\right\}
$$

In addition if $\left(x, \ldots, x, \xi_{1}, \ldots, \xi_{k}\right)$ is in $\mathrm{WF}\left(F_{\varphi}^{(k)}[0]\right)$ and has, say, the first $k-1$ covectors in $\bar{V}_{k-1}^{+}(x, \ldots, x)$, by conormality $\xi_{k}=-\left(\xi_{1}+\ldots+\xi_{k-1}\right)$ and we see that $\xi_{k} \in \bar{V}^{-}(x)$, whence microlocality implies microcausality.

Theorem 2.4.9. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open and $\mathcal{L}$ a generalized microlocal Lagrangian with normally hyperbolic linearized equations. Then the Peierls bracket associated to $\mathcal{L}$ extends to $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$, has the same support property of Proposition 2.4.5 and depends only locally on $\mathcal{L}$, that is, for all $F, G \in \mathcal{F}_{\mu c}(B, \mathcal{U}, g),\{F, G\}_{\mathcal{L}}$ is unaffected by perturbations of $\mathcal{L}$ outside the right hand side of (2.59). The same locality property holds for the retarded and advanced products.

Proof. Clearly $\{F, G\}_{\mathcal{L}}$ is well defined, in fact since $\operatorname{WF}\left(G_{\varphi}^{(1)}[0]\right)$ is spacelike, and $\mathcal{G}_{\varphi}$, according to Theorem 1.2.16, propagates only lightlike singularities along lightlike geodesics, then $\mathcal{G}_{\varphi} d G_{\varphi}[0]$
must be smooth, giving a well defined pairing. As for support properties the proof can be carried on analogously to the proof of Proposition 2.4.5.

We now study the local behavior of the bracket. Suppose $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ are generalized Lagrangians, such that for some fixed $\varphi \in \mathcal{U}, \delta^{(1)} E\left(\mathcal{L}_{1}\right)_{\varphi}[0]$ and $\delta^{(1)} E\left(\mathcal{L}_{2}\right) \varphi[0]$ differ only in a region outside

$$
\begin{equation*}
\mathcal{O} \doteq\left(J^{+}(\operatorname{supp}(F)) \cup J^{-}(\operatorname{supp}(F))\right) \cap\left(J^{+}(\operatorname{supp}(G)) \cup J^{-}(\operatorname{supp}(G))\right) . \tag{2.64}
\end{equation*}
$$

By the support properties of retarded and advanced propagators of Proposition 2.4.5 we have

$$
\left\langle d F_{\varphi}[0],\left(\mathcal{G}_{\varphi, \mathcal{L}_{1}}^{+}-\mathcal{G}_{\varphi, \mathcal{L}_{2}}^{+}\right) d G_{\varphi}[0]\right\rangle=0
$$

as well as

$$
\left\langle d F_{\varphi}[0],\left(-\mathcal{G}_{\varphi, \mathcal{L}_{1}}^{-}+\mathcal{G}_{\varphi, \mathcal{L}_{2}}^{-}\right) d G_{\varphi}[0]\right\rangle=0 .
$$

Taking the sum of the two we find

$$
\{F, G\}_{\mathcal{L}_{1}}-\{F, G\}_{\mathcal{L}_{2}}=0
$$

Theorem 2.4.10. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B) C O$-open and $\mathcal{L}$ a generalized Lagrangian. If $F, G \in$ $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ we have that $\{F, G\}_{\mathcal{L}} \in \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ as well.

Proof. By Faà di Bruno's formula,

$$
\begin{align*}
& d^{k}\{F, G\}_{\mathcal{L}, \varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right) \\
& \quad=\sum_{\left(J_{1}, J_{2}, J_{3}\right) \subset P_{k}}\left\langle F_{\varphi}^{\left(\left|J_{1}\right|+1\right)}[0]\left(\otimes_{j_{1} \in J_{1}} \vec{X}_{j_{1}}\right), d^{\left(\left|J_{2}\right|\right)} \mathcal{G}_{\varphi}\left(\otimes_{j_{2} \in J_{2}} \vec{X}_{j_{2}}\right) G_{\varphi}^{\left(\left|J_{3}\right|+1\right)}[0]\left(\otimes_{j_{3} \in J_{3}} \vec{X}_{j_{3}}\right)\right\rangle . \tag{2.65}
\end{align*}
$$

while by (2.52),

$$
\begin{align*}
d^{\left|J_{2}\right|} \mathcal{G}_{\varphi}\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)=\sum_{l=1}^{k}(-1)^{l} & \sum_{\substack{\left(I_{1}, \ldots, I_{l}\right) \\
\in \mathcal{P}\left(J_{2}\right)}} \sum_{p=0}^{l}\left(\bigcirc_{i=1}^{p} \mathcal{G}_{\varphi}^{-} \circ \delta^{\left(\left|I_{i}\right|+1\right)} E(\mathcal{L})\left(\vec{X}_{I_{i}}\right)\right)  \tag{2.66}\\
& \circ \mathcal{G}_{\varphi} \circ\left(\bigcirc_{i=p+1}^{l} \delta^{\left(\left|I_{i}\right|+1\right)} E(\mathcal{L})_{\varphi}\left(\vec{X}_{I_{i}}\right) \circ \mathcal{G}_{\varphi}^{+}\right)
\end{align*}
$$

where $\bigcirc_{i=1}^{p}$ stands for composition of mappings indexed by $i$ from 1 to $p$. For the rest of the proof, we will use the integral notation we used in (2.24) and in the proof of Proposition 2.4.5. Recall that, by (2.42), the mapping $\delta^{(n)} E(\mathcal{L})_{\varphi}[0]$ has associated a compactly supported integral kernel $\mathcal{L}(1)_{\varphi}^{(n+1)}[0]\left(x, z_{1}, \ldots, z_{n}\right)$ and its wave front is in $N^{*} \triangle_{n+1}(M)$ by Proposition 2.4.8. Then again, we have two general cases:

1) $J_{2}=\emptyset$.

Then, letting $\left|J_{1}\right|=p,\left|J_{3}\right|=q=k-p$, the typical term has the form
$d^{k}\{F, G\}_{\varphi}[0]\left(z_{1}, \ldots, z_{k}\right)=\int_{M^{2}} f_{\varphi}^{(p+1)}[0]_{i}\left(x, z_{1}, \ldots, z_{p}\right), \mathcal{G}_{\varphi}^{i j}(x, y) g_{\varphi}^{(q+1)}[0]_{j}\left(y, z_{p+1}, \ldots, z_{k}\right) d \mu_{g}(x, y)$.

Suppose by contradiction that there is some $\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in \mathrm{WF}\left(\{F, G\}_{\varphi}[0]\right)$ has $\left(\xi_{1}, \ldots, \xi_{k}\right) \in$ $\bar{V}_{k}^{+}\left(x_{1}, \ldots, x_{k}\right)$ (the argument works similarly for $\left.\left(\xi_{1}, \ldots, \xi_{k}\right) \in \bar{V}_{k}^{-}\left(x_{1}, \ldots, x_{k}\right)\right)$. Using twice Theorem 8.2.14 in [44] in the above pairing yields

$$
\begin{aligned}
& \mathrm{WF}\left(\{F, G\}_{\varphi}^{(k)}[0]\right) \\
& \subseteq\left\{\left(z_{1}, \ldots, z_{k}, \xi_{1}, \ldots, \xi_{k}\right): \exists(y, \eta) \in T^{*} M\left(x, z_{1}, \ldots, z_{p},-\eta, \xi_{1}, \ldots, \xi_{p}\right) \in \mathrm{WF}\left(F_{\varphi}^{(p+1)}[0]_{i}\right),\right. \\
&\left.\left(x, z_{p+1}, \ldots, z_{k}, \eta, \xi_{p+1}, \ldots, \xi_{k}\right) \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{i j} G_{\varphi}^{(q+1)}[0]_{j}\right)\right\} \\
& \subset\left\{\left(z_{1}, \ldots, z_{k}, \xi_{1}, \ldots, \xi_{k}\right): \exists(x, \eta),(y, \zeta) \in T^{*} M:\left(x, z_{1}, \ldots, z_{p},-\eta, \xi_{1}, \ldots, \xi_{p}\right) \in \mathrm{WF}\left(F_{\varphi}^{(p+1)}[0]_{i}\right)\right. \\
&\left.(x, y, \eta,-\zeta) \in \operatorname{WF}\left(\mathcal{G}_{\varphi}^{i j}\right),\left(y, z_{p+1}, \ldots, z_{k}, \zeta, \xi_{p+1}, \ldots, \xi_{k}\right) \in \operatorname{WF}\left(G_{\varphi}^{(q+1)}[0]_{j}\right)\right\} .
\end{aligned}
$$

So if $\left(z_{1}, \ldots, z_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in \operatorname{WF}\left(\{F, G\}_{\varphi}^{(k)}\right)$, then $\exists(x, \eta),(y, \zeta) \in T^{*} M$ such that

$$
\begin{cases}\left(x, z_{1}, \ldots, z_{p},-\eta, \xi_{1}, \ldots, \xi_{p}\right) & \left.\in \mathrm{WF}\left(F_{\varphi}^{(p+1)}[0]_{i}\right)\right) \\ (x, y, \eta,-\zeta) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{i j}\right) \\ \left(y, z_{p+1}, \ldots, z_{k}, \zeta, \xi_{p+1}, \ldots, \xi_{k}\right) & \in \mathrm{WF}\left(G_{\varphi}^{(q+1)}[0]_{j}\right)\end{cases}
$$

Now by Theorem 1.2.16, $\mathrm{WF}\left(\mathcal{G}_{\varphi}^{i j}\right)$ contains pairs of lightlike covectors with opposite time orientation, therefore in case $\eta \in \bar{V}^{+}(x)$ (resp. $\left.\eta \in \bar{V}^{-}(x)\right)$, then $\zeta \in \bar{V}^{+}(y)$ (resp. $\zeta \in \bar{V}^{-}(y)$ ) in which case $\operatorname{WF}\left(G_{\varphi}^{(q+1)}[0]_{j}\right)$ (resp. $\left.\operatorname{WF}\left(F_{\varphi}^{(p+1)}[0]_{i}\right)\right)$ does violate the microcausality condition of Definition 2.4.6. 2) $J_{2} \neq \emptyset$.

Again let $\left|J_{1}\right|=p,\left|J_{3}\right|=k-q$, set also, referring to (2.66), $\left|I_{j}\right|=k_{j}$ for $j=1, \ldots, l$ so that $\left|J_{2}\right|=k_{1}+\cdots+k_{l}$. Combining (2.65) with (2.66) with the integral kernel notation we get

$$
\begin{align*}
\{F, G\}_{\varphi}^{(k)}[0]\left(z_{1}, \ldots, z_{k}\right)= & \int_{M^{k}} f_{\varphi}^{(p+1)}[0]_{i}\left(x, z_{1}, \ldots, z_{p}\right) \mathcal{G}_{\varphi}^{-i j_{1}}\left(x, x_{1}\right) d^{\left(k_{1}+2\right)} \mathcal{L}_{\varphi}[0]_{j_{1} i_{1}}\left(x_{1}, y_{1}, z_{I_{1}}\right) \\
& \mathcal{G}_{\varphi}^{-i_{1} j_{2}}\left(y_{1}, x_{2}\right) \cdots \mathcal{G}_{\varphi}^{-i_{m-1} j_{m}}\left(y_{m-1}, x_{m}\right) d^{\left(k_{m}+2\right)} \mathcal{L}_{\varphi}[0]_{j_{m} i_{m}}\left(x_{m}, y_{m}, z_{I_{m}}\right) \\
& \mathcal{G}_{\varphi}^{i_{m} j_{m+1}}\left(y_{m}, x_{m+1}\right) d^{\left(k_{m+1}+2\right)} \mathcal{L}_{\varphi}[0]_{j_{m+1} i_{m+1}}\left(x_{m+1}, y_{m+1}, z_{I_{m+1}}\right) \\
& \mathcal{G}_{\varphi}^{+i_{m+1} j_{m+2}}\left(y_{m+1}, z_{m+2}\right) \ldots d^{\left(k_{l}+2\right)} \mathcal{L}_{\varphi}[0]_{j_{l} i_{l}}\left(x_{l}, y_{l}, z_{I_{l}},\right) \mathcal{G}^{+i_{l} j}\left(y_{l}, y\right) \\
& g_{\varphi}^{(k-q+1)}[0]_{j}\left(y, z_{q+1}, \ldots, z_{k}\right) d \mu_{g}\left(x, x_{1}, y_{1}, \ldots, x_{l}, y_{l}, y\right) \tag{2.68}
\end{align*}
$$

Combining Theorem 8.2.14 in [44], Theorem 1.2.16 and Proposition 2.4.8 we can estimate the wave front set of the integral kernel of $\{F, G\}_{\varphi}^{(k)}[0]$ as all elements $\left(z_{1}, \ldots, z_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in T^{*} M^{k}$ for
which there are $(x, \eta),\left(x_{1}, \eta_{1}\right), \ldots,\left(x_{l} \eta_{l}\right),\left(y_{1}, \zeta_{1}\right), \ldots,\left(y_{l}, \zeta_{l}\right)(y, \zeta) \in T^{*} M$ such that

$$
\begin{cases}\left(x, z_{1}, \ldots, z_{p},-\eta, \xi_{1}, \ldots, \xi_{p}\right) & \in \mathrm{WF}\left(f_{\varphi}^{(p+1)}[0]_{i}\right), \\ \left(x, x_{1}, \eta,-\eta_{1}\right) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{-i j_{1}}\right) \\ \left(x_{1}, y_{1}, z_{I_{1} \mid}, \eta_{1},-\zeta_{1}, \xi_{I_{1}}\right) & \in \mathrm{WF}\left(d^{\left(k_{1}+2\right)} \mathcal{L}_{\varphi}[0]_{i_{1} j_{1}}\right), \\ \vdots & \vdots \\ \left(y_{m-1}, x_{m}, \zeta_{m-1},-\eta_{m}\right) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{-i_{m-1} j_{m}}\right), \\ \left(x_{m}, y_{m}, z_{I_{m}}, \eta_{m},-\zeta_{m}, \xi_{I_{m}}\right) & \in \mathrm{WF}\left(d^{\left(k_{m}+2\right)} \mathcal{L}_{\varphi}[0]_{i_{m} j_{m}}\right), \\ \left(y_{m}, x_{m+1}, \zeta_{m},-\eta_{m+1}\right) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{i_{m} j_{m+1}}\right), \\ \left(x_{m+1}, y_{m+1}, z_{I_{m+1}}, \eta_{m+1},-\zeta_{m+1}, \xi_{I_{m+1}}\right) & \in \mathrm{WF}\left(d^{\left(k_{m+1}+2\right)} \mathcal{L}_{\varphi}[0]_{i_{m+1} j_{m+1}}\right), \\ \left(y_{m+1}, x_{m+2}, \zeta_{m+1},-\eta_{m+2}\right) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{+i_{m+1} j_{m+2}}\right), \\ \vdots & \vdots \\ \left(y_{l-1}, x_{l}, \zeta_{l-1},-\eta_{l}\right) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{+i_{l-1} j_{l}}\right), \\ \left(x_{l}, y_{l}, z_{I_{l}}, \eta_{l},-\zeta_{l}, \xi_{I_{l}}\right) & \in \mathrm{WF}\left(d^{\left(k_{l}+2\right)} \mathcal{L}_{\varphi}[0]_{i_{l j} j_{l}}\right), \\ \left(y_{l}, y, \zeta_{l},-\zeta\right) & \in \mathrm{WF}\left(\mathcal{G}_{\varphi}^{+i_{l j}}\right), \\ \left(y, z_{k-q+1}, \ldots, z_{k}, \zeta, \xi_{k-q+1}, \ldots, \xi_{k}\right) & \in \mathrm{WF}\left(g_{\varphi}^{(k-q+1)}[0]_{j}\right) .\end{cases}
$$

Suppose by contradiction, as above, that $\left(z_{1}, \ldots, z_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in \mathrm{WF}\left(\{F, G\}_{\varphi}^{(k)}\right)$ has $\left(\xi_{1}, \ldots, \xi_{k}\right) \in$ $\bar{V}_{k}^{+}\left(z_{1}, \ldots, z_{k}\right)$ (resp. $\left.\left(\xi_{1}, \ldots, \xi_{k}\right) \in \bar{V}_{k}^{-}\left(z_{1}, \ldots, z_{k}\right)\right)$. Then $\zeta_{m}$ and $\eta_{m+1}$ are both either lightlike future directed, or lightlike past directed. In the first case, propagation of singularities implies that $\zeta$ is lightlike future directed, contradicting microcausality of $G_{\varphi}^{(k-q+1)}[0]$ (resp. $\zeta$ is lightlike past directed, contradicting the microlocality of $\left.G_{\varphi}^{(k-q+1)}[0]\right)$; in the second case, propagation of singularities implies that $\eta$ is lightlike past directed, contradicting microcausality of $F_{\varphi}^{(p+1)}[0]$ (resp. $\eta$ is lightlike future directed, contradicting the microlocality of $\left.F_{\varphi}^{(p+1)}[0]\right)$. We remark that in the wave front set of $\{F, G\}_{\varphi}^{(k)}[0]$ is the (finite) union under all possible choices of indices for all wave front sets of the form (2.67) or (2.68), each of which is however microcausal, implying that their finite union will be microcausal as well.

Theorem 2.4.11. The mapping $(F, G) \mapsto\{F, G\}_{\mathcal{L}}$ defines a Lie bracket on $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$, for all $\varphi \in \mathcal{U}$ CO-open.

Proof. Bilinearity and antisymmetry are clear from Definition 2.4.4, while Theorem 2.4.10 ensures the closure of the bracket operation. We are thus left with the Jacobi identity:

$$
\left\{F,\{G, H\}_{\mathcal{L}}\right\}_{\mathcal{L}}+\left\{G,\{H, F\}_{\mathcal{L}}\right\}_{\mathcal{L}}+\left\{H,\{F, G\}_{\mathcal{L}}\right\}_{\mathcal{L}}=0
$$

Using the integral kernel notation as in the above proof, we have

$$
\begin{aligned}
& \left\{F,\{G, H\}_{\mathcal{L}}\right\}_{\mathcal{L}}(\varphi)=\int_{M^{2}} f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y)\{G, H\}_{\mathcal{L}}^{(1)}[0]_{j}(y) d \mu_{g}(x, y) \\
& =\int_{M^{4}} f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y)\left(g_{\varphi}^{(2)}[0]_{j k}(y, z) \mathcal{G}_{\varphi}^{k l}(z, w) h_{\varphi}^{(1)}[0]_{l}(w)\right. \\
& \left.\quad+g_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{k l}(z, w) h_{\varphi}^{(2)}[0]_{j l}(y, w)\right) d \mu_{g}(x, y, z, w) \\
& -\int_{M^{6}} f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y)\left(d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y, y_{1}, x_{1},\right) \mathcal{G}_{\varphi}^{-}{ }^{k j_{1}}\left(z, y_{1}\right) g_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{i_{\varphi} l}\left(x_{1}, w\right) h_{\varphi}^{(1)}[0]_{l}(w)\right. \\
& \left.\quad \quad+d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y_{1}, x_{1}, y\right) \mathcal{G}_{\varphi}^{k j_{1}}\left(z, y_{1}\right) g_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{+i_{1} l}\left(x_{1}, w\right) h_{\varphi}^{(1)}[0]_{l}(w)\right) d \mu_{g}\left(x, y, z, w, x_{1}, y_{1}\right) .
\end{aligned}
$$

Summing over cyclic permutations of the first two terms yields

$$
\begin{aligned}
\int_{M^{4}} & \left(f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) g_{\varphi}^{(2)}[0]_{j k}(y, z) \mathcal{G}_{\varphi}^{k l}(z, w) h_{\varphi}^{(1)}[0]_{l}(w)\right. \\
& +f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) g_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{k l}(z, w) h_{\varphi}^{(2)}[0]_{j l}(y, w) \\
& +g_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) h_{\varphi}^{(2)}[0]_{j k}(y, z) \mathcal{G}_{\varphi}^{k l}(z, w) f_{\varphi}^{(1)}[0]_{l}(w) \\
& +g_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) h_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{k l}(z, w) f^{(2)} \varphi[0]_{j l}(y, w) \\
& +h_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) f^{(2)} \varphi[0]_{j k}(y, z) \mathcal{G}_{\varphi}^{k l}(z, w) g_{\varphi}^{(1)}[0]_{l}(w) \\
& \left.+h_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) f_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{k l}(z, w) g_{\varphi}^{(2)}[0]_{j l}(y, w)\right) d \mu_{g}(x, y, z, w) \\
& =0
\end{aligned}
$$

while for the other two,

$$
\begin{aligned}
& \int_{M^{6}} d \mu_{g}\left(x, y, z, w, x_{1}, y_{1}\right) \\
& \left(f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} x_{1}}\left(y, y_{1}, i_{1},\right) \mathcal{G}_{\varphi}^{-}{ }^{k j_{1}}\left(z, y_{1}\right) g_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{i_{1} l}\left(x_{1}, w\right) h_{\varphi}^{(1)}[0]_{l}(w)\right. \\
& +f_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y, y_{1}, x_{1}\right) \mathcal{G}_{\varphi}^{k j_{1}}\left(z, y_{1}\right) g_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{+i_{1} l}\left(x_{1}, w\right) h_{\varphi}^{(1)}[0]_{l}(w) \\
& +g_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y, y_{1}, x_{1},\right) \mathcal{G}_{\varphi}^{-}{ }^{k j_{1}}\left(z, y_{1}\right) h_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{i_{1} l}\left(x_{1}, w\right) f_{\varphi}^{(1)}[0]_{l}(w) \\
& +g_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y, y_{1}, x_{1}\right) \mathcal{G}_{\varphi}^{k j_{1}}\left(z, y_{1}\right) h_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{+i_{1} l}\left(x_{1}, w\right) f_{\varphi}^{(1)}[0]_{l}(w) \\
& +h_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{j i}(x, y) d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y, y_{1}, x_{1},\right) \mathcal{G}_{\varphi}^{-k j_{1}}\left(z, y_{1}\right) f_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{i_{1} l}\left(x_{1}, w\right) g_{\varphi}^{(1)}[0]_{l}(w) \\
& \left.+h_{\varphi}^{(1)}[0]_{i}(x) \mathcal{G}_{\varphi}^{i j}(x, y) d^{(3)} \mathcal{L}_{\varphi}[0]_{j j_{1} i_{1}}\left(y, y_{1}, x_{1}\right) \mathcal{G}_{\varphi}^{k j_{1}}\left(z, y_{1}\right) f_{\varphi}^{(1)}[0]_{k}(z) \mathcal{G}_{\varphi}^{+i_{1} l}\left(x_{1}, w\right) g_{\varphi}^{(1)}[0]_{l}(w)\right) \\
& =0 .
\end{aligned}
$$

To make the simplifications we used the antisymmetry of the integral kernel $\mathcal{G}_{\varphi}(x, y)$, the adjoint relation between the propagators $\mathcal{G}^{+}(x, y)=\mathcal{G}^{-}(y, x)$ (see Lemma 2.4.3) and $\mathcal{G}_{\varphi}^{i j}=\mathcal{G}_{\varphi}^{j i}$.

### 2.5 Structure of the space of microcausal functionals

The first point of emphasis is to give a topology to $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$. We shall proceed step by step refining our starting definitions to better grasp the reasoning behind the choice of topology we will be giving $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$.

The simplest guess, as well as the weakest, on $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ is the locally convex topology that
corresponds to the initial topology induced by the mappings

$$
F \rightarrow F(\varphi) \in \mathbb{R} .
$$

To account for smooth functionals we try the initial topology with respect to mappings

$$
\begin{aligned}
& F \rightarrow F(\varphi) \in \mathbb{R} \\
& F \rightarrow \nabla^{k} F_{\varphi}[0] \in \Gamma_{c}^{-\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)
\end{aligned}
$$

This time we are leaving out all information on the wave front set which plays a role in defining microcausal functionals. To remedy we would like to set up the Hörmander topology on the spaces $\Gamma_{\Upsilon_{k, g}}^{-\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)$, however this is not immediately possible since $\Upsilon_{k, g}$ are open cones, and the Hörmander topology is given to closed ones, therefore we need the following result, whose proof can be found in Lemma 4.1 in [14],

Lemma 2.5.1. Given the open cone $\Upsilon_{k}(g)$ it is always possible to find a sequence of closed cones $\left\{\mathcal{V}_{m}(k) \subset T^{*} M^{k}\right\}_{m \in \mathbb{N}}$ such that $\mathcal{V}_{m}(k) \subset \operatorname{Int}\left(\mathcal{V}_{m+1}(k)\right)$ and $\cup_{m \in \mathbb{N}} \mathcal{V}_{m}(k)=\Upsilon_{k}(g)$ for all $k \geq 1$.

Then we can write

$$
\begin{equation*}
\Gamma_{c}^{-\infty} \Upsilon_{k}(g)\left(M^{k} \leftarrow \boxtimes_{k} \varphi^{*} V B\right)=\lim _{\underline{m \in \mathbb{N}}} \Gamma_{c}^{-\infty} \mathcal{V}_{m}(k)\left(M^{k} \leftarrow \boxtimes_{k} \varphi^{*} V B\right) \tag{2.69}
\end{equation*}
$$

By construction of the direct limit we have mappings

$$
\Gamma_{c}^{-\infty} \mathcal{V}_{m}(k)\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right) \rightarrow \Gamma_{c}^{-\infty} \Upsilon_{k}(g)\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)
$$

where the source space has $\mathcal{V}_{m}(k) \subset T^{*} M^{k}$ as a closed cone, so it can be given the Hörmander topology. In particular when we are dealing with standard compactly supported distributions its topology can be defined, see the remark after Theorem 18.1.28 in [43], to be the initial topology with respect to the mappings

$$
\begin{aligned}
& F \rightarrow F(\varphi) \in \mathbb{C} \\
& F \rightarrow P F \in \Gamma_{c}^{\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)
\end{aligned}
$$

where $\varphi$ is any smooth section of $B$ and $P$ any properly supported pseudo-differential operator of order zero on the vector bundle $\boxtimes^{k}\left(\varphi^{*} V B\right) \rightarrow M^{k}$ such that $\mathrm{WF}(P) \cap \mathcal{V}_{m}(k)=\emptyset$. Using that Definition 18.1.32 [43], Theorem 18.1.16 [43] and Theorem 8.2.13 in [44] can be generalized to the vector bundle case provided we use the notion (1.7) for the wave front set of vector valued distributions; we can argue as in Corollary 4.1 of [14] that each $\Gamma_{c \mathcal{V}_{m}(k)}^{-\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)$ becomes a Hausdorff topological space. By Theorem 2.1.15 since the base manifold $M$ is separable and the fibers are finite dimensional vector spaces, hence nuclear ${ }^{9}$ and Fréchet, we find that $\Gamma_{c}^{\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)$

[^15]is a nuclear limit-Fréchet space, it is Hausdorff, thus each
$$
\Gamma_{c \mathcal{V}_{m}(k)}^{-\infty}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)
$$
is nuclear as well. Finally by Porposition 50.1 pp. 514 in [70] the direct limit topology on
$$
\Gamma_{c}^{-\infty} \Upsilon_{k, g}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)
$$
is nuclear for all $k$ (and also Hausdorff). We have therefore proved:
Lemma 2.5.2. The direct limit topology on $\Gamma_{c}^{-\infty} \Upsilon_{k, g}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)$ induced as a direct limit topology of the spaces $\Gamma_{c}^{-\infty} \mathcal{V}_{m}(k)\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)$ with the Hörmander topology is a Hausdorff nuclear space.

Finally we can induce on $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ a topology by
Theorem 2.5.3. Given the set $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$, consider the mappings

$$
\begin{gather*}
\mathcal{F}_{\mu c}(B, \mathcal{U}, g) \ni F \mapsto F(\varphi) \in \mathbb{R},  \tag{2.70}\\
\mathcal{F}_{\mu c}(B, \mathcal{U}, g) \ni F \mapsto \nabla^{k} F_{\varphi}[0] \in \Gamma_{c}^{-\infty} \Upsilon_{k, g}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right), \tag{2.71}
\end{gather*}
$$

and the related initial topology on $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$. Then $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ is a nuclear locally convex topological space with a Poisson *-algebra with respect to the Peierls bracket of some microlocal generalized Lagrangian $\mathcal{L}$.
Proof. The nuclearity follows from the stability of nuclear spaces under projective limit topology, see Proposition 50.1 pp. 514 in [70], so using the nuclearity of both $\Gamma_{c}^{-\infty} \Upsilon_{k, g}\left(M^{k} \leftarrow \boxtimes^{k}\left(\varphi^{*} V B\right)\right)$ (via Lemma 2.5.2) and $\mathbb{R}$ (trivially) we have our claim. The Peierls bracket is well defined by Theorem 2.4.10 and satisfies the Jacobi identity due to Theorem 2.4.11, so we only have to show the Leibniz rule for the bracket, that is

$$
\{F, G H\}_{\mathcal{L}}=G\{F, H\}_{\mathcal{L}}+\{F, G\}_{\mathcal{L}} H
$$

However this follows once we show that the product $F, G \mapsto F \cdot G$ with $(F \cdot G)(\varphi)=F(\varphi) G(\varphi)$ is closed in $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ and then use $d(F \cdot G)_{\varphi}[0]=d F_{\varphi}[0] G(\varphi)+F(\varphi) d G_{\varphi}[0]$. The latter is a consequence of the definition of derivation (i.e. the standard Leibniz rule), so we are left with showing the former: we compute
$d^{k}(F \cdot G)_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)=\sum_{\sigma \in \mathcal{P}(1, \ldots, k)} \sum_{l=0}^{k} d^{l} F_{\varphi}[0]\left(\vec{X}_{\sigma(1)}, \ldots, \vec{X}_{\sigma(l)}\right) d^{k-l} G_{\varphi}[0]\left(\vec{X}_{\sigma(k-l+1)}, \ldots, \vec{X}_{\sigma(k)}\right)$,
where $\mathcal{P}(1, \ldots, k)$ is the set of permutations of $\{1, \ldots, k\}$. For each of those terms using Theorem 8.2.9 in [44] we have

$$
\begin{aligned}
\mathrm{WF}\left(F_{\varphi}^{(l)}[0] G_{\varphi}^{(k-l)}[0]\right) \subset & \mathrm{WF}\left(F_{\varphi}^{(l)}[0]\right) \times \mathrm{WF}\left(G_{\varphi}^{(k-l)}[0]\right) \\
& \bigcup \mathrm{WF}\left(G_{\varphi}^{(k-l)}[0]\right) \times\left(\operatorname{supp}\left(G_{\varphi}^{(k-l)}[0]\right) \times\{0\}\right) \\
& \bigcup\left(\operatorname{supp}\left(F_{\varphi}^{(l)}[0]\right) \times\{0\}\right) \times \mathrm{WF}\left(G_{\varphi}^{(k-l)}[0]\right),
\end{aligned}
$$

and therefore microcausality is met.
Note that closed linear subspaces of $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ are nuclear as well (see Proposition 50.1 in [70]), so $\mathcal{F}_{\mu l o c}(B, \mathcal{U}, g)$ is a Hausdorff nuclear space. The space $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ can be given a structure of a $C^{\infty}$-ring, more precisely

Proposition 2.5.4. If $F_{1}, \ldots, F_{n} \in \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ and $\psi \in V \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ is smooth, then $\psi\left(F_{1}, \ldots, F_{n}\right) \in$ $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ and

$$
\operatorname{supp}\left(\psi\left(F_{1}, \ldots, F_{n}\right)\right) \subset \bigcup_{i=1}^{n} \operatorname{supp}\left(F_{i}\right)
$$

Proof. First we check the support properties. Suppose that $x \notin \cup_{i=1}^{n} \operatorname{supp}\left(F_{i}\right)$, we can find an open neighborhood $V$ of $x$ for which given any $\varphi \in \mathcal{U}$ and any $\vec{X} \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ having $\operatorname{supp}(\vec{X}) \subset V$ implies $\left(F_{i} \circ u_{\varphi}\right)(t \vec{X})=\left(F_{i} \circ u_{\varphi}\right)(0)$ for all $t$ in a suitable neighborhood of $0 \in \mathbb{R}$. Then $\psi\left(\left(F_{1} \circ u_{\varphi}\right)(t \vec{X}), \ldots,\left(F_{n} \circ u_{\varphi}\right)(t \vec{X})\right)=\psi\left(\left(F_{1} \circ u_{\varphi}\right)(0), \ldots,\left(F_{n} \circ u_{\varphi}\right)(0)\right)$ as well giving $x \notin$ $\operatorname{supp}\left(\psi \circ\left(F_{1}, \ldots, F_{n}\right)\right)$. We immediately see that the composition is Bastiani smooth, so consider its $k$ th derivative expressed via Faà di Bruno's formula:

$$
\begin{aligned}
& d^{k} \psi\left(F_{1}, \ldots, F_{1}\right)_{\varphi}[0]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right) \\
& =\sum_{\substack{\left(J_{1}, \ldots, J_{n}\right) \\
\in \mathcal{P}(1, \ldots, k)}} \frac{\partial^{k} \psi\left(F_{1}(\varphi), \ldots, F_{n}(\varphi)\right)}{\partial z^{J_{1}+\ldots J_{n}}}\left(F_{1}^{\left(\left|J_{1}\right|\right)}[0]\left(\vec{X}_{j_{1,1}, 1}, \ldots, \vec{X}_{j_{\left|J_{1}\right|, 1}}\right) \cdots \cdot F_{n \varphi}^{\left(\left|J_{n}\right|\right)}[0]\left(\vec{X}_{j_{1, n},}, \ldots, \vec{X}_{j_{\left|J_{n}\right|, n}}\right)\right)
\end{aligned}
$$

where $\mathcal{P}(1, \ldots, k)$ denotes the set of partitions of $\{1, \ldots, k\}$ and $z \in \mathbb{R}^{n}$. Since $\psi$ is smooth the only contribution to the wavefront set of the composition is the product of functional derivative in the above sum, for which Theorem 8.2.9 in [44] gives

$$
\begin{aligned}
\mathrm{WF} & \left(F_{1}^{\left(\left|J_{1}\right|\right)}, \ldots, F_{n}^{\left(\left|J_{n}\right|\right)}\right) \\
\subset & \mathrm{WF}\left(F_{1}^{\left(\left|J_{\varphi}\right|\right)}\right) \times \ldots \times \mathrm{WF}\left(F_{n \varphi}^{\left(\left|J_{n}\right|\right)}\right) \\
& \bigcup \operatorname{supp}\left(F_{1 \varphi}^{\left(\left|J_{1}\right|\right)}\right) \times\{\overrightarrow{0}\}^{\left|J_{1}\right|} \times \mathrm{WF}\left(F_{2}^{\left(\left|J_{2}\right|\right)}\right) \times \ldots \times \mathrm{WF}\left(F_{n \varphi}^{\left(\left|J_{\varphi}\right|\right)}\right) \\
& \ldots \\
& \bigcup \mathrm{WF}\left(F_{1 \varphi}^{\left(\left|J_{\varphi}\right|\right)}\right) \times \ldots \times \mathrm{WF}\left(F_{n-1 \varphi}^{\left(\left|J_{n-1}\right|\right)}\right) \times \operatorname{supp}\left(F_{n \varphi}^{\left(\left|J_{n}\right|\right)}\right) \times\{\overrightarrow{0}\}^{\left|J_{n}\right|} \\
& \ldots \\
& \bigcup \operatorname{supp}\left(F_{1 \varphi}^{\left(\mid J_{J_{l} \mid}\right)}\right) \times\{\overrightarrow{0}\}^{\left|J_{1}\right|} \times \ldots \times \operatorname{supp}\left(F_{n-1 \varphi}^{\left(\left|J_{n-1}\right|\right)}\right) \times\{\overrightarrow{0}\}^{\left|J_{n-1}\right|} \times \mathrm{WF}\left(F_{n \varphi}^{\left(\left|J_{n}\right|\right)}\right) .
\end{aligned}
$$

We clearly have that if an element of $\mathrm{WF}\left(F_{1}^{\left(\left|J_{1}\right|\right)}, \ldots, F_{n}^{\left(\left|J_{n}\right|\right)}\right)$ was contained in either $\bar{V}_{+, g}^{k}$ or $\bar{V}_{-, g}^{k}$ then at least one of the initial functional cannot be microcausal.

Going through the same calculation for the proof of Proposition 2.5.4 we get the expression for the Peierls bracket of this composition:

$$
\begin{equation*}
\left\{\psi\left(F_{1}, \ldots, F_{n}\right), G\right\}_{\mathcal{L}}=\sum_{j=1}^{n}\left(\frac{\partial \psi}{\partial z^{j}}\left(F_{1}, \ldots, F_{n}\right)\left\{F_{j}, G\right\}_{\mathcal{L}}\right) \tag{2.72}
\end{equation*}
$$

With the topology of Theorem 2.5.3 the space of microcausal functionals lacks sequential continuity. Consider as an example the simpler case where $B=M \times \mathbb{R}$, then choose $F: \varphi \in \mathcal{U} \mapsto \int_{M} \varphi(x) \omega$
for some smooth compactly supported $m$-form $\omega$ over $M$, also let $\left\{f_{n}\right\}$ be a sequence of smooth functions : $\mathbb{R} \rightarrow[0,1]$ supported in $[-2,2]$ and converging pointwise to the characteristic function of $[-1,1], \chi_{[-1,1]}$, then sequences of derivatives of $f_{n}$ all converge punctually to the zero function on $\mathbb{R}$. If we define $F_{n}(\varphi)=f_{n} \circ F(\varphi)$, then pointwise $F_{n}(\varphi) \rightarrow \chi_{[-1,1]} \circ F(\varphi)$ but

$$
F_{n}^{(k)}[0]\left(\psi_{1}, \ldots, \psi_{k}\right)=f_{n}^{(k)}(F(\varphi)) \int_{M} \psi_{1}(x) \omega(x) \ldots \int_{M} \psi_{k}(x) \omega(x)
$$

converges pointwise to the zero functional in the microcausal topology, however $\chi_{[-1,1]} \circ F(\cdot)$ is not even continuous, and definitely not microcausal. Thus the completion of this topology might be somewhat uncontrolled.

Remark. To define a topology that is both nuclear and has a well behaving sequential completion, we induce, as in [14], the strong convenient topology. We start with the following observations:

- let $\mathcal{U}$ be a CO-open subset of $\Gamma^{\infty}(M \leftarrow B)$, then the smooth curves $\gamma: I \subseteq \mathbb{R} \rightarrow \mathcal{U}$ are precisely the conveniently smooth curves from I to $\mathcal{U}$;
- by construction each $\mathcal{U}$ can be decomposed as the union of CO-open subsets $\sqcup_{\varphi \in \mathcal{U}} \mathcal{U} \cap \mathcal{V}_{\varphi}$, each of which is topologically isomorphic to an open subset of $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ with the LF topology;
- combining Corollary 2.1.9 we see that each smooth curve $\gamma: I \rightarrow \mathcal{U}$ is just valued in some $\mathcal{V}_{\varphi}$ for some $\varphi \in \mathcal{U}$.
- if $\varphi_{0} \in \mathcal{U}$ is fixed, we can can consider the ultralocal chart representation of any functional $F \in \mathcal{F}_{c}(\mathcal{U}, B)$ as $F_{\varphi_{0}}: \mathcal{U}_{0} \equiv u_{\varphi_{0}}\left(\mathcal{U} \cap \mathcal{U}_{\varphi_{0}}\right) \rightarrow \mathbb{R}$. Using the fact that the functional has compact support we can extend it to $\widetilde{F}_{\varphi_{0}}=F_{\varphi_{0}} \circ i_{\chi}: \widetilde{\mathcal{U}}_{0} \subset \Gamma^{\infty}\left(M \leftarrow \varphi_{0}^{*} V B\right) \rightarrow \mathbb{R}$ where $\chi \in C_{c}^{\infty}(M)$ has $\left.\chi\right|_{\operatorname{supp}(\mathrm{F})} \equiv 1, i_{\chi}(\vec{X})=\chi \vec{X}$ and $\widetilde{\mathcal{U}}_{0}=i_{\chi}^{-1}\left(\mathcal{U}_{0}\right)$ is CO-open.
- if we equip $\Gamma^{\infty}\left(M \leftarrow \varphi_{0}^{*} V B\right)$ with the $C O$-open topology, then it becomes a Fréchet space (the compact-open topology is equivalent to the topology of uniform convergence on compact subsets), thus, on $\tilde{\mathcal{U}}_{0}$, the notions of Bastiani smoothness and convenient smoothness do coincide by Proposition 1.3.23.

Next we note that, by (1.16), that we can write

$$
C^{\infty}\left(\widetilde{\mathcal{U}}_{0}, \mathbb{R}\right)=\lim _{\tilde{\gamma} \in C^{\infty}\left(\mathbb{R}, \tilde{\mathcal{U}}_{0}\right)} C^{\infty}(\mathbb{R}, \mathbb{R})=\left\{\{\widetilde{F}\}_{\tilde{\gamma}} \in \prod_{\tilde{\gamma} \in C^{\infty}\left(\mathbb{R}, \tilde{\mathcal{U}}_{0}\right)} C^{\infty}(\mathbb{R}, \mathbb{R}): \widetilde{F}_{\widetilde{\gamma}} \circ \kappa=\widetilde{F}_{\widetilde{\gamma} \circ \kappa}\right\}
$$

where the inverse limit is taken with respect to the pre-order $\gamma \leq \gamma^{\prime}$ if and only if there is $\kappa \in$ $C^{\infty}(\mathbb{R}, \mathbb{R})$ with $\gamma=\gamma^{\prime} \circ \kappa$. Moreover we induce on $C^{\infty}\left(\widetilde{\mathcal{U}}_{0}, \mathbb{R}\right)$ the initial topology from the Fréchet space topology on $C^{\infty}(\mathbb{R}, \mathbb{R})$ through the pullbacks $\gamma^{*}$. This is a nuclear and sequentially complete topology (see the discussion in remark 4.3 pp. 55 on [14]); finally, since $\mathcal{F}_{c}\left(B, \mathcal{U}_{0}\right)$ is closed in $C^{\infty}\left(\widetilde{\mathcal{U}}_{0}, \mathbb{R}\right)$, nuclearity and completeness are inherited in the quotient topology. This space is even a
locally convex topological vector space with the seminorms

$$
\begin{equation*}
\sup _{\substack{\left.t \in[a, b] \subset \mathbb{R} \\ \gamma \in C \infty \\\left(\vec{X}_{1}, \ldots, \mathcal{X}_{k}\right) \in \mathcal{B} \subset \boxtimes^{k} \Gamma^{\infty}\left(M \leftarrow \mathcal{H}_{0}\right) \\ \lim ^{*} V B\right)}}\left|\nabla^{(k)} F[\gamma(t)]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)\right|, \tag{2.73}
\end{equation*}
$$

where $\mathcal{B} \subset \boxtimes^{k} \Gamma^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ is a closed, bounded subset. Notice that due to $F$ having compact support, then we can evaluate $\nabla^{(k)} F[\gamma(t)]\left(\vec{X}_{1}, \ldots, \vec{X}_{k}\right)$ by taking a properly chosen cutoff $\chi \in$ $C_{c}^{\infty}(M)$ and calculating $\nabla^{(k)} F[\gamma(t)]\left(\chi \vec{X}_{1}, \ldots, \chi \vec{X}_{k}\right)$.

We can then induce a topology $\tau_{\mathrm{sc}}$, which we call the strong convenient topology, in $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ with (2.73) in place of (2.70), together with the seminorms (2.71). Then $\tau_{\text {sc }}$ will enjoy the following properties:
(a) it remains a nuclear locally convex space topology;
(b) will have a well controlled and nuclear ${ }^{10}$ completion, i.e. its completion amounts to the topology induced from the completion of the spaces $\Gamma_{c}^{-\infty} \Upsilon_{k, g}\left(M \leftarrow \varphi^{*} V B\right)$;
(c) the Poisson *-algebra and $C^{\infty}{ }_{-}$-ring operations are continuous and remain such when passing to the completion described in (b), thanks to the result of [7].

Before the next result, let us recall some notions from [51]. A topological space $(X, \tau)$ is Lindelöf if given any open cover of $X$ there is a countable open subcover, it is separable if it admits a countable dense subset, and it is second countable if it admits a countable basis for the topology.
Let $X$ be a Hausdorff locally convex topological space, possibly infinite dimensional, and take $S \subset C(X, \mathbb{R})$, a subalgebra. We say that $X$ is $S$-normal if $\forall A_{0}, A_{1}$ closed disjoint subsets of $X$ there is some $f \in S$ such that $\left.f\right|_{A_{i}}=i$, while we say it is $S$-regular if for any neighborhood $U$ of a point $x$ there exists a function $f \in S$ such that $f(x)=1$ and $\operatorname{supp}(f) \subset U$. A $S$-partition of unity is a family $\left\{\psi_{j}\right\}_{j \in J}$ of mappings $S \ni \psi_{j}: X \rightarrow \mathbb{R}$ with
(i) $\psi_{j}(x) \geq 0$ for all $j \in J$ and $x \in X$;
(ii) the set $\left\{\operatorname{supp}\left(\psi_{j}\right): j \in J\right\}$ is a locally finite covering of $X$,
(iii) $\sum_{j \in J} \psi_{j}(x)=1$ for all $x \in X$.

When $X$ admits such partition we say it is $S$-paracompact.
Proposition 2.5.5. The following facts hold true:
(i) Given any $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B) C O$-open and any $\varphi_{0} \in \mathcal{U}$ there is some $F \in \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ such that $F\left(\varphi_{0}\right)=1,0 \leq\left. F\right|_{\mathcal{U}} \leq 1$ and $\left.F\right|_{\Gamma^{\infty}(M \leftarrow B) \backslash \mathcal{U}_{\varphi_{0}}}=0$, i.e. $\mathcal{U}$ is $\mathcal{F}_{\mu c a u s}\left(B, \varphi_{0}, g\right)$-regular.
(ii) Any $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B) C O$-open admits locally finite partitions of unity belonging to $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$.
(iii) Given any $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B) C O$-open, the algebra $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ separates the points of $\mathcal{U}$, that is if $\varphi_{1} \neq \varphi_{2}$ there is a microcausal functional $F$ that has $F\left(\varphi_{1}\right) \neq F\left(\varphi_{2}\right)$.

[^16]Proof. To show $(i)$ take the chart $\left(\mathcal{U}_{\varphi_{0}}, u_{\varphi_{0}}\right)$ and consider the open subset $\mathcal{U} \cap \mathcal{U}_{\varphi_{0}}$, fix some compact $K \subset M$ and some $\omega \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B^{\prime} \otimes \Lambda_{m}(M)\right)$ with $\operatorname{supp}(\omega) \subset K$, then we can define a functional

$$
G_{\omega}: \mathcal{U} \cap \mathcal{U}_{\varphi_{0}} \ni \varphi \mapsto G_{\omega}(\varphi)=\int_{M} \omega\left(u_{\varphi_{0}}(\varphi)\right) .
$$

Denote now by $G$ the functional with $G(\varphi) \doteq G_{\omega} \circ u_{\varphi_{0}}^{-1}\left(u_{\varphi_{0}}(\varphi)\right)$. By construction $G\left(\varphi_{0}\right)=0$. Let now $\mathcal{W}=\left\{\varphi \in \mathcal{U} \cap \mathcal{U}_{0}: G(\varphi)<\epsilon^{2}\right\}$ for some constant $\epsilon$, then if $\chi: \mathbb{R} \rightarrow \mathbb{R}$ is a smooth function supported in $[-1,1]$ with $0 \leq\left.\chi\right|_{[-1,1]} \leq 1$ and $\left.\chi\right|_{[-1 / 2,1 / 2]} \equiv 1$, consider the new functional $F=\chi \circ\left(\frac{1}{\epsilon^{2}} G\right)$, since $G$ is microlocal (and thus microcausal by Proposition 2.4.8) and $\chi$ is smooth, by Propositions 2.5.4 $F$ is microcausal. Outside $\mathcal{W}, F$ is identically zero so we can smoothly extend it to zero over the rest of $\mathcal{U}$ to a new functional which we denote always by $F$ that has the required properties. We first show that $(i i)$ holds for $U_{\varphi}$. Using the chart $\left(U_{\varphi}, u_{\varphi}\right)$, we can identify $U_{\varphi}$ with an open subset of $\Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$. If we show that $U_{\varphi}$ is Lindelöf and is $\mathcal{F}_{\mu c}\left(B, \varphi_{0}, g\right)$-regular, then we can conclude via Theorem 16.10 pp .171 of $[51] . \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$-regularity was point $(i)$ while the Lindelöf property follows from Theorem 2.1.15. Now we observe that any $\mathcal{U}$ can be obtained as the disjoint union of subsets $\mathcal{V}_{\varphi_{0}} \doteq\left\{\psi \in \mathcal{U}: \operatorname{supp}_{\varphi_{0}}(\psi)\right.$ is compact $\}$. Each of this is Lindelöf and metrizable by Theorem 2.1.15, so given the open cover $\left\{\mathcal{U}_{\varphi}\right\}_{\varphi \in \mathcal{V}_{\varphi_{0}}}$, we can extract a locally finite subcover where each elements admits a partition of unity and then construct a partition of unity for the whole $\mathcal{V}_{\varphi_{0}}$. The fact that $\mathcal{U}=\sqcup \mathcal{V}_{\varphi_{0}}$ implies that the final partition of unity is the union of all others. Finally for (iii) just take $\mathcal{U}_{\varphi_{1}}, \mathcal{U}_{\varphi_{2}}$ and $F$ as in (i) constructed as follows: if $\varphi_{2} \in \mathcal{U}_{1}$ we choose $\epsilon<G\left(\varphi_{2}\right)$ for which $F\left(\varphi_{1}\right) \neq F\left(\varphi_{2}\right)$, if not then any $\epsilon>0$ does the job.

Definition 2.5.6. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open and $\mathcal{L}$ a generalized microlocal Lagrangian. We define the on-shell ideal associated to $\mathcal{L}$ as the subspace $\mathcal{I}_{\mathcal{L}}(B, \mathcal{U}, g) \subset \mathcal{F}_{\mu c}(B, \mathcal{U}, g)$ whose microcausal functionals are of the form

$$
\begin{equation*}
F(\varphi)=\vec{X}_{\varphi}\left(E(\mathcal{L})_{\varphi}[0]\right) \tag{2.74}
\end{equation*}
$$

with $X: \mathcal{U} \rightarrow T \mathcal{U}: \varphi \mapsto\left(\varphi, \vec{X}_{\varphi}\right)$ is a smooth vector field.
With our usual integral kernel notation we can also write (2.74) as

$$
\begin{equation*}
F(\varphi)=\int_{M} \vec{X}_{\varphi}^{i}(x) E(\mathcal{L})_{\varphi}[0]_{i}(x) d \mu_{g}(x) . \tag{2.75}
\end{equation*}
$$

We stress that functionals of the form (2.74) are those which can be seen as the derivation of the Euler-Lagrange derivative by kinematical vector fields over $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$.

Proposition 2.5.7. $\mathcal{I}_{\mathcal{L}}(B, \mathcal{U}, g)$ is a Poisson $*$-ideal of $\mathcal{F}_{\mu c}(B, \mathcal{U}, g)$.
Proof. Clearly is $F \in \mathcal{I}_{\mathcal{L}}(B, \mathcal{U}, g)$ then also $\bar{F}$ is. If $G \in \mathcal{F}_{\mu c}(B, \mathcal{U}, g), G \cdot F(\varphi)=G(\varphi) X(\varphi)\left(E(\mathcal{L})_{\varphi}[0]\right)$ but then $X^{\prime}=G \cdot X \in \mathfrak{X}(T \mathcal{U})$ as well, then $G \cdot F$ is in the ideal and is associated to the new vector field $X^{\prime}$. Finally we have to show that if $F \in \mathcal{I}_{\mathcal{L}}(B, \mathcal{U}, g)$ then also $\{F, G\}_{\mathcal{L}} \in \mathcal{I}_{\mathcal{L}}(B, \mathcal{U}, g)$. Fix $\varphi \in \mathcal{U}, \vec{Y}_{\varphi} \in T_{\varphi} \mathcal{U} ;$ by the chain rule

$$
d F_{\varphi}[0]\left(\vec{Y}_{\varphi}\right)=\int_{M}\left[\vec{X}_{\varphi}^{(1)}[0]^{i}\left(\vec{Y}_{\varphi}\right)\left(E(\mathcal{L})_{\varphi}[0]_{i}\right)+\vec{X}_{\varphi}^{i}\left(E^{(1)}(\mathcal{L})_{\varphi}[0]_{i}\left(\vec{Y}_{\varphi}\right)\right)\right] d \mu_{g}
$$

and

$$
\begin{aligned}
\{F, G\}_{\mathcal{L}}(\varphi) & =\left\langle d F_{\varphi}[0], \mathcal{G}_{\varphi} d G_{\varphi}[0]\right\rangle \\
& =\int_{M}\left[\vec{X}_{\varphi}^{(1)}[0]_{j}^{i}\left(\mathcal{G}_{\varphi}^{j k} g_{\varphi}^{(1)}[0]_{k}\right)\left(E(\mathcal{L})_{\varphi}[0]_{i}\right)+\vec{X}_{\varphi}^{i}\left(E^{(1)}(\mathcal{L})_{\varphi}[0]_{i j}\left(\mathcal{G}_{\varphi}^{j k} g_{\varphi}^{(1)}[0]_{k}\right)\right)\right] d \mu_{g} \\
& =\int_{M}\left\{\left[\vec{X}_{\varphi}^{(1)}[0]_{j}^{i}\left(\mathcal{G}_{\varphi}^{j k} g_{\varphi}^{(1)}[0]_{k}\right)\right]\left(E(\mathcal{L})_{\varphi}[0]_{i}\right)\right\} d \mu_{g}
\end{aligned}
$$

where we used that $\mathcal{G}_{\varphi}$ associates to its argument a solution of the linearized equations. Defining $\varphi \mapsto \vec{Z}_{\varphi}=\vec{X}_{\varphi}^{(1)}[0]_{j}^{i}\left(\mathcal{G}_{\varphi}^{j k} g_{\varphi}^{(1)}[0]_{k}\right) \partial_{i} \in \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} V B\right)$ yields a smooth mapping (by smoothness of $X$, the functional $G$ and the propagator $\left.\mathcal{G}_{\varphi}\right)$ defining the desired vector field.

Definition 2.5.8. Let $\mathcal{U} \subset \Gamma^{\infty}(M \leftarrow B)$ be $C O$-open and $\mathcal{L}$ a generalized microlocal Lagrangian. We define the on-shell algebra on $\mathcal{U}$ associated to $\mathcal{L}$ as the quotient

$$
\begin{equation*}
\mathcal{F}_{\mathcal{L}}(B, \mathcal{U}, g) \doteq \mathcal{F}_{\mu c}(B, \mathcal{U}, g) / \mathcal{I}_{\mathcal{L}}(B, \mathcal{U}, g) . \tag{2.76}
\end{equation*}
$$

This accounts for the algebra of observable once the condition $E(\mathcal{L})_{\varphi}[0]=0$ has been imposed on $\mathcal{U}$.

### 2.6 Examples

### 2.6.1 Wave maps

Finally we introduce, as an example of physical theory, wave maps. The configuration bundle, is $C=M \times N$, where $M$ is an $m$ dimensional Lorentzian manifold and $N$ an $n$ dimensional manifold equipped with a Riemannian metric $h$. The space of sections is canonically isomorphic to $C^{\infty}(M, N)$, the latter possess a differentiable structure induced by the atlas $\left(\mathcal{U}_{\varphi}, u_{\varphi}, \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T N\right)\right.$ ), where $u_{\varphi}$ has the exact same form (2.9), with the only difference being that the sections are $N$-valued mappings, thus exp can be taken as the exponential function induced by a Riemannian metric $h$ on $N$. The generalized Lagrangian for wave maps is

$$
\begin{equation*}
\mathcal{L}_{\mathrm{WM}}(f)(\varphi)=\frac{1}{2} \int_{M} f(x) \operatorname{Trace}\left(g^{-1} \circ\left(\varphi^{*} h\right)\right)(x) d \mu_{g}(x) ; \tag{2.77}
\end{equation*}
$$

obtained by integration of the standard geometric Lagrangian $\lambda=\frac{1}{2} g^{\mu \nu} h_{i j}(\varphi) \varphi_{\mu}^{i} \varphi_{\nu}^{j} d \mu_{g}$ smeared with a test function $f \in C_{c}^{\infty}(M)$. Computing the first functional derivative, as per (2.39), we get the associated E-L equations, which written in jets coordinates reads

$$
\begin{equation*}
h_{i j} g^{\mu \nu}\left(\varphi_{\mu \nu}^{i}+\{h\}_{k l}^{i} \varphi_{\mu}^{k} \varphi_{\nu}^{l}-\{g\}_{\mu \nu}^{\lambda} \varphi_{\lambda}^{i}\right)=0, \tag{2.78}
\end{equation*}
$$

where we denoted by $\{h\},\{g\}$ the coefficients of the linear connection associated to $h$ and $g$ respectively. Computation of the second derivative of (2.77) yields

$$
\begin{align*}
& \delta^{(1)} E\left(\mathcal{L}_{W M}\right)_{\varphi}[0]: \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T N\right) \times \Gamma_{c}^{\infty}\left(M \leftarrow \varphi^{*} T N\right) \rightarrow \mathbb{R} \\
&(\vec{X}, \vec{Y}) \mapsto \int_{M} \frac{1}{2}\left[g^{\mu \nu}(x) h_{i j}(\varphi(x)) \nabla_{\mu} X^{i}(x) \nabla_{\nu} Y^{j}(x)+A_{i j}^{\mu}(\varphi(x))\left(\nabla_{\mu} X^{i}(x) Y^{j}(x)+\nabla_{\mu} Y^{i}(x) X^{j}(x)\right)\right. \\
&\left.\quad+B_{i j}(\varphi(x)) X^{i}(x) Y^{j}(x)\right] d \mu_{g}(x) . \tag{2.79}
\end{align*}
$$

Where we choose $f \equiv 1$ in a neighborhood of $\operatorname{supp}(\vec{X}) \cup \operatorname{supp}(\vec{X})$ as done before. One can show that the coefficients $A_{i j}^{\mu}$ always vanish and

$$
\begin{aligned}
& \delta^{(1)} E\left(\mathcal{L}_{W M}\right)_{\varphi}[0](\vec{X}, \vec{Y}) \\
& \quad=\int_{M} \frac{1}{2}\left(g^{\mu \nu}(x) h_{i j}(\varphi(x)) \nabla_{\mu} X^{i}(x) \nabla_{\nu} Y^{j}(x)+R_{i l j}^{k}(\varphi(x)) p_{k}^{\alpha}(\varphi(x)) \varphi_{\alpha}^{l}(x) X^{i}(x) Y^{j}(x)\right) d \mu_{g}(x)
\end{aligned}
$$

where $R$ are the components of the Riemann tensor of the Riemannian metric $h$, and $p_{k}^{\alpha} \doteq \frac{\partial \lambda}{\partial y_{\alpha}^{k}}$ is the conjugate momenta of the Lagrangian $\lambda$. It is therefore evident that the induced differential operator $D_{\varphi}$ can be expressed locally as

$$
\begin{equation*}
D_{\varphi}(\vec{X})(x)=\left.\left(g^{\mu \nu}(x) h_{i j}(\varphi(x)) \nabla_{\mu \nu} \vec{X}^{i}(x)+R_{i l j}^{k}(\varphi(x)) p_{k}^{\alpha}(\varphi(x)) \varphi_{\alpha}^{l}(x) X^{i}(x)\right) d y^{j}\right|_{\varphi(x)} . \tag{2.80}
\end{equation*}
$$

Its principal symbol is clearly

$$
\sigma_{2}\left(D_{\varphi}\right)=\frac{1}{2} g^{\mu \nu} \frac{\partial}{\partial x^{\nu}} \frac{\partial}{\partial x^{\mu}} \otimes i d_{\varphi^{*} T N} .
$$

Theorem 1.2.16 then ensures the existence of the advanced and retarded propagators for Wave Maps $\mathcal{G}_{W M}^{ \pm}[\varphi]$. Their difference defines the causal propagator and consequently the Peierls bracket as in Definition 2.4.4. The results of Sections 2.3 and 2.4 do apply to wave maps: it is therefore possible to obtain a $*$-Poisson algebra generated by microcausal functionals $\mathcal{F}_{\mu c}(M \times N, g)$ which enjoys all the properties collected throughout Section 2.4.

### 2.6.2 Scalar field theories

We finish this chapter by translating some of the results obtained above in case where $B=M \times \mathbb{R}$. We will use those results in the following chapters. We notice at first that the manifold stricture of $C^{\infty}(M, \mathbb{R})$ is generated by charts $\left\{\left(\mathcal{U}_{\varphi}, u_{\varphi}, C_{c}^{\infty}(M)\right)\right\}$ where

$$
\begin{align*}
& \mathcal{U}_{\varphi}=\varphi+C_{c}^{\infty}(M) ;  \tag{2.81}\\
& u_{\varphi}(\psi)=\psi-\varphi .
\end{align*}
$$

Notice that the standard Euclidean metric on $\mathbb{R}$ has a globally defined exponential exp : $T \mathbb{R} \rightarrow \mathbb{R} \times \mathbb{R}$, then $\mathcal{U}_{\varphi}$ becomes the largest possible subset isomorphic to a copy of the modelling vector space. This enlargement of the chart open set yields a ultralocal chart independent result for the characterization of microlocal functionals in Proposition 2.3.11, therefore if $F: C^{\infty}(M, \mathbb{R})$ is microlocal and $F^{(1)}$ is
locally bornological, then

$$
\begin{equation*}
F(\varphi)=F\left(\varphi_{0}\right)=\int_{M} j_{x}^{r} \varphi^{*} \theta_{F, \varphi_{0}} \tag{2.82}
\end{equation*}
$$

for all $\varphi$ having $\varphi-\varphi_{0} \in C_{c}^{\infty}(M)$. We also remark that $C^{\infty}(M, \mathbb{R})$ can be seen as a disjoint union as

$$
C^{\infty}(M, \mathbb{R})=\bigsqcup_{\varphi \in C^{\infty}(M, \mathbb{R}) / \sim} \varphi+C_{c}^{\infty}(M)
$$

where $\sim$ is the equivalence relation defined by $\varphi_{1} \sim \varphi_{2}$ if and only if their difference $\varphi_{1}-\varphi_{2}$ is compactly supported. In this sense, (2.82) is a ultralocal chart independent object. Finally, due to Proposition 2.3.12, we also get that the

$$
F(\varphi)=\int_{M} j_{x}^{r} \varphi^{*} \theta_{F}
$$

for a globally defined $\theta \in \Omega^{n}(M)$.

In the sequel the dynamics will be that given by the Klein-Gordon Lagrangian:

$$
\begin{equation*}
\mathcal{L}_{f}: C^{\infty}(M, \mathbb{R}) \ni \varphi \mapsto \int_{M} f(x)\left(g^{\mu \nu} \nabla_{\mu} \varphi \nabla_{\nu} \varphi+m^{2} \varphi^{2}+\kappa R(g) \varphi^{2}\right)(x) d \mu_{g}(x) \tag{2.83}
\end{equation*}
$$

The latter generates the Klein-Gordon equations

$$
\begin{equation*}
P(\varphi) \equiv d \mathcal{L}_{1}[\varphi](x)=\left(g^{\mu \nu} \nabla_{\mu} \varphi \nabla_{\nu} \varphi+m^{2} \varphi+\kappa R(g)\right) \varphi . \tag{2.84}
\end{equation*}
$$

In particular the constants $m, \kappa$ are called the mass and the coupling constant of the theory. We also mention a special kind of functionals, i.e. those generating Wick powers, we denote them by

$$
\begin{equation*}
\phi_{(M, g)}^{k}(f): C^{\infty}(M, \mathbb{R}) \ni \varphi \mapsto \int_{M} f(x) \varphi^{k}(x) d \mu_{g}(x) \tag{2.85}
\end{equation*}
$$

It it easy to show that both (2.83), (2.85) are microlocal and are generalized Lagrangians according to Definition 2.3.13.

Finally, let us show some other results for the scalar case which we will extensively use in the following parts. In the scalar case the strong convenient topology is generated by seminorms

$$
\begin{gather*}
p_{[a, b], \gamma, \mathcal{B}}(F) \doteq \sup _{\substack{t \in[a, b]] \mathbb{R} \\
\gamma \in C C(\mathbb{R}, \mathcal{M}) \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in \mathcal{B}}}\left|d^{k} F[\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k}\right)\right|,  \tag{2.86}\\
p_{\varphi, \Upsilon_{k, g}, q, \chi}(F) \doteq\left\|F^{(k)[\varphi]}\right\|_{q, \chi, V}, \tag{2.87}
\end{gather*}
$$

where $\gamma: \mathbb{R} \rightarrow \mathcal{U}$ is a smooth curve valued in a $c^{\infty}$-open subset of $C^{\infty}(M), \mathcal{B}$ is a closed and bounded subset in $C^{\infty}(M)^{k} \simeq C^{\infty}\left(M^{k}\right), q \in \mathbb{N}, \chi \in C_{c}^{\infty}\left(M^{k}\right), V \subset T^{*} M^{k}$ with $\Upsilon_{k, g} \cap \operatorname{supp}(\chi) \times V=\emptyset$ are Hörmander seminorms in the direct limit topology of Lemma 2.5.2. Then we have the following technical result:

Lemma 2.6.1. $\mathcal{F}_{\text {reg }}(M, g) \subset \mathcal{F}_{\mu c}(M, g)$ is sequentially dense in the strong convenient topology.

Proof. Let $F \in \mathcal{F}_{\mu c}(M, g)$, we show that there exists a sequence $\left\{F_{n}\right\} \subset \mathcal{F}_{\text {reg }}(M, g)$ such that $F_{n} \rightarrow F$ in the strong convenient topology of $\mathcal{F}_{\mu c}(M, g)$. First we search for a sequence of mollifiers strongly converging to the identity mapping. We shall use [20, Theorem 12 pp .68$]$, which guarantees the existence of continuous linear mappings $S_{n}: C^{\infty}(M) \rightarrow C^{\infty}(M)$ such that $S_{n} \rightarrow i d_{C^{\infty}(M)}$ uniformly over bounded subsets of $C^{\infty}(M)$. Suppose that $F \in \mathcal{F}_{\mu c}(M, h)$ has support inside a compact $K \subset M$, and let $\chi \in C_{c}^{\infty}(M)$ with $\left.\chi\right|_{K}=1$. Set $F_{n}(\varphi)=F\left(S_{n}\left(\chi_{n} \varphi\right)\right)$, since each $S_{n}$ enlarges the support at most in a $1 / n$ neighborhood of $K, F\left(S_{n}\left(\chi_{n} \varphi\right)\right)=F\left(S_{n}(\varphi)\right)$; by the Schwartz kernel theorem we can represent $S_{n}(\chi \varphi)$ as

$$
S_{n}(\chi \varphi)(x)=\int_{M} S_{n}(x, y) \chi(y) \varphi(y) d \mu_{g}(y),
$$

where $S_{n} \in C^{\infty}\left(M^{2}\right)$ for each $n \in \mathbb{N}$. To simplify the notation, we shall write $S_{n}(\varphi)$ in place of $S_{n}(\chi \varphi)$. We claim that $\operatorname{WF}\left(d^{k} F_{n}[\varphi]\right)=\emptyset \forall n, k \in \mathbb{N}$. To wit, by linearity of each $S_{n}, d S_{n}[\varphi](\psi)=$ $S_{n}(\psi), d^{k} S_{n}[\varphi]=0 \forall k \geq 2$; thus the only non trivial term in Faà di Bruno's formula is

$$
d^{k} F_{n}[\varphi]\left(\psi_{1}, \ldots, \psi_{k}\right)=d^{k} F\left[S_{n}(\varphi)\right]\left(d S_{n}[\varphi]\left(\psi_{1}\right), \ldots, d S_{n}[\varphi]\left(\psi_{k}\right)\right)=d^{k} F\left[S_{n}(\varphi)\right]\left(S_{n}\left(\psi_{1}\right), \ldots, S_{n}\left(\psi_{k}\right)\right) .
$$

Its associated kernel, $d^{k} F_{n}\left[S_{n}(\varphi)\right]\left(x_{1}, \ldots, x_{k}\right)$, will have the form

$$
\int_{M^{k}} d^{k} F\left[S_{n}(\varphi)\right]\left(y_{1}, \ldots, y_{k}\right) S_{n}\left(x_{1}, y_{1}\right) \cdots S_{n}\left(x_{k}, y_{k}\right) d \mu_{g}\left(y_{1}, \ldots, y_{k}\right)
$$

By smoothness of each $S_{n}$, singularities of $d^{k} F\left[S_{n}(\varphi)\right]$ are suppressed and $d^{k} F_{n}\left[S_{n}(\varphi)\right]\left(x_{1}, \ldots, x_{k}\right)$ becomes smooth, therefore $F_{n} \in \mathcal{F}_{\text {reg }}(M)$. Finally we have to show convergence in the strong convenient topology, which is generated by the family of seminorms in (2.86) and (2.87). Since we are working with regular functionals, the second seminorms are trivial and all we have to check is convergence with respect to the first. In practice, chosen any seminorm and $\epsilon>0$, we have to show that there is some $n_{0}$ for which $n>n_{0}$ implies

$$
p_{\gamma,[a, b], B, k}\left(F_{n}-F\right)<\epsilon .
$$

Thus we estimate

$$
\begin{aligned}
p_{\gamma,[a, b], B, k}\left(F_{n}-F\right)= & \sup _{\substack{t \in[a, b]) \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}}\left|d^{k} F\left[S_{n}(\gamma(t))\right]\left(S_{n}\left(\psi_{1}\right), \ldots, S_{n}\left(\psi_{k}\right)\right)-d^{k} F[\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k}\right)\right| \\
\leq & \sup _{\substack{t \in[a, b] \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}} \mid d^{k} F\left[S_{n}(\gamma(t))\right]\left(S_{n}\left(\psi_{1}\right), \ldots, S_{n}\left(\psi_{k}\right)\right)-d^{k} F\left[S_{n}(\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k}\right) \mid\right. \\
& +\sup _{\substack{\left(\psi_{1} \in[a, b]\right.}}\left|d^{k} F\left[S_{n}(\gamma(t))\right]\left(\psi_{1}, \ldots, \psi_{k}\right)-d^{k} F[\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k}\right)\right| \\
& \leq \sup _{\substack{t \in[a, b] \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}}\left|d^{k} F\left[S_{n}(\gamma(t))\right]\left(S_{n}\left(\psi_{1}\right)-\psi_{1}, \ldots, S_{n}\left(\psi_{k}\right)-\psi_{k}\right)\right| \\
& +\sup _{\substack{t \in[a, b] \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}} \mid p_{S_{n}(\gamma(t)), \psi_{1}, \ldots, \psi_{k}(F)-p_{\gamma(t), \psi_{1}, \ldots, \psi_{k}}(F) \mid .}
\end{aligned}
$$

$F: C^{\infty}(M) \rightarrow \mathbb{R}$ is convenient smooth, hence Bastiani smooth due to the Fréchet space topology in $C^{\infty}(M)$; as a result all its derivatives are jointly continuous, and we can further estimate

$$
\begin{aligned}
& \left.\sup _{\substack{t \in[a, b] \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}}\left\{C q_{K, l}\left(S_{n}(\gamma(t))\right) \prod_{i=1}^{k} q_{K, l}\left(S_{n}\left(\psi_{i}\right)-\psi_{i}\right)\right)\right\} \\
& +\sup _{\substack{t \in[a, b] \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}}\left\{C^{\prime}\left(q_{K, l}\left(S_{n}(\gamma(t))-q_{K, l}(\gamma(t))\right) \prod_{i=1}^{k} q_{K, l}\left(\psi_{i}\right)\right)\right\} \\
& \left.\leq C \sup _{t \in[a, b]}\left\{q_{K, l}\left(S_{n}(\gamma(t))\right)\right\} \sup _{\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}\left\{\prod_{i=1}^{k} q_{K, l}\left(S_{n}\left(\psi_{i}\right)-\psi_{i}\right)\right)\right\} \\
& \left.+C^{\prime} \sup _{t \in[a, b]}\left\{q_{K, l}\left(S_{n}(\gamma(t))-\gamma(t)\right)\right\} \sup _{\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}\left\{\prod_{i=1}^{k} q_{K, l}\left(\psi_{i}\right)\right)\right\}
\end{aligned}
$$

where $q_{K, l}$ are the seminorms of the Fréchet topology on $C^{\infty}(M)$. The terms $\sup _{t \in[a, b]}\left\{q_{K, l}\left(S_{n}(\gamma(t))\right)\right\}$, $\left.\sup _{\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}\left\{\prod_{i=1}^{k} q_{K, l}\left(\psi_{i}\right)\right)\right\}$ are bounded by constants $D$ and $D^{\prime}$ respectively, due to continuity of the seminorms; moreover, since $S_{n}$ converges uniformly on bounded subsets of $C^{\infty}(M)$, we can find some $n_{0} \in \mathbb{N}$, having $\left.\sup _{\left(\psi_{1}, \ldots, \psi_{k}\right) \in B}\left\{q_{K, l}\left(S_{n}\left(\psi_{i}\right)-\psi_{i}\right)\right)\right\}<\frac{\epsilon}{2 C D}$ and $\sup _{\psi \in B^{\prime} \supset \gamma([a, b])}\left\{q_{K, l}\left(S_{n}(\psi)-\psi\right)\right\}<$ $\frac{\epsilon}{2 C^{\prime} D^{\prime}}$, finally establishing our claim. Notice that those estimates do not depend on the cut-off $\chi$ for choosing its support big enough, we can directly assume $\chi \equiv 1$.

## Chapter 3

## Functional formalism in quantum field theory: Wick powers

In this chapter we are transitioning from classical free field theories to quantum free field theories. First we review the definitions and properties of natural bundles: they are particular types of bundles which, broadly speaking, have a canonical way for lifting local diffeomorphisms of the base manifold to local automorphisms of the bundle. This notion is very common for one of the first bundles encountered in differential geometry is the tangent bundle, which has the aforementioned property, in particular given a local diffeomorphism we can associate its Jacobian matrix, and this is all is needed to create the trivializations of the tangent space. We stress this lifting of diffeomorphism (as well as the tangent mapping) has functorial origin, we will then see (Theorem 3.1.5, Theorem 3.1.4), that natural bundles can be equivalently described by a functor or through a geometrical construction. The reason we are interested in such objects is that they provide a framework for handling the geometric parameters of the theory which, in the case of Klein-Gordon theory in curved spacetime, will result in defining the natural bundle of background geometries (see (3.8) and Definition 3.1.7) whose sections $h=(g, m, \kappa)$ represents the metric, the mass and the coupling constant to gravity. The importance of such bundles is crucial for classical field theories for it gives a natural way of treating covariant functions and forms (for example see Theorem 3.1.9); however, it can be used in the quantum setting as well and will provide the technical framework for classifying ambiguities in the definition of Wick powers (c.f. Theorem 3.3.10).

The starting point for the quantum theory are the classical results obtained in Chapter 2, then we apply deformation quantization to the Poisson algebra of microcausal functionals $\left(\mathcal{F}_{\mu c},\{,\}_{(M, h)}\right)$ ( $h=(g, m, \kappa)$ is a background geometry), which consists in deforming the classical product of functionals to a $\star$-product. This is however, not directly possible for microcausal functionals; to find a way around we restrict the algebra to regular functionals and define there the $\star$ product. Introducing the notion of Hadamard state and using the characterization [64, Theorem 5.1] we show that it is possible to define a $\star_{H}$-product on $\mathcal{F}_{\mu c}$, where $H$ is a Hadamard parametrix. The issue here is that this $\star$ product is not uniquely defined for any two parametrix $H, H^{\prime}$ differ by a smooth function $d \in C^{\infty}(M \times M)$. Using the density of regular functionals into microcausal, we extend the regular $\star$ product to $\mathrm{a} \star$ product in the abstract algebra of microcausal functionals $\mathfrak{A}_{\mu c}$ with the property that whenever $H$ is the symmetric part of a Hadamard state, we have an
isomorphism of $\star$ algebras

$$
\alpha_{H}:\left(\mathfrak{A}_{\mu c}, \star\right) \rightarrow\left(\mathcal{F}_{\mu c}, \star_{H}\right)
$$

The next step is the definition of Wick powers (see Definition 3.3.9). As mentioned earlier, in [40], the characterization of uniqueness has been established using the rather strong analytical dependence of Wick powers on the background geometry. This condition was weakened in [47] to a milder one which was enough for using the Petree-Slovák Theorem and classify ambiguities in the definition of Wick powers. For the sake of thoroughness, we will state and prove the results obtained in [46, 47] for scalar field theories. We stress that, differently from [40, 47], we are not using on-shell algebras, since functional formalism is general enough to avoid working in this special condition. Several of the requirements of Wick powers were therefore generalized in Definition 3.3.9.

### 3.1 Natural bundles

Definition 3.1.1. A natural bundle is a covariant functor, $\mathfrak{N}: \mathfrak{M a n} \rightarrow \mathfrak{F B n d l}$, from the category of manifold and local diffeomorphisms to the category of fiber bundles and local fibered morphisms, satisfying the following properties:
(i) $\mathfrak{N}(M) \equiv(B, \pi, M, F)$ is a fiber bundle over $M$;
(ii) if $i: U \hookrightarrow M$ is the inclusion of a submanifold, then $\mathfrak{N}(i): \mathfrak{N}(U) \rightarrow \mathfrak{N}(M)$ is the inclusion of the sub-bundle $\mathfrak{N}(U) \equiv\left(\pi^{-1}(U),\left.\pi\right|_{U}, U, F\right)$ into the fiber bundle $\mathfrak{N}(M)$;
(iii) If $\Sigma$ is a parameter manifold and $\phi: \Sigma \times M \rightarrow N$ is a smooth family of local diffeomorphisms depending on the parameter $s \in \Sigma$, then $\mathfrak{N}(\phi): \Sigma \times \mathfrak{N}(M) \rightarrow \mathfrak{N}(N)$ is smooth.

It is now easy to see that the tangent bundle $\left(T M, \tau, M, \mathbb{R}^{n}\right)$ is an example of natural bundle, in fact $T$ is easily seen to be a covariant functor, $(i)$ is clear, $(i i)$ follows once we realize that $i: U \hookrightarrow$ is a local diffeomorphism that is locally the identity, therefore $T i: T U \rightarrow T M$ will be locally the identity as well, therefore forming a sub-bundle. Finally to show (iii) note that the fiber mapping $T \phi_{s}: T M \rightarrow T N$, where $s \in \Sigma$ is a parameter, will involve products and sums of coefficients of the Jacobian of $\phi_{s}, J_{\nu}^{\mu}(s)$, which is jointly smooth.

We now attempt to give a classification of the possible types of natural bundles. In order to do so, we will take, at first sight, a somewhat strange path which, in the end, will prove of great practical utility. To start consider open sets $U, V$ of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively each of which contains the origin, let

$$
\begin{aligned}
J_{0}^{k}(U, V)_{0} \doteq\left\{\alpha \in C^{\infty}(U, V): \alpha(0)=0\right\} / \sim \\
J_{0}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)_{0} \doteq\left\{\alpha \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right): \alpha(0)=0\right\} / \sim
\end{aligned}
$$

where the equivalence relation is given by $\alpha \sim \alpha^{\prime}$ if and only if $j_{0}^{k} \alpha=j_{0}^{k} \alpha^{\prime}$. Using local coordinates $\left(U, x^{i}\right)$ and $\left(V, y^{a}\right)$ we can write

$$
j_{0}^{k} \alpha=\left.\alpha^{a}\right|_{0}+\left.\frac{\partial \alpha^{a}}{\partial x^{i}}\right|_{0} x^{i}+\ldots+\left.\frac{1}{k!} \frac{\partial^{k} \alpha^{a}}{\partial x^{i_{1}} \ldots \partial x^{i_{k}}}\right|_{0} x^{i_{1}} \ldots x^{i_{k}} \equiv \alpha_{i}^{a} x^{i}+\ldots+\frac{1}{k!} \alpha_{i_{1} \ldots i_{k}}^{a} x^{i_{1}} \ldots x^{i_{k}}
$$

therefore we can make this space a $\left.n\binom{n+k}{n}-1\right)$-dimansional differentiable manifold structure whose coordinates are of the form $\left(\alpha_{i}^{a}, \ldots \alpha_{i_{1} \ldots i_{k}}^{a}\right)$. Moreover, provided $s<k$, we have smooth projections

$$
\pi_{s}^{k}: J_{0}^{k}(U, V)_{0} \rightarrow J_{0}^{s}(U, V)_{0}:\left(\alpha_{i}^{a}, \ldots \alpha_{i_{1} \ldots i_{k}}^{a}\right) \mapsto\left(\alpha_{i}^{a}, \ldots \alpha_{i_{1} \ldots i_{s}}^{a}\right)
$$

Another important property of those spaces is covariance for the jet functor $J_{0}^{k}(\cdot, \cdot)_{0}$ : let $\alpha \in$ $J_{0}^{k}(U, V)_{0}, \beta \in J_{0}^{k}(V, W)_{0}$ with $U, V, W$ open subsets of $\mathbb{R}^{n}, \mathbb{R}^{m}, \mathbb{R}^{p}$ respectively, then $\beta \circ \alpha$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ is well defined and the image of $0 \in \mathbb{R}^{n}$ is $0 \in \mathbb{R}^{p}$, moreover by Faà di Bruno's formula $[\beta \circ \alpha] \in J_{0}^{k}(U, W)_{0}$. As an example, for $k=2$ we have that locally $[\beta \circ \alpha]$ has the form

$$
\left(\beta_{j}^{a} \alpha_{i}^{j}, \beta_{i j}^{a} \alpha_{k}^{i} \alpha_{l}^{j}+\beta_{i}^{a} \alpha_{k l}^{i}\right) .
$$

Suppose that $m=n$, and that instead of generic mappings we only consider those that are invertible on a neighborhood of the origin. We shall denote this space as

$$
G L^{k}(n, \mathbb{R}) \doteq J_{0}^{k}(U, V)_{0}^{(\mathrm{inv})}
$$

Not only the latter space is a manifold but it is a Lie group as well: the inversion map is the one associating the local inverse, while the multiplication map is given by the composition of mappings; both operations are made by sums and products of monomials, and, as a consequence, are smooth. $G L^{k}(n, \mathbb{R})$ is then usually referred as the $k$ th order jet group of $G L(n, \mathbb{R})$, since, when $k=1$, we can readily identify the former with with the general linear group of $\mathbb{R}^{n}$.

Now we go one step further, let $e: U \subset \mathbb{R}^{n} \rightarrow M$ be a local diffeomorphism in a neighborhood of the origin $0 \in \mathbb{R}^{n}$, calculating its $k$ th order jet extension in the origin yields

$$
\left(j_{0}^{k} e\right)^{\mu}=e^{\mu}(0)+e_{i}^{\mu} x^{i}+\ldots+e_{i_{1} \ldots i_{k}}^{\mu} x^{i_{1}} \ldots x^{i_{k}}
$$

Similarly to what we did before, let $J_{0}^{k}(U, M)^{(\text {inv })}$ the $k$ th order jet space of invertible mappings with the structure of a fiber bundle over $M$ of dimension $n\binom{n+k}{n}$, which we denote by $L^{k}(M)$. Fibered coordinates are of the form $\left(e^{\mu}, e_{i}^{\mu} \ldots, e_{i_{1} \ldots i_{k}}^{\mu}\right)$, and coordinates transformations on $M$ with $x^{\prime \mu}=x^{\prime \mu}(x)$, induce transformations on $L^{k}(M)$ of the form

$$
\left\{\begin{array}{l}
e^{\prime \mu} \equiv x^{\prime \mu}(x),  \tag{3.1}\\
e_{i}^{\prime \mu}=J_{\alpha}^{\mu}(x) e_{i}^{\alpha}, \\
e_{i j}^{\prime \mu}=J_{\alpha}^{\mu}(x) e_{i j}^{\alpha}+J_{\alpha \beta}^{\mu}(x) e_{i}^{\alpha} e_{j}^{\beta}, \\
\ldots \\
e_{i_{1} \ldots i_{k}}^{\prime \mu} x^{i_{1}}=J_{\alpha}^{\mu} e_{i_{1} \ldots i_{k}}^{\alpha} x^{i_{1}}+\ldots+J_{\alpha_{1} \ldots \alpha_{k}}^{\mu} e_{i_{1}}^{\alpha_{1}} \ldots e_{i_{k}}^{\alpha_{k}} .
\end{array}\right.
$$

Lemma 3.1.2. $L^{k}(M) \rightarrow M$ is a principal fiber bundle, called the $k$ th order frame bundle, with structure group $G L^{k}(n, \mathbb{R})$.

Proof. We shall verify that the trivializations induced by (3.1) define trivializations as per Definition 1.2.4. The projection $\pi: L^{k}(M) \rightarrow M: j_{0}^{k} e \mapsto e(0)$ is a well defined smooth mapping, consider
some atlas $\left\{U_{a}, x^{\mu}\right\}_{a \in A}$ of $M$, and define trivializations

$$
\begin{equation*}
t_{(a)}: L^{k}(M) \rightarrow M \times G L^{k}(n, \mathbb{R}): j_{0}^{k} e \mapsto\left(e(0), j_{0}^{k} \alpha\right), \tag{3.2}
\end{equation*}
$$

where $j_{0}^{k} \alpha \in G L^{k}(n, \mathbb{R})$ is the unique element in the equivalent class whose $k$ th order jet expansion in $0 \in \mathbb{R}^{n}$ is

$$
\alpha(0)=e_{i}^{\mu} x^{i}+\ldots+e_{i_{1} \ldots i_{k}}^{\mu} x^{i_{1}} \ldots x^{i_{k}}+R_{k+1}(x)
$$

Since the mappings $t_{(a)}$ involve only polynomial terms, they are smooth. Transition mappings associates to trivializations $t_{(a)}$ and $t_{(b)}$ takes the form

$$
\begin{align*}
& t_{(a b)}: U_{\alpha \beta} \times G L^{k}(n, \mathbb{R}) \rightarrow U_{\alpha \beta} \times G L^{k}(n, \mathbb{R})  \tag{3.3}\\
& \quad j_{0}^{k}(x \circ e) \equiv\left(e(0), j_{0}^{k} \alpha\right) \mapsto j_{0}^{k}\left(x^{\prime} \circ e\right) \equiv\left(\left(x^{\prime} \circ e\right)(0), j_{0}^{k}(J \circ \alpha)\right),
\end{align*}
$$

which specified in coordinates reads $\left(e^{\mu}, e_{i}^{\mu} \ldots, e_{i_{1} \ldots i_{k}}^{\mu}\right) \mapsto\left(e^{\prime \mu}, e_{i}^{\mu} \ldots, e_{i_{1} \ldots i_{k}}^{\mu}\right)$ and the relation between the two is given by (3.1). In other words we are identifying the transition mapping as a left action of the element $j^{k} J \in G L^{k}(n, \mathbb{R})$, given by the Jacobian its subsequent derivatives, on the element $j_{0}^{k} \alpha$ of the typical fiber. All of (3.2), (3.3) are smooth in the respective domains since are polynomials in the respective variables.

Since all principal bundles come equipped with a global right action, we explicitly write down the one of $G L^{k}(n, \mathbb{R})$ on $L^{k}(M)$ :

$$
\begin{equation*}
L^{k}(M) \times G L^{k}(n, \mathbb{R}) \rightarrow L^{k}(M):\left(j_{0}^{k} e, j_{0}^{k} \beta\right) \mapsto j_{0}^{k}(e \circ \beta) \tag{3.4}
\end{equation*}
$$

which locally, for $k=2$, reads

$$
\left(e^{\mu}, e_{a}^{\mu}, e_{a b}^{\mu}, \alpha_{i}^{a}, \alpha_{i j}^{a}\right) \mapsto\left(e^{\mu}, e_{a}^{\mu} \alpha_{i}^{a}, e_{a b}^{\mu} \alpha_{i}^{a} \alpha_{j}^{b}+e_{a}^{\mu} \alpha_{i j}^{a}\right)
$$

The reason why $L^{k}(M)$ is called the $k$ th order frame bundle is that, when $k=1$, it becomes the usual frame bundle ${ }^{1}$. It is customary to introduce the tangent bundle $T M$ of $M$ as as the space of kinematic tangent vectors of $M$, it can, however, also be seen as the bundle associated to the frame bundle $L(M)$ with the left action $\lambda: G L(n, \mathbb{R}) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ that it is induced by left multiplication of a matrix on a vector. Define a bundle

$$
L(M) \times_{\lambda} \mathbb{R}^{n} \doteq L(M) \times \mathbb{R}^{n} / \sim_{\lambda}
$$

where the equivalence relation is given by $(p, v) \sim\left(p^{\prime}, v^{\prime}\right)$ if there is some $A \in G L(n, \mathbb{R})$ such that $p^{\prime}=R_{A}(p)$ and $v^{\prime}=\lambda_{A}(v)$. Coordinates are of the form ( $x^{\mu}, v^{\mu}$ ), and if we change them on $M$ via $x^{\prime}=x^{\prime}(x)$ we have induced a transformation $v^{\prime \mu}=J_{\nu}^{\mu} v^{\nu}$. By (ii) in Proposition 1.2.2 $L(M) \times{ }_{\lambda} \mathbb{R}^{n} \simeq T M$.

The case of the tangent bundle presented above points to the emergence of a certain pattern:

[^17]bundles associated with frame bundles are natural. In order to prove it we shall need some intermediate results.

Lemma 3.1.3. $L^{k}: M \mapsto L^{k}(M)$ is a functor from the category of manifolds and local diffeomorphisms to the category of fiber bundles and local fibered morphisms.

Proof. From Lemma 3.1.2, we have that for each manifold $M$ (resp. $U \subset M$ ), $L^{k}(M)$ (resp. $\left.L^{k}(U) \subset L^{k}(M)\right)$ is a principal fiber bundle. Suppose that $\psi \in \operatorname{Diff}_{l o c}(M)$, then there are open subsets $U, V$ of $M$ such that $\psi: U \rightarrow V$ is a diffeomorphism. Set

$$
L^{k}(\varphi): L^{k}(U) \rightarrow L^{k}(V): j_{0}^{k} e \mapsto j_{0}^{k}(\psi \circ e) .
$$

By functoriality and covariance of the jet prolongations $j_{0}^{k}(\varphi \circ e)=j_{e(0)}^{k} \varphi \circ j_{0}^{k} e$, yielding a commutative diagram:


In addition, $L^{k}(\psi)\left(R_{j_{0}^{k}} j_{0}^{k}(\psi \circ e)\right)=j_{0}^{k}(\psi \circ e \circ \alpha)=R_{j_{0}^{k} \alpha}\left(L^{k}(\psi) j_{0}^{k} e\right)$, implying that $L^{k}(\psi)$ is even a local principal isomorphism.

Given a natural bundle functor $\mathfrak{N}$, we say that it has finite order $k$ if, given any $M \in \operatorname{Ob}(\mathfrak{M a n})$, $\phi, \psi \in \operatorname{Diff} \mathrm{loc}_{\mathrm{loc}}(M)$ with $j_{x}^{k} \phi=j_{x}^{k} \psi$ in some $x \in M$, we have

$$
\mathfrak{N}(\phi)\left(\pi^{-1}(x)\right) \simeq \mathfrak{N}(\psi)\left(\pi^{-1}(x)\right)
$$

where as usual $\pi$ is the projection of the fiber bundle $\mathfrak{N}(M)$.
Theorem 3.1.4. Let $\mathfrak{N}: \mathfrak{M a n} \rightarrow \mathfrak{F} \mathfrak{B n d l}$ be a natural functor of finite order $k$, then for all $M \in$ $\mathrm{Ob}(\mathfrak{M a n})$ we have a canonical isomorphism

$$
\mathfrak{N}(M) \simeq L^{k}(M) \times_{\lambda} S
$$

where $S \doteq \pi_{M}^{-1}(0)$ is the standard fiber of the natural bundle $\mathfrak{N}\left(\mathbb{R}^{n}\right)$.
Proof. Denote by $\pi_{M}: \mathfrak{N}(M) \rightarrow M$ the bundle projection. We start by writing down the action of the group $G L^{k}(n)$ on $S$. Consider two $n$-dimensional manifolds $M, N$ and the mapping

$$
J^{k}(M, N)^{(\mathrm{inv})} \times_{M} \mathfrak{N}(M) \rightarrow \mathfrak{N}(N):\left[j_{x}^{k} f, b\right] \mapsto \mathfrak{N}(f)(b),
$$

where as usual the space $J^{k}(M, N)^{(\text {inv })}$ denotes the space of $k$ th order jets of local diffeomorphisms and $\left[j_{x}^{k} f, b\right]$ any representative of the equivalence relation $\left[j_{x}^{k} f, b\right] \sim_{M}\left[j_{x^{\prime}}^{k} f^{\prime}, b^{\prime}\right]$ if $x=x^{\prime}, \pi_{M}(b)=$ $\pi_{M}\left(b^{\prime}\right)$. From here on we work locally on the chart $U_{a} \subseteq M$ and assume $M=N, U_{a}=\mathbb{R}^{n}$; in
which case the above mapping takes the form

$$
J^{k}\left(U_{a}, U_{a}\right)^{(\text {inv })} \times_{U_{a}} \mathfrak{N}\left(U_{a}\right) \equiv J^{k}\left(U_{a}, U_{a}\right)^{(\mathrm{inv})} \times S \rightarrow \mathfrak{N}\left(U_{a}\right):\left(j_{x}^{k} \alpha, y\right) \mapsto(x, \mathfrak{N}(\alpha)(y)) \equiv(x, \tilde{\alpha}(y)),
$$

where we are trivializing points $b$ of $\mathfrak{N}\left(U_{a}\right)$ as $(x, y)$. Choosing in particular $x=0$, and composing with the fiber projection yields a mapping

$$
\begin{equation*}
\lambda: G L^{k}(n, \mathbb{R}) \times S \rightarrow S:\left(j_{0}^{k} \alpha, y\right) \rightarrow \tilde{\alpha}(y) . \tag{3.5}
\end{equation*}
$$

This is a left action since $\lambda_{j_{0}^{k} \alpha} \circ \lambda_{j_{0}^{k} \beta}(y)=\mathfrak{N}(\alpha) \circ \mathfrak{N}(\beta)(y)=\mathfrak{N}(\alpha \circ \beta)(y)=\lambda_{\alpha \circ \beta}(y)$. Then consider the mapping

$$
\begin{equation*}
L^{k}(M) \times_{\lambda} S \ni\left(j_{x}^{k} e, y\right) \mapsto(x, \mathfrak{N}(\alpha)(y)) \in \mathfrak{N}(M), \tag{3.6}
\end{equation*}
$$

where $j_{x}^{k} e=\left(x, j_{0}^{k} \alpha\right)$ for some $j_{0}^{k} \alpha \in G L^{k}(n, \mathbb{R})$. This is well defined for if we take any other $\alpha^{\prime}$ with $j_{0}^{k} \alpha^{\prime}=j_{0}^{k} \alpha$, by finiteness of the order of $\mathfrak{N}, \mathfrak{N}(\alpha)=\mathfrak{N}\left(\alpha^{\prime}\right)$. Finally this is an isomorphism since choosing $j_{x}^{k} \bar{e}=\left(x, j_{0}^{k} \alpha^{-1}\right)$, and using covariance of the jet and natural functor, we show that (3.6) is an isomorphism of bundles projecting over $i d_{M}$.

Theorem 3.1.4 can be framed into a more categorical setting: consider therefore the mapping $\lambda: G L^{k}(m) \times S \rightarrow S$ canonically defined by (3.5), then we induce a covariant functor

$$
\begin{align*}
N & : \mathfrak{P B}\left(G L^{k}(m)\right) \rightarrow \mathfrak{F} \mathfrak{B n d l} \\
& P \mapsto P \times_{\lambda} S  \tag{3.7}\\
& \Psi \mapsto L(\Psi) \equiv\left[\Psi, i d_{S}\right]_{\lambda}
\end{align*}
$$

where $\mathfrak{P B}(G)$ is the category of principal bundles with group $G$ and local principal bundle isomorphisms, and the action of $L(\Psi)$ on a point $[p, y]_{\lambda} \in P \times_{\lambda} S$ is understood as $[\Psi(p), y]_{\lambda}$. Combining this with Lemma 3.1.2 we see that we can construct a functor $\mathfrak{L} \doteq N \circ L^{k}: \mathfrak{M a n} \rightarrow \mathfrak{F} \mathfrak{B} \mathfrak{n d r}$.

Theorem 3.1.5. There is a bijective correspondence between the set of $k$ th order natural bundles on $n$-dimensional manifolds and the associated $S$-bundle to a principal $G L^{k}(n, \mathbb{R})$-bundle. Moreover this correspondence takes the form of natural transformation between functors.

Proof. Let $\mathfrak{N}$ a natural bundle functor, fixed $M \in \operatorname{Ob}(\mathfrak{M a n})$, we can consider (up to diffeomorphisms) the standard fiber $S \simeq \pi^{-1}(x)$, where $\mathfrak{N}(M)=(B, \pi, M, S)$ is the natural bundle in question. Call $q_{j_{0}^{k} e}: L^{k}(M) \times\left.\left._{\lambda} S\right|_{j_{0}^{k} e} \rightarrow \mathfrak{N}(M)\right|_{x=e(0)}$ the isomorphism introduced in Theorem 3.1.4, and set

$$
\chi_{M}: \mathfrak{L}(M) \rightarrow \mathfrak{N}(M):\left(j_{0}^{k} e, y\right) \mapsto \mathfrak{N}(e)(y) .
$$

Suppose that $\psi \in \operatorname{Diff}_{(\text {loc })}(M)$, then

$$
\mathfrak{N}(\psi) \circ \chi_{M}\left(\left[j_{0}^{k} e, y\right]_{\lambda}\right)=\mathfrak{N}(\psi) \circ \mathfrak{N}(e)(y)=\mathfrak{N}(\psi \circ e)(y)=\chi_{N}\left([\psi \circ e, y]_{\lambda}\right)=\chi_{N} \circ \mathfrak{L}(\psi)\left(\left[j_{0}^{k} e, y\right]_{\lambda}\right) .
$$

Equivalently we showed that the following diagram is commutative:


Therefore $\chi: \mathfrak{L} \Rightarrow \mathfrak{N}$ is a natural transformation.
A worthy example of a natural bundle is the bundle of linear connections Conn ( $M$ ) of $M$. The latter is defined as the associated bundle to $L^{2}(M)$ via the action

$$
\lambda: G L^{2}(n) \times \mathbb{R}^{n^{3}} \rightarrow \mathbb{R}^{n^{3}}:\left(J_{\beta}^{\alpha}, J_{\beta \gamma}^{\alpha}, \Gamma_{\beta \gamma}^{\alpha}\right) \mapsto J_{\beta}^{\alpha}\left(\Gamma_{\mu \nu}^{\beta} \bar{J}_{\gamma}^{\mu} \bar{J}_{\delta}^{\nu}+\bar{J}_{\gamma \delta}^{\beta}\right)
$$

where as before $J$ denotes an element of $G L(n)$ and $\bar{J}$ its inverse. Another example is

$$
\begin{equation*}
H(M)=\left(H M \doteq \operatorname{Lor}(M) \times_{M}\left(M \times \mathbb{R}^{2}\right), \pi, M, S_{(1, n-1)}^{2}\left(\mathbb{R}^{n}\right) \times \mathbb{R}^{2}\right) \tag{3.8}
\end{equation*}
$$

where $S_{(1, n-1)}^{2}\left(\mathbb{R}^{m}\right)$ denotes the space of signature $(1, n-1)$ symmetric matrices. Coordinates will be given by fibered local charts $\left(x^{\alpha}, g_{\mu \nu}, m, \kappa\right)$. We stress that since the coefficients of the metric are symmetric then not all of them are independent, therefore when we refer to $\left\{g_{\mu \nu}\right\}$ as coordinates we are really considering just $\left\{g_{\mu \nu}\right\}_{1 \leq \mu<\nu \leq n}$. Physical scaling on $H(M)$ is then defined as follows: let $\lambda \in \mathbb{R}_{+}$, then we define a fibered isomorphism projecting onto the identity of $M$ by

$$
\begin{equation*}
S_{\lambda}: H M \rightarrow H M, \quad\left(x, g_{\mu \nu}, m, \kappa\right) \mapsto\left(x, \lambda^{-2} g_{\mu \nu}, \lambda^{2} m, \kappa\right) \tag{3.9}
\end{equation*}
$$

Here the coordinates $(m, \kappa)$ will later represent the mass and coupling constant on the Klein-Gordon equation on $M$, for now however we take them to just be coordinates of the fiber. We also note that $S_{\lambda}$ induces as well a mapping $: \Gamma^{\infty}(M \leftarrow H M) \rightarrow \Gamma^{\infty}(M \leftarrow H M): h \mapsto h_{\lambda}$ which we denote by the same symbol.

Definition 3.1.6. A natural bundle equipped with physical scaling is a natural functor

$$
H: \mathfrak{M a n} \rightarrow \mathfrak{F} \mathfrak{B n \mathfrak { n } l}
$$

from the category of manifolds and local diffeomorphisms to the category of fiber bundles and local fiber isomorphisms, with the additional property that for any $M \in O b(\mathfrak{M a n})$ there exists a corresponding physical scaling $S_{\lambda}$ on $H M$ such that for any $\psi \in \operatorname{Diff}_{l o c}\left(M, M^{\prime}\right)$ and $\lambda \in \mathbb{R}_{+}$then

$$
S_{\lambda}^{\prime} \circ H(\psi)=H(\psi) \circ S_{\lambda}
$$

Clearly (3.9) is an example of physical scaling according to Definition 3.1.6.
Definition 3.1.7. Let $H: \mathfrak{M a n} \rightarrow \mathfrak{B n o l}$ be the natural scaling bundle described in (3.8), a background geometry is a pair $(M, h)$ where $h \in \Gamma^{\infty}(M \leftarrow H M)$ and $(M, g)$ is a time orientable, globally hyperbolic spacetime. Let then $\mathfrak{B c k G}$ be the category of background geometry, whose objects are time orientable globally hyperbolic spacetimes and whose morphisms are time respecting, causality preserving smooth isometric embeddings.

Note that in the above definition any such arrow $\chi: M \rightarrow M^{\prime}$ of $\mathfrak{B c k} \mathfrak{G}$, is in particular a local diffeomorphism, so that $H(\chi)$ is defined according to Definition 3.1.1; moreover, the transformation induced on the object $\left(M^{\prime}, h^{\prime}\right)$ is given by $\left(M, h=\chi^{*} h^{\prime}\right)$, where the section $\chi^{*} h^{\prime}$ is defined as the mapping $H\left(\left.\chi\right|_{H(\chi(M))}\right)^{-1} \circ h^{\prime} \circ \chi$ guaranteeing the commutativity of the diagram


We stress that the physical scaling introduced above is consistent with the pullback of sections introduced above, due to commutativity with $H(\chi)$.

### 3.1.1 Covariance identity for natural bundles

In this section, we will present an important result (Theorem 3.1.9), which states that if a smooth function $f$ from the $r$ th order jet prolongation of a natural bundle $J^{r}(\mathfrak{N}(M))$ to $\mathbb{R}$ is diffeomorphism covariant, then it must satisfy some strict conditions: the coordinate dependence is limited to all those coordinates of $J^{r}(\mathfrak{N}(M))$ which are tensor-like quantities, furthermore, $f$ can only be a function of all the scalar quantities constructed out of the tensor-like coordinates mentioned earlier. This result, which we will prove for the natural bundle (3.8), will be crucial for the proof of Theorem 3.3.10, which essentially classifies the ambiguities of the definition of Wick powers as scalars constructed out of the matric and the coupling constants.

A useful consequence of the formalism of natural bundles is the possibility of characterizing $\operatorname{Diff}(M)$-invariant functions on the $r$ th jet order $J^{r} \mathfrak{N}(M)$ for some natural bundle $\mathfrak{N}(M)$ by means of the natural formalism developed in [27, 48]. Instead of analyzing the general case we are going to study the case $\mathfrak{N}(M)=H M$ defined in (3.8). There we assign coordinates $\left(x^{\mu}, g_{\mu \nu}, m^{2}, \kappa\right)$, thus the $r$ th order jet prolongation has canonical coordinates

$$
\left(x^{\mu}, g_{\mu \nu}, \ldots, g_{\mu \nu, \lambda_{1} \ldots, \lambda_{r}}, m^{2}, \ldots, m_{\lambda_{1} \ldots, \lambda_{r}}^{2}, \kappa, \ldots, \kappa_{\lambda_{1} \ldots, \lambda_{r}}\right)
$$

to derive the key result of covariance it is necessary to choose suitable coordinates in $J^{r} H M$ other than the above.

Proposition 3.1.8. Let $J^{r} H M$ be the natural bundle described above then, for each $r \in \mathbb{R}$, there is a coordinates transformation

$$
\begin{gathered}
\left(x^{\mu}, g_{\mu \nu, \Lambda}, m_{\Lambda}^{2}, \kappa_{\Lambda}\right) \\
\left(x^{\mu}, g_{\mu \nu}, d_{(\Lambda} S_{\beta \mu)}^{\alpha}, \nabla_{(\Lambda} R_{\beta \mu) \nu}^{\alpha}, \nabla_{(\Lambda)} m^{2}, \nabla_{(\Lambda)} \kappa\right)
\end{gathered}
$$

where $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ is a multi-index with $k=|\Lambda| \leq r-2$, round brackets between indices denotes symmetrization, the coefficients $S$ and $R$ are respectively the coefficients of the Levi-Civita
connection and the Riemann tensor induced by $g$; finally, $d_{\mu}(\cdot) d x^{\mu}$ denotes the horizontal differential on $j^{r} H M$.

Proof. We shall divide this argument into four steps: we shall analyse the cases $r=1,2,3$ and then use those to formulate and induction hypothesis. We shall also restrict to the simpler case $H M=\operatorname{Lor}(M)$ the bundle of Lorentzian metrics on $M$ and come back to the general case at the end.

Step 1. We start with coordinates $\left(x^{\mu}, g_{\mu \nu}, d_{\alpha} g_{\mu \nu}\right)$ on $J^{1} \operatorname{Lor}(M)$. Recall that the metric $g$ induces its Christoffel symbols, $S_{\mu \nu}^{\alpha}=\frac{1}{2} g^{\alpha \beta}\left(-d_{\beta} g_{\mu \nu}+d_{\mu} g_{\nu \beta}+d_{\nu} g_{\beta \mu}\right)$, then

$$
\begin{aligned}
2 g_{\alpha \beta} S_{\mu \nu}^{\alpha}+2 g_{\alpha \mu} S_{\beta \nu}^{\alpha}= & d_{\mu} g_{\nu \beta}+d_{\nu} g_{\beta \mu}-d_{\beta} g_{\mu \nu} \\
& +d_{\beta} g_{\nu \mu}+d_{\nu} g_{\mu \beta}-d_{\mu} g_{\beta \nu} \\
= & 2 d_{\nu} g_{\mu \beta}
\end{aligned}
$$

There are in total $n^{2} \frac{n+1}{2}$ independent components of $d_{\nu} g_{\mu \beta}$ and of $S_{\mu \nu}^{\alpha}$, as a result

$$
\left\{\begin{array}{l}
2 d_{\nu} g_{\mu \beta}=2 g_{\alpha \beta} S_{\mu \nu}^{\alpha}+2 g_{\alpha \mu} S_{\beta \nu}^{\alpha}  \tag{3.10}\\
S_{\mu \nu}^{\alpha}=\frac{1}{2} g^{\alpha \beta}\left(-d_{\beta} g_{\mu \nu}+d_{\mu} g_{\nu \beta}+d_{\nu} g_{\beta \mu}\right)
\end{array}\right.
$$

are one the inverse to each other and produce a well defined change of coordinates.
Step 2. We start with coordinates ( $x^{\mu}, g_{\mu \nu}, d_{\alpha} g_{\mu \nu}, d_{\alpha \beta} g_{\mu \nu}$ ) on $J^{2} \operatorname{Lor}(M)$, by (3.10), we can as well assume we have initial coordinates $\left(x^{\mu}, g_{\mu \nu}, S_{\beta \nu}^{\alpha}, d_{\alpha \beta} g_{\mu \nu}\right)$. Recall that the Riemann tensor components are expressed as $R_{\beta \mu \nu}^{\alpha}=d_{\mu} S_{\beta \nu}^{\alpha}+S_{\sigma \mu}^{\alpha} S_{\beta \nu}^{\sigma}-d_{\nu} S_{\beta \mu}^{\alpha}-S_{\sigma \nu}^{\alpha} S_{\beta \mu}^{\sigma}$. Next define

$$
\begin{equation*}
S_{\beta \mu \nu}^{\alpha} \doteq d_{(\mu} S_{\beta \nu)}^{\alpha} . \tag{3.11}
\end{equation*}
$$

we stress that round brackets means that all indices between them are symmetrized.

$$
\begin{aligned}
3 S_{\beta \mu \nu}^{\alpha}-2 R_{(\beta \nu) \mu}^{\alpha}= & d_{\mu} S_{\beta \nu}^{\alpha}+d_{\beta} S_{\nu \mu}^{\alpha}+d_{\nu} S_{\mu \beta}^{\alpha} \\
& -d_{\nu} S_{\beta \mu}^{\alpha}+d_{\mu} S_{\beta \nu}^{\alpha}-d_{\beta} S_{\nu \mu}^{\alpha}+d_{\mu} S_{\beta \nu}^{\alpha}+O\left(j^{1} g\right) \\
= & 3 d_{\mu} S_{\beta \nu}^{\alpha}+O\left(j^{1} g\right)
\end{aligned}
$$

where we denoted by $O\left(j^{1} g\right)$ in the above formula terms which depends at most on $j^{1} g$ and for which (3.10) already gives the sought transformation. Summing up we have

$$
\begin{equation*}
d_{\mu} S_{\beta \nu}^{\alpha}=S_{\beta \mu \nu}^{\alpha}-\frac{2}{3} R_{(\beta \nu) \mu}^{\alpha}+\ldots \tag{3.12}
\end{equation*}
$$

where ... refers to terms living in the first order jet bundle. Next we compute

$$
\begin{aligned}
d_{\alpha \beta} g_{\mu \nu} & =d_{\beta}\left(g_{\sigma \alpha} S_{\mu \nu}^{\sigma}+g_{\sigma \mu} S_{\nu \alpha}^{\sigma}\right)=g_{\sigma \alpha} d_{\beta} S_{\mu \nu}^{\sigma}+g_{\sigma \mu} d_{\beta} S_{\nu \alpha}^{\sigma}+O\left(j^{1} g\right) \\
& =g_{\sigma \alpha}\left(S_{\mu \beta \nu}^{\sigma}-\frac{2}{3} R_{(\mu \nu) \beta}^{\sigma}\right)+g_{\sigma \mu}\left(S_{\alpha \beta \nu}^{\sigma}-\frac{2}{3} R_{(\alpha \nu) \beta}^{\sigma}\right) O\left(j^{1} g\right) \\
& =2 g_{\sigma(\alpha} S_{\mu) \beta \nu}^{\sigma}-\frac{1}{3}\left(R_{\alpha \mu \nu \beta}+R_{\alpha \nu \mu \beta}+R_{\mu \alpha \nu \beta}+R_{\mu \nu \alpha \beta}\right)+O\left(j^{1} g\right) \\
& =2 g_{\sigma(\alpha} S_{\mu) \beta \nu}^{\sigma}-\frac{1}{3}\left(R_{\alpha \nu \mu \beta}+R_{\alpha \beta \mu \nu}\right)+O\left(j^{1} g\right) .
\end{aligned}
$$

Finally, $d_{\alpha \beta} g_{\mu \nu}$ has $n^{2}\left(\frac{n+1}{2}\right)^{2}$ independent components, while $d S$ and the Riemann tensor $R$ have respectively $n\binom{n+2}{3}$ and $\frac{n^{2}}{12}(n+1)^{2}$ independent components. It follows easily that $n^{2}\left(\frac{n+1}{2}\right)^{2}=$ $n\binom{n+2}{3}+\frac{n^{2}}{12}(n+1)^{2}$, therefore we conclude that the mapping

$$
\left(x^{\mu}, g_{\mu \nu}, d_{\alpha} g_{\mu \nu}, d_{\alpha \beta} g_{\mu \nu}\right) \mapsto\left(x^{\mu}, g_{\mu \nu}, S_{\mu \nu}^{\alpha}, S_{\mu \beta \nu}^{\alpha}, R_{\beta \mu \nu}^{\alpha}\right),
$$

where up to order 1 are defined by (3.13) and

$$
\left\{\begin{array}{l}
d_{\alpha \beta} g_{\mu \nu}=2 g_{\sigma(\alpha} S_{\mu) \beta \nu}^{\sigma}-\frac{1}{3}\left(R_{\alpha \nu \mu \beta}+R_{\alpha \beta \mu \nu}\right)+O\left(j^{1} g\right),  \tag{3.13}\\
S_{\beta \mu \nu}^{\alpha} \doteq d_{(\mu} S_{\beta \nu)}^{\alpha}, \quad R_{\beta \mu \nu}^{\alpha}=d_{\mu} S_{\beta \nu}^{\alpha}+S_{\sigma \mu}^{\alpha} S_{\beta \nu}^{\sigma}-d_{\nu} S_{\beta \mu}^{\alpha}-S_{\sigma \nu}^{\alpha} S_{\beta \mu}^{\sigma}
\end{array}\right.
$$

is a well defined coordinate transformation.
Step 3. Then again, by (3.10), (3.13) we can assume to have initial coordinates

$$
\left(x^{\mu}, g_{\mu \nu}, S_{\mu \nu}^{\alpha}, S_{\mu \beta \nu}^{\alpha}, R_{\beta \mu \nu}^{\alpha}, d_{\alpha \beta \gamma} g_{\mu \nu}\right)
$$

on $J^{3} \operatorname{Lor}(M)$. From (3.13),

$$
\begin{aligned}
d_{\alpha \beta \gamma} g_{\mu \nu} & =2 d_{\gamma} S_{(\alpha \mu) \beta \nu}-\frac{1}{3}\left(d_{\gamma} R_{\alpha \nu \mu \beta}+d_{\gamma} R_{\mu \nu \alpha \beta}\right)+O\left(j^{2} g\right) \\
& =2 d_{\gamma} S_{(\alpha \mu) \beta \nu}-\frac{1}{3}\left(\nabla_{\gamma} R_{\alpha \nu \mu \beta}+\nabla_{\gamma} R_{\mu \nu \alpha \beta}\right)+O\left(j^{2} g\right) .
\end{aligned}
$$

Then define $S_{\gamma \mu \beta \nu}^{\alpha} \doteq d_{(\gamma} S_{\alpha \mu \beta \nu)}$, which we can express as

$$
\begin{aligned}
4 S_{\gamma \mu \beta \nu}^{\alpha}= & d_{\gamma} S_{\mu \beta \nu}^{\alpha}+d_{\mu} S_{\beta \nu \gamma}^{\alpha}+d_{\beta} S_{\nu \gamma \mu}^{\alpha}+d_{\nu} S_{\gamma \mu \beta}^{\alpha} \\
= & d_{\gamma} S_{\mu \beta \nu}^{\alpha}+\frac{1}{3}\left(d_{\mu \nu} S_{\beta \gamma}^{\alpha}+d_{\mu \beta} S_{\gamma \mu}^{\alpha}+d_{\mu \gamma} S_{\nu \beta}^{\alpha}\right) \\
& +\frac{1}{3}\left(d_{\beta \gamma} S_{\nu \mu}^{\alpha}+d_{\beta \nu} S_{\mu \gamma}^{\alpha}+d_{\beta \mu} S_{\gamma \nu}^{\alpha}\right) \\
& +\frac{1}{3}\left(d_{\nu \mu} S_{\beta \gamma}^{\alpha}+d_{\nu \beta} S_{\gamma \mu}^{\alpha}+d_{\nu \gamma} S_{\nu \beta}^{\alpha}\right) \\
= & d_{\gamma} S_{\mu \beta \nu}^{\alpha}+\frac{1}{3} d_{\gamma}\left(d_{\nu} S_{\nu \beta}^{\alpha}+d_{\mu} S_{\nu \beta}^{\alpha}+d_{\beta} S_{\nu \mu}^{\alpha}\right) \\
& +\frac{2}{3}\left(d_{\mu \nu} S_{\beta \gamma}^{\alpha}+d_{\mu \beta} S_{\gamma \mu}^{\alpha}+d_{\beta \nu} S_{\mu \gamma}^{\alpha}\right) \\
= & 2 d_{\gamma} S_{\mu \beta \nu}^{\alpha}+\frac{2}{3}\left(d_{\mu \nu} S_{\beta \gamma}^{\alpha}+d_{\mu \beta} S_{\nu \gamma}^{\alpha}+d_{\beta \nu} S_{\mu \gamma}^{\alpha}\right) .
\end{aligned}
$$

From the definition of the Riemann tensor we get $d_{\gamma} R_{\nu \mu \beta}^{\alpha}=d_{\gamma \mu} S_{\nu \beta}^{\alpha}-d_{\gamma \beta} S_{\nu \mu}^{\alpha}+O\left(j^{2} g\right)$, which plugged in the above expression yields

$$
\begin{aligned}
4 S_{\gamma \mu \beta \nu}^{\alpha} & =2 d_{\gamma} S_{\mu \beta \nu}^{\alpha}+\frac{2}{3}\left(d_{\mu \gamma} S_{\beta \nu}^{\alpha}-d_{\mu} R_{\beta \gamma \nu}^{\alpha}+d_{\beta \gamma} S_{\nu \beta}^{\alpha}-d_{\beta} R_{\nu \gamma \mu}^{\alpha}+d_{\gamma \nu} S_{\mu \beta}^{\alpha}+d_{\nu} R_{\mu \beta \gamma}^{\alpha}\right)+O\left(j^{2} g\right) \\
& =4 d_{\gamma} S_{\mu \beta \nu}^{\alpha}+\frac{2}{3}\left(d_{\mu} R_{\beta \nu \gamma}^{\alpha}+d_{\beta} R_{\nu \mu \gamma}^{\alpha}+d_{\nu} R_{\mu \beta \gamma}^{\alpha}\right)+O\left(j^{2} g\right) \\
& =4 d_{\gamma} S_{\mu \beta \nu}^{\alpha}+\frac{2}{3}\left(\nabla_{\mu} R_{\beta \nu \gamma}^{\alpha}+\nabla_{\beta} R_{\nu \mu \gamma}^{\alpha}+\nabla_{\nu} R_{\mu \beta \gamma}^{\alpha}\right)+O\left(j^{2} g\right),
\end{aligned}
$$

applying Bianchi identities simplifies the last term, and we get

$$
\begin{equation*}
S_{\gamma \mu \beta \nu}^{\alpha}=d_{\gamma} S_{\mu \beta \nu}^{\alpha}+O\left(j^{2} g\right) . \tag{3.14}
\end{equation*}
$$

Counting the independent components of $d_{\alpha \beta \gamma} g_{\mu \nu}, S_{\gamma \mu \nu \nu}^{\alpha}$ and $\nabla_{\gamma} R^{\alpha}$ yields respectively $\binom{n+1}{2}\binom{n+2}{3}$, $n\binom{n+3}{4}$ and $\frac{n+2}{2} \frac{n^{2}}{12}(n+1)^{2}$. Summing the last two numebers gives the first, therefore the mapping

$$
\left(x^{\mu}, g_{\mu \nu}, d_{\alpha} g_{\mu \nu}, d_{\alpha \beta} g_{\mu \nu}, d_{\alpha \beta \gamma} g_{\mu \nu}\right) \mapsto\left(x^{\mu}, g_{\mu \nu}, S_{\mu \nu}^{\alpha}, S_{\mu \beta \nu}^{\alpha}, S_{\gamma \mu \beta \nu}^{\alpha}, R_{\beta \mu \nu}^{\alpha}, \nabla_{\gamma} R_{\beta \mu \nu}^{\alpha}\right)
$$

is a proper change of coordinates, with

$$
\left\{\begin{array}{l}
d_{\alpha \beta \gamma} g_{\mu \nu}=2 g_{\sigma(\alpha} S_{\beta) \gamma \mu \nu}^{\sigma}-\frac{1}{3}\left(\nabla_{\gamma} R_{\alpha \nu \mu \beta}+\nabla_{\gamma} R_{\mu \nu \alpha \beta}\right)+O\left(j^{2} g\right) .  \tag{3.15}\\
S_{\gamma \mu \beta \nu}^{\alpha}=d_{\gamma} S_{\mu \beta \nu}^{\alpha}+O\left(j^{2} g\right), \quad d_{\gamma} R_{\alpha} \nu \mu \beta=\nabla_{\gamma} R_{\alpha} \nu \mu \beta+O\left(j^{2} g\right)
\end{array}\right.
$$

## Step 4.

By induction, we assume that up to $r-1 \geq 3$, we have a one to one coordinate transformation

$$
\left\{\begin{array}{l}
d_{\alpha \beta \Lambda} g_{\mu \nu}=2 g_{\sigma(\alpha} S_{\beta) \Lambda \mu \nu}^{\sigma}-\frac{1}{3}\left(\nabla_{\Lambda} R_{\alpha \nu \mu \beta}+\nabla_{\Lambda} R_{\mu \nu \alpha \beta}\right)+O\left(j^{r-2} g\right) .  \tag{3.16}\\
d_{\beta} S_{\Lambda \mu \nu}^{\alpha}=S_{\beta \Lambda \mu \nu}^{\alpha}+O\left(j^{r-2} g\right), \quad d_{\Lambda} R_{\nu \mu \beta}^{\alpha}=\nabla_{\Lambda} R_{\nu \mu \beta}^{\alpha}+O\left(j^{r-2} g\right)
\end{array}\right.
$$

where $|\Lambda|=r-3$. Using the induction hypothesis $d_{\beta} S_{\Lambda \mu \nu}^{\alpha}=S_{\beta \Lambda \mu \nu}^{\alpha}+O\left(j^{r-2} g\right)$ and repeating a similar argument to the one made for the case $r=3$, one can show that

$$
\begin{equation*}
S_{\mu_{0} \ldots \mu_{r}}^{\alpha} \doteq d_{\left(\mu_{0}\right.} S_{\left.\mu_{1} \ldots \mu_{r}\right)}^{\alpha}=d_{\mu_{0}} S_{\mu_{1} \ldots \mu_{r}}^{\alpha}+O\left(j^{r-1} g\right), \tag{3.17}
\end{equation*}
$$

Where similarly to what we did before, we denote by $O\left(j^{r-1} g\right)$ for a polynomial function of the coordinates depending up to the $r-1$ th order derivatives of the metric. Then we have

$$
d_{\lambda_{1} \ldots \lambda r} g_{\mu \nu}=2 g_{\sigma\left(\lambda_{1}\right.} S_{\mu) \nu \lambda_{2} \ldots \lambda_{r}}^{\sigma}+\frac{2}{3} \nabla_{\lambda_{3}} \nabla_{\lambda_{4} \ldots \lambda_{r}} R_{\nu\left(\lambda_{1} \mu\right) \lambda_{2}}+O\left(j^{r-1} g\right),
$$

we can recast the above equation $\nabla_{\lambda_{3}} \nabla_{\lambda_{4} \ldots \lambda_{r}} R_{\nu\left(\lambda_{1} \mu\right) \lambda_{2}}=\nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\nu\left(\lambda_{1} \mu\right) \lambda_{2}}+O\left(j^{r-2} g\right)$ using the identity $\left[\nabla_{\alpha}, \nabla_{\beta}\right]=R_{\cdot \alpha \beta}$ we get for $|\Lambda|=r-2$,

$$
\begin{equation*}
d_{\alpha \beta \Lambda} g_{\mu \nu}=2 g_{\sigma(\alpha} S_{\beta) \Lambda \mu \nu}^{\sigma}-\frac{1}{3}\left(\nabla_{\Lambda} R_{\alpha \nu \mu \beta}+\nabla_{\Lambda} R_{\mu \nu \alpha \beta}\right)+O\left(j^{r-1} g\right) \tag{3.18}
\end{equation*}
$$

defines a proper coordinate transformation for the highest order derivatives of the metric.

In our case where two scalar functions are present, we notice that each symmetrized derivative, e.g. $d_{\Lambda} \kappa$, can be written as $\nabla_{\Lambda} \kappa$, using the fact that $\nabla_{\lambda} \kappa=d_{\lambda} \kappa$ and for all $\Lambda, \Lambda^{\prime},|\Lambda|=k \geq 2$, $\left|\Lambda^{\prime}\right|=k-1$, we have $\nabla_{\Lambda} \kappa-d_{\Lambda} \kappa=O\left(\nabla_{\Lambda^{\prime}} \kappa, j^{|\Lambda|-1} g\right)$.

Theorem 3.1.9. If $f: J^{r} H M \rightarrow \mathbb{R}$ is a diffeomorphism covariant function, then using the coordinates introduced in Proposition 3.1.8 it satisfies the following relations:
(i)

$$
\frac{\partial f}{\partial x^{\sigma}}=0 ;
$$

(ii)

$$
\frac{\partial f}{\partial S_{\mu \nu}^{\alpha}}=\frac{\partial f}{\partial S_{\beta \mu \nu}^{\alpha}}=\ldots=\frac{\partial f}{\partial S_{\lambda_{1} \ldots \lambda_{r} \mu}^{\alpha}}=0 ;
$$

(iii) furthermore, it holds

$$
\begin{aligned}
0= & 2 \frac{\partial f}{\partial g_{\sigma \beta}} f g_{\rho \beta}+\frac{\partial f}{\partial R_{\beta \mu \nu}^{\alpha}}\left(-\delta_{\rho}^{\alpha} R_{\beta \mu \nu}^{\sigma}+\delta_{\beta}^{\sigma} R_{\rho \mu \nu}^{\alpha}+2 \delta_{\mu}^{\sigma} R_{\beta \rho \nu}^{\alpha}\right)+\ldots \\
& +\frac{\partial f}{\partial \nabla_{\Lambda} R_{\beta \mu \nu}^{\alpha}}\left(-\delta_{\sigma}^{\alpha} \nabla_{\Lambda} R_{\beta \nu \mu}^{\sigma}+\delta_{\beta}^{\sigma} \nabla_{\Lambda} R_{\rho \nu \mu}^{\alpha}+2 \delta_{\nu}^{\sigma} \nabla_{\Lambda} R_{\beta \rho \mu}^{\alpha}+(r-3) \delta_{\lambda_{1}}^{\sigma} \nabla_{\rho \hat{\Lambda}} R_{\beta \nu \mu}^{\alpha}\right) \\
& +\frac{\partial f}{\partial \nabla_{\theta} m^{2}}\left(\delta_{\theta}^{\sigma} \nabla_{\rho} m^{2}\right)+\ldots+\frac{\partial f}{\partial \nabla_{\Theta} m^{2}}\left(-r \delta_{\theta_{1}}^{\sigma} \nabla_{\rho \hat{\Theta}} m^{2}\right) \\
& +\frac{\partial f}{\partial \nabla_{\theta} \kappa}\left(\delta_{\theta}^{\sigma} \nabla_{\rho} \kappa\right)+\ldots+\frac{\partial f}{\partial \nabla_{\Theta} \kappa}\left(-r \delta_{\theta_{1}}^{\sigma} \nabla_{\rho \hat{\Theta}^{\kappa}}\right)
\end{aligned}
$$

where $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{r-3}\right)$ is a multi-index of length $r-3$ and $\hat{\Lambda}=\left(\lambda_{2}, \ldots, \lambda_{r-3}\right)$.
Condition (iii) essentially states that the function $f$ is a function whose arguments are all covariant scalars that can be constructed out of the coordinated of Proposition 3.1.8. These are always finite such objects.

Proof. Then again, for simplicity's sake, we study only the case where $f$ is a smooth function in $J^{r} \operatorname{Lor}(M)$ and briefly comment at the end how the adapt this argument in the general case.

Recall that since both the jet functor and the natural functor $M \rightarrow \operatorname{Lor}(M)$ are covariant, then $N(M)=J^{r} \operatorname{Lor}(M)$ is a natural bundle as well, thus, by Definition 3.1.1, we can lift any $\chi \in \operatorname{Diff}(M)$ to an isomorphism $N \chi$ of $J^{r} \operatorname{Lor}(M) . f$ is covariant whether $j^{r} \operatorname{Lor}(\chi)^{*} f=f$ for all $\chi \in \operatorname{Diff}(M)$. If $\chi_{s}$ is a one parameter group of diffeomorphisms of $M$, by (iii) in Definition 3.1.1 we can lift it to a one parameter isomorphism of $\operatorname{Lor}(M)$ and calling $X, \hat{X}$ the respective infinitesimal generators, then

$$
\begin{equation*}
j^{r} \operatorname{Lor}(\chi)^{*} f=f \Leftrightarrow \mathscr{L}_{j^{r} \hat{X}} f=0 \Leftrightarrow i_{X} d_{H} f=i_{j^{r}} \mathscr{L}_{\hat{X}} d_{V} f \tag{3.19}
\end{equation*}
$$

where $\mathscr{L}$ denotes the Lie derivative. In coordinates, $\hat{X}=X^{\mu} \partial_{\mu}+X_{\mu \nu} \partial^{\mu \nu}$, we can then lift it to a vector field in $\mathfrak{X}\left(J^{r} \operatorname{Lor}(M)\right)$ by

$$
\begin{aligned}
\hat{X}= & X^{\mu} \partial_{\mu}+X_{\mu \nu} \partial^{\mu \nu}+X_{\mu \nu}^{\beta} \frac{\widetilde{\partial}}{\widetilde{\partial} S_{\mu \nu}^{\beta}}+\widetilde{X}_{\alpha \mu \nu}^{\beta} \frac{\widetilde{\partial}}{\widetilde{\partial} S_{\alpha \mu \nu}^{\beta}}+X_{\alpha \mu \nu}^{\beta} \frac{\partial}{\partial R_{\alpha \mu \nu}^{\beta}}+\ldots \\
& +\widetilde{X}_{\lambda_{1} \ldots \lambda_{r} \mu}^{\beta} \frac{\widetilde{\partial}}{\widetilde{\partial} S_{\lambda_{1} \ldots \lambda_{r} \mu}^{\beta}}+X_{\lambda_{1} \ldots \lambda_{r} \mu}^{\beta} \frac{\partial}{\partial \nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\beta}}
\end{aligned}
$$

Calculations of the necessary Lie derivatives yields

$$
\begin{aligned}
& \mathscr{L}_{\hat{X}} g_{\alpha \beta}=2 \nabla_{(\alpha} X_{\beta)}^{\cdot} \\
& \mathscr{L}_{j^{1} \hat{X}} S_{\mu \nu}^{\alpha}=\nabla_{\mu \nu} X^{\alpha}-R_{(\mu \nu) \rho}^{\alpha} X^{\rho} \\
& \mathscr{L}_{j^{2} \hat{X}} S_{\beta \mu \nu}^{\alpha}=\nabla_{\beta \mu \nu} X^{\alpha}+O(\nabla X, X) \\
& \mathscr{L}_{j^{2} \hat{X}} R_{\beta \mu \nu}^{\alpha}=\nabla_{\sigma} R_{\beta \mu \nu}^{\alpha} X^{\sigma}-\nabla_{\sigma} X^{\alpha} R_{\beta \mu \nu}^{\sigma}+\nabla_{\beta} X^{\sigma} R_{\sigma \mu \nu}^{\alpha}+\nabla_{\mu} X^{\sigma} R_{\beta \sigma \nu}^{\alpha}+\nabla_{\nu} X^{\sigma} R_{\beta \mu \sigma}^{\alpha} \\
& \ldots \\
& \mathscr{L}_{j^{r} \hat{X}} S_{\lambda_{1} \ldots \lambda_{r} \mu}^{\alpha}=\nabla_{\lambda_{1} \ldots \lambda_{r} \mu} X^{\alpha}+O\left(\nabla^{r-1} X, \ldots, X\right) \\
& \mathscr{L}_{j^{r} \hat{X}} \nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}=X^{\sigma} \nabla_{\sigma} \nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}-\nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\sigma} \nabla_{\sigma} X^{\alpha}+\nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\sigma \mu \lambda_{2}}^{\alpha} \nabla_{\lambda_{1}} X^{\sigma} \\
& \quad \quad+\ldots+\nabla_{\lambda_{3} \ldots \lambda_{r-1} \sigma} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha} \nabla_{\lambda_{r}} X^{\sigma}+\nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \sigma \lambda_{2}}^{\alpha} \nabla_{\mu} X^{\sigma}
\end{aligned}
$$

Expanding (3.19) yields

$$
\begin{aligned}
& X^{\sigma}\left(\partial_{\sigma} f+\partial^{\alpha \beta} f \partial_{\sigma} g_{\alpha \beta}+\partial_{\alpha}^{\mu \nu} f \partial_{\sigma} S_{\mu \nu}^{\alpha}+\widetilde{\partial}_{\alpha}^{\beta \mu \nu} f \partial_{\sigma} S_{\beta \mu \nu}^{\alpha}+\partial_{\alpha}^{\beta \mu \nu} f \partial_{\sigma} R_{\beta \mu \nu}^{\alpha}+\ldots\right. \\
& \left.+\widetilde{\partial}_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f \partial_{\sigma} S_{\lambda_{1} \ldots \lambda_{r} \mu}^{\alpha}+\partial_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f \partial_{\sigma} \nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}\right)= \\
& 2 \nabla_{(\alpha} X_{\beta)}^{*} \partial^{\alpha \beta} f+\partial_{\alpha}^{\mu \nu} f\left(\nabla_{\mu \nu} X^{\alpha}+o(X)\right)+\widetilde{\partial}_{\alpha}^{\beta \mu \nu} f\left(\nabla_{\beta \mu \nu} X^{\alpha}+O(\nabla X, X)\right) \\
& +\partial_{\alpha}^{\beta \mu \nu} f\left(\nabla_{\sigma} R_{\beta \mu \nu}^{\alpha} X^{\sigma}-\nabla_{\sigma} X^{\alpha} R_{\beta \mu \nu}^{\sigma}+\nabla_{\beta} X^{\sigma} R_{\sigma \mu \nu}^{\alpha}+\nabla_{\mu} X^{\sigma} R_{\beta \sigma \nu}^{\alpha}+\nabla_{\nu} X^{\sigma} R_{\beta \mu \sigma}^{\alpha}\right)+ \\
& \widetilde{\partial}_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f\left(\nabla_{\lambda_{1} \ldots \lambda_{r} \mu} X^{\alpha}+O\left(\nabla^{r-1} X, \ldots, X\right)\right)+\partial_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f \\
& \left(X^{\sigma} \nabla_{\sigma} \nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}-\nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\sigma} \nabla_{\sigma} X^{\alpha}+\nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\sigma \mu \lambda_{2}}^{\alpha} \nabla_{\lambda_{1} X^{\sigma}}^{\sigma}\right. \\
& \left.+\ldots+\nabla_{\lambda_{3} \ldots \lambda_{r-1} \sigma} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha} \nabla_{\lambda_{r}} X^{\sigma}+\nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \sigma \lambda_{2}}^{\alpha} \nabla_{\mu} X^{\sigma}\right) .
\end{aligned}
$$

Upon rewriting the partial derivative as covariant differential, we find

$$
\begin{aligned}
& X^{\sigma}\left(\partial_{\sigma} f+2 \partial^{\alpha \beta} f S_{\alpha \sigma}^{\rho} g_{\rho \beta}+\partial_{\alpha}^{\mu \nu} f \partial_{\sigma} S_{\mu \nu}^{\alpha}+\widetilde{\partial}_{\alpha}^{\beta \mu \nu} f\left(S_{\sigma \beta \mu \nu}^{\alpha}+O\left(j^{2} g\right)\right)\right. \\
& +\partial_{\alpha}^{\beta \mu \nu} f\left(\nabla_{\sigma} R_{\beta \mu \nu}^{\alpha}-S_{\rho \sigma}^{\alpha} R_{\beta \mu \nu}^{\rho}+S_{\beta \sigma}^{\rho} R_{\rho \mu \nu}^{\alpha}+2 S_{\mu \sigma}^{\rho} R_{\beta \rho \nu}^{\alpha}\right)+\ldots \\
& +\widetilde{\partial}_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f\left(S_{\sigma \lambda_{1} \ldots \lambda_{r} \mu}^{\alpha}+O\left(j^{r}\right)\right)+\partial_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f\left(\nabla_{\sigma} \nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}-S_{\rho \sigma}^{\alpha} \nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\sigma}\right. \\
& \left.\left.+S_{\lambda_{1} \sigma}^{\rho} \nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\rho \mu \lambda_{2}}^{\alpha}+2 S_{\mu \sigma}^{\rho} \nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \rho \lambda_{2}}^{\alpha}+(r-3) S_{\lambda_{3} \sigma}^{\rho} \nabla_{\rho \ldots \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}\right)\right)= \\
& 2 \nabla_{(\alpha} X_{\beta)}^{*} \partial^{\alpha \beta} f+\partial_{\alpha}^{\mu \nu} f\left(\nabla_{\mu \nu} X^{\alpha}+O(X)\right)+\widetilde{\partial}_{\alpha}^{\beta \mu \nu} f\left(\nabla_{\beta \mu \nu} X^{\alpha}+o(\nabla X, X)\right) \\
& +\partial_{\alpha}^{\beta \mu \nu} f\left(\nabla_{\sigma} R_{\beta \mu \nu}^{\alpha} X^{\sigma}-\nabla_{\sigma} X^{\alpha} R_{\beta \mu \nu}^{\sigma}+\nabla_{\beta} X^{\sigma} R_{\sigma \mu \nu}^{\alpha}+\nabla_{\mu} X^{\sigma} R_{\beta \sigma \nu}^{\alpha}+\nabla_{\nu} X^{\sigma} R_{\beta \mu \sigma}^{\alpha}\right) \\
& +\widetilde{\partial}_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f\left(\nabla_{\lambda_{1} \ldots \lambda_{r} \mu} X^{\alpha}+O\left(\nabla^{r-1} X, \ldots, X\right)\right)+\partial_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f \\
& \left(X^{\sigma} \nabla_{\sigma} \nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\alpha}-\nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\lambda_{1} \mu \lambda_{2}}^{\sigma} \nabla_{\sigma} X^{\alpha}+\nabla_{\lambda_{3} \ldots, \lambda_{r}} R_{\sigma \mu \lambda_{2}}^{\alpha} \nabla_{\lambda_{1}} X^{\sigma}\right. \\
& \left.+\ldots+\nabla_{\lambda_{3} \ldots \lambda_{r-1} \sigma}^{\alpha} R_{\lambda_{1} \mu \lambda_{2}} \nabla_{\lambda_{r}} X^{\sigma}+\nabla_{\lambda_{3} \ldots \lambda_{r}} R_{\lambda_{1} \sigma \lambda_{2}}^{\alpha} \nabla_{\mu} X^{\sigma}\right) .
\end{aligned}
$$

Since the vector field $X \in \mathfrak{X}(M)$ is arbitrary, the above equation must hold for any order of covariant derivative in $X$ independently. As a result, we recursively find that $\widetilde{\partial}_{\alpha}^{\lambda_{1} \ldots \lambda_{r} \mu} f=\ldots=\widetilde{\partial}_{\alpha}^{\beta \mu \nu} f=$
$\partial_{\alpha}^{\mu \nu} f=0$. Then collecting the $X^{\sigma}$ and $\nabla_{\sigma} X^{\rho}$ terms we get the system

$$
\left\{\begin{array}{l}
0=\partial_{\sigma} f+S_{\gamma \sigma}^{\rho}\left\{2 \partial^{\sigma \beta} f g_{\rho \beta}+\partial_{\alpha}^{\beta \mu \nu} f\left(-\delta_{\rho}^{\alpha} R_{\beta \mu \nu}^{\sigma}+\delta_{\beta}^{\sigma} R_{\rho \mu \nu}^{\alpha}+2 \delta_{\mu}^{\sigma} R_{\beta \rho \nu}^{\alpha}\right)+\ldots\right. \\
\left.+\partial_{\alpha}^{\beta \mu \Lambda \nu} f\left(-\delta_{\sigma}^{\alpha} \nabla_{\Lambda} R_{\beta \nu \mu}^{\sigma}+\delta_{\beta}^{\sigma} \nabla_{\Lambda} R_{\rho \nu \mu}^{\alpha}+2 \delta_{\nu}^{\sigma} \nabla_{\Lambda} R_{\beta \rho \mu}^{\alpha}+(r-3) \delta_{\lambda_{1}}^{\sigma} \nabla_{\rho \hat{\Lambda}} R_{\beta \nu \mu}^{\alpha}\right)\right\}, \\
0=2 \partial^{\sigma \beta} f g_{\rho \beta}+\partial_{\alpha}^{\beta \mu \nu} f\left(-\delta_{\rho}^{\alpha} R_{\beta \mu \nu}^{\sigma}+\delta_{\beta}^{\sigma} R_{\rho \mu \nu}^{\alpha}+2 \delta_{\mu}^{\sigma} R_{\beta \rho \nu}^{\alpha}\right)+\ldots \\
+\partial_{\alpha}^{\beta \mu \Lambda \nu} f\left(-\delta_{\sigma}^{\alpha} \nabla_{\Lambda} R_{\beta \nu \mu}^{\sigma}+\delta_{\beta}^{\sigma} \nabla_{\Lambda} R_{\rho \nu \mu}^{\alpha}+2 \delta_{\nu}^{\sigma} \nabla_{\Lambda} R_{\beta \rho \mu}^{\alpha}+(r-3) \delta_{\lambda_{1}}^{\sigma} \nabla_{\rho \hat{\Lambda}} R_{\beta \nu \mu}^{\alpha}\right) .
\end{array}\right.
$$

substituting the second equation into the first we get the initial claim

$$
\begin{aligned}
0= & 2 \frac{\partial f}{\partial g_{\sigma \beta}} f g_{\rho \beta}+\frac{\partial f}{\partial R_{\beta \mu \nu}^{\alpha}}\left(-\delta_{\rho}^{\alpha} R_{\beta \mu \nu}^{\sigma}+\delta_{\beta}^{\sigma} R_{\rho \mu \nu}^{\alpha}+2 \delta_{\mu}^{\sigma} R_{\beta \rho \nu}^{\alpha}\right)+\ldots \\
& +\frac{\partial f}{\partial \nabla_{\Lambda} R_{\beta \mu \nu}^{\alpha}}\left(-\delta_{\sigma}^{\alpha} \nabla_{\Lambda} R_{\beta \nu \mu}^{\sigma}+\delta_{\beta}^{\sigma} \nabla_{\Lambda} R_{\rho \nu \mu}^{\alpha}+2 \delta_{\nu}^{\sigma} \nabla_{\Lambda} R_{\beta \rho \mu}^{\alpha}+(r-3) \delta_{\lambda_{1}}^{\sigma} \nabla_{\rho \hat{\Lambda}} R_{\beta \nu \mu}^{\alpha}\right) .
\end{aligned}
$$

To include the scalars $m^{2}$, $\kappa$ we simply note that being scalar coordinates, their covariant derivatives are tensors, therefore diff-covariant functions are allowed to depend on them, and the above equation gets modified by adding to the right hand side the term
$\frac{\partial f}{\partial \nabla_{\theta} m^{2}}\left(\delta_{\theta}^{\sigma} \nabla_{\rho} m^{2}\right)+\ldots+\frac{\partial f}{\partial \nabla_{\Theta} m^{2}}\left(-r \delta_{\theta_{1}}^{\sigma} \nabla_{\rho \hat{\Theta}} m^{2}\right)+\frac{\partial f}{\partial \nabla_{\theta} \kappa}\left(\delta_{\theta}^{\sigma} \nabla_{\rho} \kappa\right)+\ldots+\frac{\partial f}{\partial \nabla_{\Theta} \kappa}\left(-r \delta_{\theta_{1}}^{\sigma} \nabla_{\rho \hat{\Theta} \kappa}\right)$ with $|\Theta|=r$.

### 3.2 Hadamard parametrices

In this section we will review some of the geometry needed to write locally the Hadamard parametrix, the latter is the closest thing (from a microanalytical standpoint) to a solution of some partial differential equation: the parametrix is a distribution which is smoothened by the differential operator inducing the linear equations. In particular we are interested in wave equations such as (2.84). The construction that we are describing can be readily generalized from the scalar to the vector case (e.g. see [30, § 6], [16, § A] for the Euclidean case).

Let $(M, g)$ be a time oriented Lorentzian manifold, given some point $x \in M$ consider the pseudoRiemannian exponential mapping $\exp _{x}: V \subset T_{x} M \rightarrow M$ of the metric $g$. Since $T_{0} \exp _{x}=i d_{T_{x} M}$, there will be a neighborhood $\Omega \ni x$ such that, possibly restricting the domain, $\exp _{x}: V \subset T_{x} M \rightarrow \Omega$ is a diffeomorphism. Alternatively, we can say that there are neighborhoods $\mathcal{O} \subset M^{2}$ of the diagonal $\Delta_{2}(M), \widetilde{V} \subset T M$ of the graph of the zero section, such that exp $: \widetilde{V} \subset T M \rightarrow \mathcal{O}$ is a diffeomorphism. The square geodesic distance function is then defined as

$$
\begin{equation*}
\sigma: \mathcal{O} \rightarrow \mathbb{R}:(x, y) \mapsto \sigma(x, y)=\frac{1}{2} g(x)\left(\exp _{x}^{-1}(y), \exp _{x}^{-1}(y)\right) \tag{3.20}
\end{equation*}
$$

In this we shall adopt a particular notation: let $(x, y) \in \mathcal{O}, v=\exp _{x}^{-1}(y), w=\exp _{y}^{-1}(x)$, we denote by $\left(U_{x}, x^{\mu}\right),\left(U_{y}, x^{\alpha}\right)$ the coordinates around $x, y$ respectively, and by $\left(V, \dot{x}^{\mu}\right),\left(V, \dot{x}^{\alpha}\right)$ the coordinates of $T_{x} M, T_{y} M$. In short, Greek indices such as $\alpha, \beta, \gamma, \delta$ will denote coordinates around $y$ of $T_{y} M$, indices such as $\mu, \nu, \lambda, \rho$ will refer to coordinates around $x$ or $T_{x} M$. In those coordinates,
set $\left(\exp _{x}(v)\right)^{\alpha}=e_{x}^{\alpha}(v),\left(\exp _{x}^{-1}(y)\right)^{\mu}=\bar{e}_{x}^{\mu}(y),\left(\exp _{y}(w)\right)^{\mu}=e_{y}^{\mu}(w),\left(\exp _{y}^{-1}(x)\right)^{\alpha}=\bar{e}_{y}^{\alpha}(x)$. Since $\exp _{x}\left(\exp _{x}^{-1}(y)\right)=y, \exp _{x}^{-1}\left(\exp _{x}(v)\right)=v$, applying the tangent mapping to both sides of those equations yield the identities

$$
\begin{aligned}
& T_{\exp _{x}^{-1}(y)} \exp _{x} \circ T_{y} \exp _{x}^{-1}=T_{y} i d \Rightarrow \frac{\partial e_{x}^{\alpha}}{\partial \dot{x}^{\mu}} \frac{\partial \bar{e}_{x}^{\mu}}{\partial y^{\beta}}=\delta_{\beta}^{\alpha} ; \frac{\partial e_{y}^{\mu}}{\partial \dot{y}^{\alpha}} \frac{\partial \bar{e}_{x}^{\alpha}}{\partial y^{\nu}}=\delta_{\nu}^{\mu} \\
& T_{\exp _{x}(v)} \exp _{x}^{-1} \circ T_{v} \exp _{x}=T_{v} i d, \Rightarrow \frac{\partial \bar{e}_{x}^{\mu}}{\partial y^{\alpha}} \frac{\partial e_{x}^{\alpha}}{\partial \dot{x}^{\nu}}=\delta_{\nu}^{\mu}, \frac{\partial \bar{e}_{y}^{\alpha}}{\partial x^{\mu}} \frac{\partial e_{y}^{\mu}}{\partial \dot{y}^{\beta}}=\delta_{\beta}^{\alpha}
\end{aligned}
$$

Lemma 3.2.1. The square geodesic distance (3.20) satisfies the following identity:

$$
\begin{equation*}
\sigma=\frac{1}{2} g^{\mu \nu}(x) \nabla_{\mu} \sigma \nabla_{\nu} \sigma=\frac{1}{2} g^{\alpha \beta}(y) \nabla_{\alpha} \sigma \nabla_{\beta} \sigma \tag{3.21}
\end{equation*}
$$

Moreover, as $y \rightarrow x$, we have the identities

$$
\begin{align*}
& \sigma_{\alpha} \rightarrow 0  \tag{3.22}\\
& \sigma_{\alpha \beta} \rightarrow g_{\alpha \beta}(x)  \tag{3.23}\\
& \sigma_{\alpha \beta \gamma} \rightarrow 0  \tag{3.24}\\
& \sigma_{\alpha \beta \gamma \delta} \rightarrow \frac{1}{3}\left(R_{\alpha \gamma \beta \delta}(x)+R_{\alpha \delta \beta \gamma}(x)\right) \tag{3.25}
\end{align*}
$$

where $\sigma_{\alpha}=\nabla_{\alpha} \sigma$, and $R$ the Riemann tensor of the metric $g$. Finally, if $y \in I^{+}(x)$ (resp. $y \in I^{-}(x)$ ) then $\sigma_{\alpha}$ is past (resp. future) directed.

Proof. First recall that Gauss lemma, which states that $\exp _{x}$ is a radial isometry, that is,

$$
g(y)\left(T_{v} \exp _{x}(v), T_{v} \exp _{x}\left(v^{\prime}\right)\right)=g(x)\left(v, v^{\prime}\right), \forall v, v^{\prime} \in T_{x} M, y=\exp _{x}(v)
$$

or, in coordinate notation,

$$
\begin{equation*}
g_{\alpha \beta}(y) \frac{\partial e_{x}^{\alpha}}{\partial \dot{x}^{\mu}} \frac{\partial e_{x}^{\beta}}{\partial \dot{x}^{\nu}}=g_{\mu \nu}(x), g^{\alpha \beta}(y) \frac{\partial \bar{e}_{x}^{\mu}}{\partial y^{\alpha}} \frac{\partial \bar{e}_{x}^{\nu}}{\partial y^{\beta}}=g^{\mu \nu}(x) \tag{3.26}
\end{equation*}
$$

Then,

$$
\begin{aligned}
\frac{1}{2} g^{\alpha \beta}(y) \nabla_{\alpha} \sigma \nabla_{\beta} \sigma & =\frac{1}{8} g^{\alpha \beta}(y) \nabla_{\alpha}\left(g_{\mu \nu}(x) \bar{e}_{x}^{\mu}(y) \bar{e}_{x}^{\nu}(y)\right)\left(g_{\lambda \rho}(x) \bar{e}_{x}^{\lambda}(y) \bar{e}_{x}^{\rho}(y)\right) \\
& =\frac{1}{2} g^{\alpha \beta}(y) g_{\mu \nu}(x) \frac{\bar{e}_{x}^{\mu}(y)}{\partial y^{\alpha}} \bar{e}_{x}^{\nu}(y) g_{\lambda \rho}(x) \frac{\bar{e}_{x}^{\lambda}(y)}{\partial y^{\beta}} \bar{e}_{x}^{\rho}(y) \\
& =\frac{1}{2} g^{\mu \lambda}(x) g_{\mu \nu}(x) g_{\lambda \rho}(x) e_{x}^{\nu}(y) \bar{e}_{x}^{\rho}(y)=\sigma(x, y)
\end{aligned}
$$

where in the third equality we used (3.26). The identities (3.22) follows from $\sigma \rightarrow 0$ as $y \rightarrow x$ and repeated differentiation of $(3.21)$. For details see [21, pp. 227-228]. Finally, suppose $y \in I^{+}(x)$, then $\sigma(x, y)<0$, by (3.21), we must have that $\sigma_{\alpha}$ is timelike. Let $T$ be the vector field inducing the time orientation on $M$ and $\gamma_{x}(t)$ the integral curve of $T$ starting at $x$ with velocity $T(x) \in T_{x} M$, by construction the function $t \mapsto \sigma\left(x, \gamma_{x}(t)\right)$ is negative and decreasing, thus

$$
0>\frac{d}{d t} \sigma\left(x, \gamma_{x}(t)\right)=g^{\alpha \beta}(y)\left(\left.\sigma_{\alpha}\right|_{\gamma_{x}(t)}, T\left(\gamma_{x}(t)\right)\right)
$$

The geodesic parallel displacement is a mapping

$$
\begin{equation*}
\bar{\delta}: \mathcal{O} \rightarrow \Omega_{1}(M) \boxtimes \Omega_{1}(M):(x, y) \mapsto \bar{\delta}_{\alpha \mu} d y^{\alpha} \boxtimes d x^{\mu} \tag{3.27}
\end{equation*}
$$

satisfying the following requirements:

$$
\begin{gather*}
\lim _{y \rightarrow x} g^{\alpha \beta}(y) \bar{\delta}_{\beta \mu}(x, y)=\delta_{\mu}^{\alpha}  \tag{3.28}\\
g^{\mu \nu}(x) \sigma_{\mu} \nabla_{\nu} \bar{\delta}_{\alpha \lambda}=0, g^{\alpha \beta}(y) \sigma_{\alpha} \nabla_{\beta} \bar{\delta}_{\gamma \mu}=0 \tag{3.29}
\end{gather*}
$$

We stress that $\bar{\delta}$ is the mapping condition (3.29) is the equation of parallel transport, from $T_{x} M$ to $T_{y} M$, along the geodesic joining $x$ to $y$ whereas (3.28) is the initial condition. From those condition the existence and uniqueness of the geodesic parallel displacement can be derived.

Lemma 3.2.2. The geodesic parallel displacement introduced in (3.27) satisfies the following relations:
(i) $\bar{\delta}^{\alpha}{ }_{\mu} \sigma_{\alpha}=-\sigma_{\mu}, \bar{\delta}_{\alpha}{ }^{\mu} \sigma_{\mu}=-\sigma_{\alpha}$;
(ii) $\bar{\delta}^{\alpha \mu} \bar{\delta}_{\alpha \nu}=\delta_{\nu}^{\mu}, \bar{\delta}^{\alpha \mu} \bar{\delta}_{\beta \mu}=\delta_{\beta}^{\alpha}$;
(iii) $\bar{\delta}^{\alpha}{ }_{\mu} \bar{\delta}^{\beta}{ }_{\nu} g_{\alpha \beta}(y)=g_{\mu \nu}(x), \bar{\delta}_{\alpha}^{\mu} \bar{\delta}_{\beta}{ }^{\nu} g_{\mu \nu}(x)=g_{\alpha \beta}(y)$.

Proof. (i) follows from the fact that if $y=\exp _{x}(v)$, the geodesic joining the two points is $\gamma(t)=$ $\exp _{x}(t v)$, calling $w=-\exp _{x}^{-1}(y)$, we have $\gamma(1-t)=\exp _{y}(t w)$, then we have

$$
\begin{equation*}
\frac{\partial e_{x}^{\alpha}}{\partial \dot{x}^{\mu}} \bar{e}_{x}^{\mu}=-\bar{e}_{y}^{\alpha} \tag{3.30}
\end{equation*}
$$

Using the above equality and (3.26) we get $g_{\mu \nu}(x) \sigma_{\nu}=-\bar{e}_{y}^{\alpha}$. Then

$$
\bar{\delta}_{\alpha}^{\mu} \sigma_{\mu}=\frac{\partial e_{x}^{\alpha}}{\partial \dot{x}^{\mu}} \bar{e}_{x}^{\mu}=-\bar{e}_{y}^{\alpha}=-\sigma_{\alpha}
$$

(ii) states that the composition of parallel transport from $x$ to $y$ and back is the identity, and can be seen using (3.29) to show that for any $v \in T_{x} M$,

$$
\sigma^{\lambda} \nabla_{\lambda}\left(\bar{\delta}^{\alpha \mu} \bar{\delta}_{\alpha \nu} v^{\nu}\right)=0
$$

Finally, (iii) follows from the fact that along the geodesic $\gamma(t)=e_{x}\left(t \bar{e}_{x}(y)\right)$, each $v, v^{\prime} \in T_{x} M$ is transported parallel to the geodesic and thus the scalar product of the two vector remain constant along $\gamma$. Therefore expanding

$$
0=\frac{d}{d t}\left(g(\gamma(t))\left(\delta(v), \delta\left(v^{\prime}\right)\right)\right)
$$

in coordinates we conclude.
We now introduce three quantities that are of great importance to define the Hadamard parametrix:

$$
\begin{equation*}
\bar{\delta}(x, y)=\operatorname{det}\left(\bar{\delta}_{\mu}^{\alpha}\right) \tag{3.31}
\end{equation*}
$$

Notice that by (i) in Lemma 3.2.2, we have $g^{\mu \nu} \bar{\delta}^{\alpha}{ }_{\mu} \sigma_{\alpha} \bar{\delta}^{\beta}{ }_{\nu} \sigma_{\beta}=g^{\mu \nu} \sigma_{\mu} \sigma_{\nu}=\sigma$, implying $g_{\mu \nu}=$ $\bar{\delta}^{\alpha}{ }_{\mu} g_{\alpha \beta} \bar{\delta}^{\beta}{ }_{\nu}$. Taking the determinant we get

$$
\begin{equation*}
\bar{\delta}(x, y)=g^{1 / 2}(x) g^{1 / 2}(y) . \tag{3.32}
\end{equation*}
$$

The second quantity of interest is Van Vleck determinat:

$$
\begin{equation*}
D(x, y)=-\operatorname{det}\left(\sigma_{\alpha \mu}\right), \tag{3.33}
\end{equation*}
$$

it's easy to show, arguing with (3.26) and (3.30), that

$$
\begin{equation*}
-\sigma_{\mu \alpha}(x, y)=g_{\alpha \beta}(y) \frac{\partial \bar{e}_{y}^{\beta}}{\partial x^{\mu}} . \tag{3.34}
\end{equation*}
$$

Finally, define

$$
\begin{equation*}
\Delta(x, y)=\frac{D(x, y)}{\bar{\delta}(x, y)} \tag{3.35}
\end{equation*}
$$

Lemma 3.2.3. The quantity $\Delta$ defined in (3.35) satisfies

$$
g^{\alpha \beta} \nabla_{\alpha}\left(\Delta \sigma_{\beta}\right)=n \Delta,
$$

where $n$ is the dimension of $M$.
Proof. By explicit calculation,

$$
\begin{aligned}
g^{\alpha \beta} \nabla_{\alpha}\left(\Delta \sigma_{\nu}\right) & =g^{\alpha \beta} \nabla_{\alpha} \Delta \sigma_{\beta}+g^{\alpha \beta} \Delta \sigma_{\alpha \beta} \\
& =-\Delta g^{\alpha \beta} \delta_{\epsilon \mu} \nabla \bar{\delta}^{\epsilon \mu} \sigma_{\beta}+\Delta g^{\alpha \beta} \sigma_{\epsilon \mu} \nabla{ }_{\gamma} \sigma^{\epsilon \mu} \sigma_{\beta}+g^{\alpha \beta} \Delta \sigma_{\alpha \beta},
\end{aligned}
$$

the first term is zero by (3.29), where as the rest can be written as

$$
\Delta g^{\alpha \beta} \sigma^{\gamma \mu}\left(\nabla_{\alpha} \sigma_{\gamma \mu} \sigma_{\beta}+\sigma_{\alpha \gamma} \sigma_{\mu \beta}\right)
$$

Notice that,

$$
\sigma_{\alpha \mu}=\nabla_{\alpha} \sigma_{\mu}=\nabla_{\alpha}\left(g^{\rho \nu} \sigma_{\mu \nu} \sigma_{\rho}\right)=g^{\rho \nu}\left(\nabla_{\alpha} \sigma_{\mu \nu}+\sigma_{\alpha \rho}\right),
$$

which, using (3.34) to calculate $\sigma^{\gamma \mu} \sigma_{\gamma \mu}$, implies

$$
g^{\alpha \beta} \nabla_{\alpha}\left(\Delta \sigma_{\nu}\right)=\Delta \sigma^{\gamma \mu} \sigma_{\gamma \mu}=n \Delta .
$$

We are going to use this identities to construct solutions for wave equations of the form $P=$ $g^{\alpha \beta} \nabla_{\alpha} \nabla_{\beta}+B$, where $B \in C^{\infty}(M)$. i.e. equations defined by normally hyperbolic differential operators $c$.f. Lemma 1.2.12. We are, in particular, looking for a parametrix for the equations, i.e. a distribution $H \in \mathcal{D}^{\prime}(\mathcal{O})$, such that if $x \in M$ is fixed, $\Omega \ni x$ is a geodesically convex neighborhood,

$$
\begin{equation*}
P(y) H(x, y)-\delta_{y} \in C^{\infty}(\Omega) \tag{3.36}
\end{equation*}
$$

In the above expression $\delta_{y}: \mathcal{E}(\Omega) \ni f \mapsto f(y) \in \mathbb{R}$ is Dirac's delta. Denote by $\operatorname{Par}(M, h)$ the set of
parametrices with respect to the normally hyperbolic operator $P$.
Theorem 3.2.4. Suppose that $(M, g)$ is a time oriented Lorentzian manifold let $d=\frac{n-2}{2}$, then given any wave equation of the form $P=\square_{g}+B$ with $B \in C^{\infty}(M)$, there exist local parametrices:
(i) if $n$ is even,

$$
H(x, y)=\beta_{n}\left[\frac{U(x, y)}{\left(\sigma(x, y)+i \epsilon t(x, y)+\epsilon^{2}\right)^{d}}+V(x, y) \ln \left(\frac{1}{\mu^{2}}\left(\sigma+i \epsilon t(x, y)+\epsilon^{2}\right)\right)+W(x, y)\right],
$$

(ii) if $n$ is odd,

$$
H(x, y)=\beta_{n} \frac{Z(x, y)}{\left(\sigma(x, y)+i \epsilon t(x, y)+\epsilon^{2}\right)^{d}},
$$

where $\mu$ is a constant length scale, $t(x, y) \equiv t(x)-t(y)$ and $t$ is the Cauchy temporal function, $\epsilon \rightarrow 0$ the parameter used to evaluate the Hadamard principal value of the integral and the cut in the complex domain of $\ln$ is in the negative real axis. The coefficients $U=\sum_{j=1}^{d-1} U_{j} \sigma^{j}, V=\sum_{j \geq 0} V_{j} \sigma^{j} \rho\left(\sigma k_{j}\right)$, $W=\sum_{j \geq 0} W_{j} \sigma^{j} \rho\left(\sigma k_{j}\right), Z=\sum_{j \geq 0} Z_{j} \sigma^{j} \rho\left(\sigma k_{j}\right)$ are recursively constructed out of the geometric data of the problem, $\rho \in C_{c}^{\infty}(\mathbb{R})$ satisfies $0 \leq \rho \leq 1, \rho(z) \equiv 1$ for $|z| \leq 1 / 2, \rho(z) \equiv 0$ for $|z| \geq 1$ and $\left\{k_{j}\right\}_{j \in \mathbb{N}}$ is a suitable sequence with $k_{j} \nearrow \infty$. Each function $U_{j}, V_{j}, W_{j}, Z_{j} \in C^{\infty}(\Omega \times \Omega)$ is inductively constructed out of the metric $g$ and the operator $P$ and $\beta_{n}$ are numerical coefficients depending on the dimension, moreover each series is convergent to a smooth function of $C^{\infty}(\Omega \times \Omega)$ for a suitable geodesically convex neighborhood $\Omega$ of $x \in M$. Moreover, given $H_{1}, H_{2} \in \operatorname{Par}(M, h)$, $H_{1}-H_{2} \in C^{\infty}(\mathcal{O})$.

Proof. For simplicity we will do the case $n=4$, however, similar arguments also apply to the other cases; for the specific details we point to [32]. For simplicity, we also set $\mu=1$, the general case being a straightforward generalization. We divide the proof in steps: first we define the coefficients $U, V, W$ by requiring that $P H=0$ at each order in $\sigma$, then we take care of the convergence of the newly determined infinite series by introducing some ad-hoc cutoff factor which ensure convergence in the Fréchet topology of $C^{\infty}(\mathcal{O})$ but weakens $P H=0$ into $P H \in C^{\infty}(\mathcal{O})$, finally, using the results in $[45$, Appendix B] we show that $H$ is a well defined distribution.

Step 1. Fixed $x \in M$ consider

$$
\begin{aligned}
P(y) H(x, y)= & -\sigma^{-2} g^{\alpha \beta}\left(2 \nabla_{\alpha} U-U \Delta^{-1} \nabla_{\alpha} \Delta\right) \sigma_{\beta} \\
& +\sigma^{-1}\left[2 V+g^{\alpha \beta}\left(2 \nabla_{\alpha} V-V \Delta^{-1} \nabla_{\alpha} \Delta\right) \sigma_{\beta}+P U\right] \\
& +P V \ln (\sigma)+P W .
\end{aligned}
$$

setting

$$
\begin{equation*}
U(x, y)=\Delta^{1 / 2}(x, y) \tag{3.37}
\end{equation*}
$$

and using Lemma 3.2.3 we get $U^{-1} \nabla_{\alpha} U=\frac{1}{2} \Delta^{-1} \nabla_{\alpha} \Delta$, which substituted into the above expression
for $P(y) H(x, y)$ yields, at each order in $\sigma$, the following identities

$$
\begin{aligned}
V_{0}+g^{\alpha \beta}\left(\nabla_{\alpha} V_{0}-\frac{1}{2} V_{0} \Delta^{-1} \nabla_{\alpha} \Delta\right) \sigma_{\beta} & =-\frac{1}{2} P U \\
(j+1) V_{j}+g^{\alpha \beta}\left(\nabla_{\alpha} V_{j}-\frac{1}{2} V_{j} \Delta^{-1} \nabla_{\alpha} \Delta\right) \sigma_{\beta} & =-\frac{1}{2 j} P V_{j-1} \\
(j+1) W_{j}+g^{\alpha \beta}\left(\nabla_{\alpha} W_{j}-\frac{1}{2} W_{j} \Delta^{-1} \nabla_{\alpha} \Delta\right) \sigma_{\beta} & =-\frac{1}{2 j} P\left(W_{j-1}-V_{j-1}\right)-V_{n}
\end{aligned}
$$

To solve the above system we use normal coordinates $\dot{x}^{\mu}=\bar{e}_{x}^{\mu}(y)$ around $x$, in those coordinates

$$
\begin{equation*}
U(x, \dot{x})=\left(\frac{g(x)}{g(\dot{x})}\right)^{1 / 4} \tag{3.38}
\end{equation*}
$$

then we get the system

$$
\begin{aligned}
\dot{x}^{\mu} \partial_{\mu}\left(\frac{V_{0}}{U}\right)+\frac{V_{0}}{U} & =-\frac{1}{4} \frac{P U}{U}, \\
\dot{x}^{\mu} \partial_{\mu}\left(\frac{V_{j}}{U}\right)+(j+1) \frac{V_{j}}{U} & =-\frac{1}{4} \frac{P V_{j-1}}{U}, \\
\dot{x}^{\mu} \partial_{\mu}\left(\frac{W_{j}}{U}\right)+(j+1) \frac{W_{j}}{U} & =-\frac{1}{4} \frac{P W_{j-1}-P V_{j-1}}{U}-\frac{V_{j}}{U},
\end{aligned}
$$

which can be integrated as

$$
\begin{gather*}
V_{0}(x, \dot{x})=-\frac{U(x, \dot{x})}{4} \int_{0}^{1} \frac{P U\left(x, s \dot{x}^{\mu}\right)}{U\left(x, s \dot{x}^{\mu}\right)} d s  \tag{3.3}\\
V_{l}(x, \dot{x})=-\frac{U(x, \dot{x})}{4 l} \int_{0}^{1} \frac{s^{l} P V_{l-1}\left(x, s \dot{x}^{\mu}\right)}{U\left(x, s \dot{x}^{\mu}\right)} d s  \tag{3.40}\\
W_{l}(x, \dot{x})=\frac{U(x, \dot{x})}{4 l} \int_{0}^{1} s^{l} \frac{P V_{l-1}\left(x, s \dot{x}^{\mu}\right)-l P W_{l-1}\left(x, s \dot{x}^{\mu}\right)}{U\left(x, s \dot{x}^{\mu}\right)} d s-l U(x, \dot{x}) \int_{0}^{1} s^{l} \frac{V_{l}\left(x, s \dot{x}^{\mu}\right)}{U\left(x, s \dot{x}^{\mu}\right)} d s . \tag{3.41}
\end{gather*}
$$

Step 2. Up to now the series defining the function $H$ is a formal series in $\sigma$, when the coefficients of the differential operator $P$ are analytic, then the series for $H$ does converge to the exact solution. In our case however we have smooth coefficients, so the convergence has to be forced by hand with a suitable cutoff. Let $\rho \in C_{c}^{\infty}(\mathbb{R})$ with $0 \leq \rho \leq 1, \rho(t) \equiv 1$ in $|t| \leq 1 / 2$ and $\rho(t) \equiv 0$ in $|t| \geq 1$. Suppose that $\left\{k_{j}\right\}_{j \in \mathbb{N}}$ is a suitable sequence with $k_{j} \rightarrow \infty$, then claim that

$$
\begin{equation*}
H(x, y) \doteq \frac{U(x, y)}{\sigma(x, y)}+\sum_{l \geq 0} \rho\left(\sigma(x, y) k_{l}\right)\left(V_{l}(x, y) \sigma(x, y)^{l} \ln (\sigma(x, y))+W_{l}(x, y) \sigma(x, y)^{l}\right) \tag{3.42}
\end{equation*}
$$

is a parametrix. We are going to show convergence in the Fréchet topology of $C^{\infty}(\mathcal{O})$ of the series in $\sigma$. First we study the case where $x \neq y$, when $k_{j}^{-1} \leq \sigma(x, y), \rho=0$, thus, given any compact subset $K \subset M$, we can estimate
$\sup _{K \times K}\left|\rho\left(\sigma(x, y) k_{l}\right)\left(V_{l}(x, y) \sigma(x, y)^{l}+W_{l}(x, y) \sigma(x, y)^{l}\right)\right| \leq \sup _{K \times K}\left(\frac{1}{k_{l}}\right)^{l}\left(\left|V_{l}(x, y)\right|\left|\ln \left(1 / k_{l}\right)\right|+\left|W_{l}(x, y)\right|\right)$.

Then to ensure convergence of the series of (3.42) we require that

$$
\left\{\begin{array}{l}
\sum_{l \geq 0} \sup _{K \times K}\left(\frac{1}{k_{l}}\right)^{l}\left|V_{l}(x, y)\right|\left|\ln \left(1 / k_{l}\right)\right|<\infty, \\
\sum_{l \geq 0} \sup _{K \times K}\left(\frac{1}{k_{l}}\right)^{l}\left|W_{l}(x, y)\right|<\infty .
\end{array}\right.
$$

Denote by $\left\{k_{j, 0}\right\}$ the sequence satisfying those estimates. Next, we study

$$
\sup _{K \times K}\left|\nabla_{\mu}\left(\rho\left(\sigma(x, y) k_{l}\right)\left(V_{l}(x, y) \sigma(x, y)^{l}+W_{l}(x, y) \sigma(x, y)^{l}\right)\right)\right| .
$$

Then again, we will get some conditions the sequence $\left\{k_{j}\right\}$ has to satisfy to ensure that the above quantity is bounded. Denote by $\left\{k_{j, 1}\right\}$ the sequence obtained. Repeating this at all orders give us sequences $\left\{k_{j, n}\right\}$, without loss of generality we can assume that $\forall j \in \mathbb{N}, k_{j, n} \geq k_{j, n-1}$; by a diagonal argument, define a sequence $k_{j} \doteq k_{j, j}$. With this particular choice of $\left\{k_{j}\right\}$, the series defining the parametrix converges uniformly with all its derivatives to a smooth function in $K \times K \backslash \Delta_{2}(K)$. We can then take an exhaustion of a compact subset of $M$, for each we determine the corresponding sequence, then a diagonal argument enables us to conclude that the series defining $H$ converges with all its derivatives uniformly in every compact set of $M$.

Step 3. When $y \rightarrow x$, or $x, y$ are points along a lightlike geodesics, singularities begin to appear, applying [45, Lemma B.1, Lemma B.2], we obtain that $H$ is a distribution defined through Hadamard principal value, i.e.

$$
\begin{equation*}
H(x, y)=\frac{1}{4 \pi^{2}} \frac{U(x, y)}{\sigma(x, y)+i \epsilon t(x, y)+\epsilon^{2}}+\widetilde{V}(x, y) \ln \left(\sigma(x, y)+i \epsilon t(x, y)+\epsilon^{2}\right)+\widetilde{W}(x, y) ; \tag{3.43}
\end{equation*}
$$

where $t$ is the Cauchy temporal function, $t(x, y) \equiv t(x)-t(y), \epsilon \rightarrow 0$ the parameter used to evaluate the principal value of the integral.

### 3.3 Wick Powers

From the classical results presented in Chapter 2 we would like to enter the quantum realm. We accomplish this via deformation quantization of the algebra of microcausal functionals. In this regard, we will assume that the microcausal algebra of Definition 2.4.6 is maximally defined, that is the $C O$-open subset $\mathcal{U}$ representing the domain of functionals is the whole manifold $C^{\infty}(M, \mathbb{R})$. Given a background geometry $h=(g, m, \kappa)$ we will denote by

$$
\left(\mathcal{F}_{\mu c}(M, h),\{,\}_{(M, h)}\right)
$$

the Poisson algebra of microcausal functional where the background geometry $h=(g, m, \kappa)$ determines both the wave front set properties (c.f. (2.62)) and the dynamic induced by the Klein-Gordon operator

$$
\square_{g}+m^{2}+\kappa R(g)
$$

A deformation quantization of the algebra $\mathcal{F}_{\mu c}(M, h)$ is therefore an associative algebra with a $\star$ product of the form

$$
F \star G=\sum_{j} \hbar^{j} \Pi_{j}(F, G)
$$

for some mappings $\Pi_{j}$ satisfying the consistency conditions

$$
\begin{aligned}
\Pi_{0}(F, G) & =F \cdot G \\
\Pi_{1}(F, G)-\Pi_{1}(G, F) & =i \hbar\left\langle d F, \mathcal{G}_{(M, h)} d G\right\rangle+O\left(\hbar^{2}\right)
\end{aligned}
$$

where • is the product of the classical algebra defined in $(2.19),\left\langle d F, \mathcal{G}_{(M, h)} d G\right\rangle$ and $\mathcal{G}_{(M, h)}$ are respectively the Peierls bracket and the causal propagator associated to the Klein Gordon equations on globally hyperbolic spacetime (c.f. Definition 2.4.4, Theorem 1.2.16). The price we pay to work with such algebras is that they are infinite series in the deformation parameter $\hbar$.

Lemma 3.3.1. Consider the algebra of regular functionals $\mathcal{F}_{\text {reg }}(M, h)$ with the topology of strong convenient convergence generated by seminorms (2.86). Then the star product defined, at each order of $\hbar, b y$

$$
\begin{equation*}
(F \star G)(\varphi)=F(\varphi) G(\varphi)+\sum_{j \geq 1} \frac{\hbar^{j}}{j!}\left(\frac{i}{2}\right)^{j}\left\langle d^{j} F[\varphi], \otimes^{j} \mathcal{G}_{(M, h)}\left(d^{j} G[\varphi]\right)\right\rangle \tag{3.44}
\end{equation*}
$$

is a deformation quantization product. Moreover, if we consider the subalgebra $\mathcal{W}(M, h)$ of $\mathcal{F}_{\text {reg }}(M, h)$ generated by imaginary exponentials of linear fields

$$
\phi_{(M, h, f)}: \varphi \mapsto \int_{M} f \varphi d \mu_{g}
$$

as $f$ varies in $\mathcal{D}(M)$, then $\mathcal{W}(M, h)$ is a Weyl subalgebra.
Proof. That $\Pi_{0}(F, G)=F \cdot G$ is clear from (3.44); for $\Pi_{1}(F, G)-\Pi_{1}(G, F)=i \hbar\langle F, G\rangle_{\mathcal{G}}+O(\hbar)$, we can suppose that $F, G$ are regular functionals i.e. their deformation series in $\hbar$ are trivial. Then at $\hbar$

$$
\begin{aligned}
\left(\Pi_{1}(F, G)-\Pi_{1}(G, F)\right)(\varphi) & =\frac{i}{2}\left(\left\langle d F[\varphi], \mathcal{G}_{(M, h)}(d G[\varphi])\right\rangle-\left\langle d G[\varphi], \mathcal{G}_{(M, h)}(d F[\varphi])\right\rangle\right)+O\left(\hbar^{2}\right) \\
& =i \hbar\langle F, G\rangle_{\mathcal{G}}+O(\hbar)
\end{aligned}
$$

Next we notice that for the regular functional $\exp \left(i \phi_{(M, h, f)}\right)$, we have

$$
d \exp \left(i \phi_{(M, h, f)}[\varphi](\psi)\right)=i \phi_{(M, h, f)}(\psi) \exp \left(i \phi_{(M, h, f)}(\varphi)\right)
$$

for all $\varphi \in C^{\infty}(M, \mathbb{R}), f, \psi \in \mathcal{D}(M)$. Therefore,

$$
\begin{aligned}
\left(\exp \left(i \phi_{\left(M, h, f_{1}\right)}\right) \star \exp \left(i \phi_{\left(M, h, f_{2}\right)}\right)\right)(\varphi) & =\sum_{j \geq 0} \frac{1}{j!}\left(\frac{-i \hbar}{2}\right)^{j}\left(\left\langle f_{1}, \mathcal{G}_{(M, h)} f_{2}\right\rangle\right)^{j} \exp \left(i \phi_{\left(M, h, f_{1}+f_{2}\right)}\right)(\varphi) \\
& =e^{\frac{-i \hbar}{2} \mathcal{G}_{(M, h)}\left(f_{1}, f_{2}\right)} \exp \left(i \phi_{\left(M, h, f_{1}+f_{2}\right)}\right)(\varphi)
\end{aligned}
$$

Notice that if we try to force prescription (3.44) for microcausal functionals, then we run into
problems: for example

$$
\left(\phi_{\left(M, h, f_{1}\right)}^{2} \star \phi_{\left(M, h, f_{2}\right)}^{2}\right)(\varphi)=\int_{M^{2}} d \mu_{g}(x, y) f_{1}(x) f_{2}(y)\left(\varphi^{2}(x) \varphi^{2}(y)+\varphi(x) \varphi(y) \mathcal{G}_{(M, h)}(x, y)+\mathcal{G}_{(M, h)}(x, y)^{2}\right)
$$

does possess the element $\mathcal{G}(x, y)^{2}$ which is not a well defined distribution. To remedy this we start noticing that given the operator

$$
\begin{equation*}
\Gamma_{\mathcal{G}}=\hbar \int_{M^{2}} d \mu_{g}(x, y) \mathcal{G}_{(M, h)}(x, y) \frac{\partial}{\partial \varphi(x)} \otimes \frac{\partial}{\partial \varphi(y)} \tag{3.45}
\end{equation*}
$$

we can write

$$
\begin{equation*}
F \star G=\mathcal{M} \circ e^{\frac{i}{2} \Gamma_{\mathcal{G}}}(F \otimes G) \tag{3.46}
\end{equation*}
$$

where $\mathcal{M}(F \otimes G)=F \cdot G$ and

$$
e^{\frac{i}{2} \Gamma_{\mathcal{G}}}=i d_{\mathcal{F}_{\text {reg }}} \otimes i d_{\mathcal{F}_{\text {reg }}}+\sum_{j}\left(\frac{i}{2}\right)^{j} \otimes^{j} \Gamma_{\mathcal{G}} .
$$

Definition 3.3.2. Let $\omega$ be a state on the algebra $\mathcal{F}_{\text {reg }}(M, h)$, then it is called a Hadamard state if:
(i) its two point function $\omega_{2}: \mathcal{D}\left(M^{2}\right) \rightarrow \mathbb{R}:\left(f_{1}, f_{2}\right) \mapsto \omega\left(\phi_{(M, h)}\left(f_{1}\right), \phi_{(M, h)}\left(f_{2}\right)\right)$ satisfies the property

$$
\begin{equation*}
\mathrm{WF}\left(\omega_{2}\right)=\left\{(x, y ; \xi,-\eta) \in \dot{T}^{*} M^{2}:(x, \xi) \sim_{g}(y, \eta), g^{\sharp} \xi \in V_{g}^{+}(x)\right\}, \tag{3.47}
\end{equation*}
$$

where the notation $(x, \xi) \sim_{g}(y, \eta)$, introduced in Theorem 1.2.16, means that there is a lightlike geodesic $\gamma:[0, \Lambda] \subset \mathbb{R} \rightarrow M$ for which $(x, \xi)=\left(\gamma(0), g^{b} \dot{\gamma}(0)\right)$ and $(y, \eta)=\left(\gamma(\Lambda), g^{b} \dot{\gamma}(\Lambda)\right)$;
(ii) its truncated $n$-point functions $\omega_{n}^{T}$ defined implicitly by the relation ${ }^{2}$

$$
\omega_{n}\left(f_{1}, \ldots, f_{n}\right)=\sum_{\pi \in \mathcal{P}(\{1, \ldots, n\})} \prod_{I \in \pi} \omega_{|I|}^{T}\left(f_{I}\right), \quad f_{i} \in C_{c}^{\infty}(M) \quad 1 \leq i \leq n
$$

are smooth for all $n \neq 2$.
If $x \in M$ is arbitrary and $\Omega$ is a geodesically convex neighborhood of $x$, [64, Theorem 5.1] proved that

$$
\left.\omega_{2}\right|_{\Omega \times \Omega}(x, y)-H(x, y)-\frac{i}{2} \mathcal{G}_{(M, h)}(x, y) \in C^{\infty}(\Omega \times \Omega)
$$

where $H$ is the Hadamard parametrix defined in (3.43) and $\omega_{2}$ the two point function of a Hadamard state. As a result, the quantity $H+\frac{i}{2} \mathcal{G}$ satisfies the microlocal condition (3.47).

[^18]It is now possible, by direct application of [44, Theorem 8.2.14], not only to define powers of $\omega=H+\frac{i}{2} \mathcal{G}$ as distributions over $M \times M$, but to define altogether the quantity

$$
\begin{equation*}
F \star_{H} G \doteq F(\varphi) G(\varphi)+\sum_{j \geq 1} \frac{\hbar^{j}}{j!}\left(\frac{i}{2}\right)^{j}\left\langle d^{j} F[\varphi], \otimes^{j} \omega\left(d^{j} G[\varphi]\right)\right\rangle, \tag{3.48}
\end{equation*}
$$

given any $F, G \in \mathcal{F}_{\mu c}(M, h)$. We stress that the notation $\star_{H}$ refers to the fact that in $\omega=H+\frac{i}{2} \mathcal{G}$, the antisymmetric part $\mathcal{G}$ is unique for each background geometry, whereas the symmetric part $H$ in defined modulo a smooth function. We then claim the following:

Lemma 3.3.3. Suppose that $\Gamma_{\mathcal{G}}$ is the mapping introduced in (3.45), then for any $F, G \in \mathcal{F}_{\text {reg }}(M, h)$ the $\star_{\omega}$ product defined in (3.48) with $\omega=H+\frac{i}{2} \mathcal{G}_{(M, h)}$ can be written as

$$
F \star_{H} G=\alpha_{H}\left(\alpha_{H}^{-1}(F) \star \alpha_{H}^{-1}(G)\right)
$$

where

$$
\alpha_{H}(F)(\varphi) \doteq F(\varphi)+\sum_{j \geq 1}(i \hbar)^{j}\left\langle H^{j}, d^{2 j} F[\varphi]\right\rangle
$$

Before the prove, let us use a notation similar to (3.45) and set

$$
\begin{equation*}
\widetilde{\Gamma}_{H}: \mathcal{F}_{\text {reg }}(M, h) \rightarrow \mathcal{F}_{\text {reg }}(M, h), \quad F \rightarrow \widetilde{\Gamma}_{H}(F) \tag{3.49}
\end{equation*}
$$

with

$$
\widetilde{\Gamma}_{H}(F)(\varphi)=\left\langle H, d^{2} F[\varphi]\right\rangle .
$$

Since the starting $F$ is regular, $\widetilde{\Gamma}_{H}(F)$ will be well defined and regular as well.
Proof. We notice that by the Leibniz rule,

$$
d(F \cdot G)[\varphi]=(d F[\varphi] \cdot G+F \cdot d G[\varphi]),
$$

then we can write

$$
\widetilde{\Gamma}_{H}(F \cdot G)=\left(\widetilde{\Gamma}_{H} F \cdot G+F \cdot \widetilde{\Gamma}_{H} G+2\langle d F, H(d G)\rangle\right)
$$

or equivalently, using the multiplication mapping $\mathcal{M}$ and the operator $\Gamma$ defined in (3.45),

$$
\widetilde{\Gamma}_{H} \circ \mathcal{M}=\mathcal{M} \circ\left(i d \otimes \widetilde{\Gamma}_{H}+\widetilde{\Gamma}_{H} \otimes i d+\Gamma_{H}\right) .
$$

Finally, we have

$$
\begin{aligned}
\alpha_{H}\left(\alpha_{H}^{-1}(F) \star \alpha_{H}^{-1}(G)\right) & =e^{\frac{i}{2} \widetilde{\Gamma}_{H}}\left(e^{-\widetilde{\Gamma}_{H}}(F) \star e^{-\widetilde{\Gamma}_{H}}(G)\right) \\
& =e^{\frac{i}{2} \widetilde{\Gamma}_{H}} \circ \mathcal{M}\left(e^{\frac{i}{2} \Gamma_{\mathcal{G}}-i d \otimes \widetilde{\Gamma}_{H}-\widetilde{\Gamma}_{H} \otimes i d}(F \otimes G)\right) \\
& =e^{\frac{i}{2} \widetilde{\Gamma}_{H}} \circ \mathcal{M}\left(e^{-i d \otimes \widetilde{\Gamma}_{H}-\widetilde{\Gamma}_{H} \otimes i d+\frac{i}{2} \Gamma_{\mathcal{G}}}(F \otimes G)\right) \\
& =\mathcal{M} \circ\left(e^{i d \otimes \widetilde{\Gamma}_{H}+\widetilde{\Gamma}_{H} \otimes i d+\Gamma_{H}-i d \otimes \widetilde{\Gamma}_{H}-\widetilde{\Gamma}_{H} \otimes i d+\frac{i}{2} \Gamma_{\mathcal{G}}}(F \otimes G)\right) \\
& =\mathcal{M} \circ\left(e^{\Gamma_{H}+\frac{i}{2} \Gamma_{\mathcal{G}}}(F \otimes G)\right) \\
& =F \star_{H} G
\end{aligned}
$$

where in the third equality we used that the various exponentials commute as can be inferred directly from their definitions (3.45), (3.49).

Lemma 3.3.3 can also be interpreted as follows: using that $\alpha_{-H}=e^{\widetilde{\Gamma}_{-H}}=e^{-\widetilde{\Gamma}_{H}}=\alpha_{H}^{-1}$, we have

$$
\begin{equation*}
\left(\alpha_{H}^{-1}(F) \star \alpha_{H}^{-1}(G)\right)=\alpha_{H}^{-1}\left(F \star_{H} G\right) . \tag{3.50}
\end{equation*}
$$

We notice that (3.50) is well defined for $F, G \in \mathcal{F}_{\text {reg }}(M, h)$ since $F \in \mathcal{F}_{\text {reg }}(M, h) \Rightarrow \alpha_{H}^{ \pm 1}(F) \equiv$ $e^{ \pm \widetilde{\Gamma}_{H}}(F) \in \mathcal{F}_{\text {reg }}(M, h)$; however, $F \star_{H} G$ is well defined for microcausal functionals as well, therefore an extension of the $\star$ products could be obtained if we were able to define $e^{ \pm \widetilde{\Gamma}_{H}}(F)$ for microcausal functionals. Of course, the drawback is that any definition of the star product relying on (3.50), will depend on the symmetric part $H$ of the Hadamard state $\omega$, which is not uniquely fixed by the background geometry. We shall first address the latter issue and then come back to the former.

We denote by $\mathcal{F}_{\text {reg }}(M, h, H), \mathcal{F}_{\mu c}(M, h, H)$ the algebra generated by $\mathcal{F}_{\text {reg }}(M, h), \mathcal{F}_{\mu c}(M, h)$ with the product $\star_{H}$ defined in (3.48), since both algebras are of the form $\bigoplus_{j} \hbar^{j} \mathcal{F}$. $(M, h)$ we can endow them with the topology of pointwise convergence, i.e. a sequence of formal series $F_{k}$ converge to $F$ if and only if for each order $j$ of $\hbar$, the sequence of functional $\left(F_{j}\right)_{k} \rightarrow F_{j}$ in the strong convenient topology (c.f. (2.86)). For notational convenience, we also denote by $\alpha_{H}$ the operator $e^{\Gamma_{H}}$.

Lemma 3.3.4. Let $H, H^{\prime}$ be Hadamard quasifree states, there is a canonical isomorphism

$$
\alpha_{H, H^{\prime}}: \mathcal{F}_{r e g}\left(M, h, H^{\prime}\right) \rightarrow \mathcal{F}_{\text {reg }}(M, h, H): \alpha_{H^{\prime}}^{-1}(F) \mapsto \alpha_{H}^{-1}(\widetilde{F})
$$

with

$$
\begin{equation*}
\widetilde{F}(\varphi)=\left(e^{\tilde{\Gamma}_{d}} F\right)(\varphi) \tag{3.51}
\end{equation*}
$$

where $d=H^{\prime}-H \in C^{\infty}(M \times M)$.
Proof. Using (3.51), and the fact that $e^{\widetilde{\Gamma}_{H}} e^{\widetilde{\Gamma}_{d}}=e^{\widetilde{\Gamma}_{H+d}}=e^{\widetilde{\Gamma}_{H^{\prime}}}$ we have

$$
e^{\widetilde{\Gamma}_{H^{\prime}}}(F)=e^{\widetilde{\Gamma}_{H+d}}(F)=e^{\widetilde{\Gamma}_{H}} e^{\widetilde{\Gamma}_{d}}(F)=e^{\widetilde{\Gamma}_{H}}(\widetilde{F}) .
$$

By the very same calculation it is possible to show that $\alpha_{H, H^{\prime}} \circ \alpha_{H^{\prime}, H}=i d$. Thus the mapping so
constructed is a bijection. Finally we claim that

$$
e^{\widetilde{\Gamma}_{H^{\prime}-H}}\left(F \star_{H} G\right)=\left(e^{\widetilde{\Gamma}_{H^{\prime}-H}}(F)\right) \star_{H^{\prime}}\left(e^{\widetilde{\Gamma}_{H^{\prime}-H}}(G)\right)=\widetilde{F} \star_{H^{\prime}} \widetilde{G}
$$

which would imply that $\alpha_{H, H^{\prime}}$ is a $\star$-isomorphism. By Lemma 3.3.3,

$$
F \star_{H} G=e^{\widetilde{\Gamma}_{H}}\left(e^{-\widetilde{\Gamma}_{H}}(F) \star e^{-\widetilde{\Gamma}_{H}}(G)\right)
$$

therefore

$$
\begin{aligned}
e^{\widetilde{\Gamma}_{H^{\prime}-H}}\left(e^{\widetilde{\Gamma}_{H}}(F) \star_{H} e^{\widetilde{\Gamma}_{H}}(G)\right) & =e^{\widetilde{\Gamma}_{H^{\prime}-H}}\left(e^{\widetilde{\Gamma}_{H}} \circ \mathcal{M}\left(e^{-\widetilde{\Gamma}_{H} \otimes i d-i d \otimes \widetilde{\Gamma}_{H}+\Gamma_{\frac{i}{2} \mathcal{G}}}(F \otimes G)\right)\right) \\
& \left.=e^{\widetilde{\Gamma}_{H^{\prime}}} \circ \mathcal{M}\left(e^{-\widetilde{\Gamma}_{H} \otimes i d-i d \otimes \widetilde{\Gamma}_{H}+\Gamma_{\frac{i}{2} \mathcal{G}}}(F \otimes G)\right)\right) \\
& =\mathcal{M}\left(e^{\left.\left.-\widetilde{\Gamma}_{H-H^{\prime}} \otimes i d-i d \otimes \widetilde{\Gamma}_{H-H^{\prime}+\Gamma_{H^{\prime}-\frac{i}{2}} \mathcal{G}}(F \otimes G)\right)\right)}\right. \\
& =\widetilde{F} \star_{H^{\prime}} \widetilde{G}
\end{aligned}
$$

This helps addressing the issue of dependence on the Hadamard state chosen to perform the $\star_{H}$ product. In fact, let $\operatorname{Had}(M, h)^{3}$ be the collection of Hadamard states of $\mathcal{F}_{\text {reg }}(M, h)$, define the abstract algebra of Wick ordered regular functionals

$$
\begin{equation*}
\mathfrak{A}_{\text {reg }}(M, h)=\bigsqcup_{\omega \in \operatorname{Had}(M, h)} \alpha_{H}^{-1}\left(\mathcal{F}_{\text {reg }}(M, h, H)\right) / \sim \tag{3.52}
\end{equation*}
$$

where $H$ is the symmetric part of $\omega$ and $\sim$ is the equivalence relation induced by the isomorphism $\alpha_{H, H^{\prime}}$ of Definition 3.3.4. The latter algebra naturally inherits the $\star$ product

$$
\begin{equation*}
\star: \mathfrak{A}_{\text {reg }}(M, h) \times \mathfrak{A}_{\text {reg }}(M, h) \rightarrow \mathfrak{A}_{\text {reg }}(M, h):(A, B) \mapsto \alpha_{H}^{-1}\left(\alpha_{H}(A) \star_{H} \alpha_{H}(B)\right) \tag{3.53}
\end{equation*}
$$

We stress that $\alpha_{H}:\left(\mathfrak{A}_{r e g}(M, h), \star\right) \rightarrow\left(\mathcal{F}_{r e g}(M, h, H), \star_{H}\right)$ is an algebra isomorphism, therefore $\mathfrak{A}_{\text {reg }}(M, h) \simeq \mathcal{F}_{\text {reg }}(M, h)$ inherits the topology of pointwise convergence previously described.

The advantage of using the abstract $*$-algebra $\mathfrak{A}_{\text {reg }}(M, h)$ lies in the possibility of extending it to microcausal functionals in such a way that the $\star$-product is independent from the $H$ chosen for its construction at the functional algebra level (see (3.48)). Recall that, by 2.6.1, $\mathcal{F}_{\text {reg }}(M, h) \subset$ $\mathcal{F}_{\mu c}(M, h)$ is dense, we then define the abstract algebra of Wick ordered microcausal functional as the sequential completion of $\mathfrak{A}_{\text {reg }}(M, h)$, that is

$$
\begin{equation*}
\mathfrak{A}_{\mu c}(M, h) \doteq\left\{\lim _{n \rightarrow \infty} \alpha_{H}^{-1}\left(F_{n}\right): \mathfrak{A}_{r e g}(M, h) \simeq \mathcal{F}_{r e g}(M, h) \supset\left\{F_{n}\right\} \rightarrow F \in \mathcal{F}_{\mu c}(M, h)\right\} \tag{3.54}
\end{equation*}
$$

with $\star$ product $(3.53)$. We shall denote by $\alpha_{H}^{-1}(F), F \in \mathcal{F}_{\mu c}(M, h)$, the elements of this algebra. Unfortunately those elements fail to remain microcausal functionals (or formal series thereof), as

[^19]an example
\[

$$
\begin{equation*}
\phi_{(M, h, f, H)}^{k}=\alpha_{H}^{-1}\left(\phi_{(M, h)}^{k}(f)\right)=\int_{M} f(x): \phi^{k}:_{H}(x) d \mu_{g}(x), \tag{3.55}
\end{equation*}
$$

\]

where : $\phi^{k}:_{H}$ denotes the usual ordering prescription of Wick powers of fields, fails to be a functional since evaluation at a configuration $\varphi \in C^{\infty}(M)$ yields a divergent product of distributions. The case $k=2$, is emblematic of this since : $\phi^{2}:_{H}(x)=\int_{M} \delta(x, y)(\phi(x) \phi(y)-H(x, y)) d \mu_{g}(y)$ is not a well defined distribution in $\mathcal{D}^{\prime}(M)$. We can therefore interpret the quantity : $\phi^{k}:_{H}(x)$ as a abstract algebra element.

A potential issue with the prescription in (3.54) is that Wick ordering might differ when we use different sequences converging to the same microcausal functional, namely given $F_{k} \rightarrow F \leftarrow F_{k}^{\prime}$ does it implies $e^{\Gamma_{H}}\left(F_{k}-F_{k}^{\prime}\right) \rightarrow 0$ ?

Lemma 3.3.5. The mapping $\alpha_{H}^{-1}: \mathcal{F}_{\text {reg }}(M, h) \rightarrow \mathfrak{A}_{\text {reg }}(M, h)$ is sequentially continuous in the strong convenient topology.

Proof. For simplicity we consider a sequence $\left\{F_{k}\right\} \subset \mathcal{F}_{\text {reg }}(M, h)$ with $F_{k} \rightarrow 0$, then we have to show that at each perturbative order $j \in \mathbb{N},\left(\alpha_{H}\left(F_{k}\right)\right)_{j}=\left\langle d^{2 j} F_{k}[\cdot], \otimes^{j} H\right\rangle \rightarrow 0$. Similarly to what we did in the proof of Lemma 2.6.1, if we consider the sequence $S_{l}$ of mollifiers (see [20, Theorem 12 pp.68]) strongly converging to the identity mapping and denote $F_{j, \tilde{H}, l}(\varphi)=\left\langle d^{2 j} F[\varphi], \otimes^{j} \widetilde{H}_{l}\right\rangle$, where $\widetilde{H}_{l}=H \circ\left(S_{l} \otimes S_{l}\right) \in C^{\infty}(M \times M)$. By the same argument we used in the proof of Lemma 2.6.1,

$$
F_{j, \widetilde{H}, l} \rightarrow\left(\alpha_{H}\left(F_{k}\right)\right)_{j} .
$$

Thus if we show that, as $l \rightarrow 0, F_{j, \tilde{H}, l} \rightarrow 0$ for all $j \in \mathbb{N}$, we conclude. The latter is a more convenient expression since given any $[a, b] \subset \mathbb{R}, \gamma \in C^{\infty}(\mathbb{R}, \mathcal{U})$ with $\mathcal{U} \subset C^{\infty}(M, \mathbb{R}) C O$-open, $\mathcal{B} \subset C^{\infty}(M)^{l}$ bounded subset, we see that $\widetilde{H}$ is trivially a bounded subset of $C^{\infty}\left(M^{2}\right)$, therefore

$$
\begin{aligned}
& \sup _{\substack{t \in[a, b]\left[\mathbb{R} \\
\gamma \in C \infty \\
\left(\psi_{1}, \ldots, \mathbb{R}_{k}\right) \\
\left(\psi_{k}\right) \in \mathcal{B}\right.}}\left|\left(d^{k} F_{j, \widetilde{H}, l}\right)[\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k}\right)\right|=\sup _{\substack{t \in[a, b] \subset \mathbb{R} \\
\gamma \in C_{\infty}^{\infty}(\mathbb{R}, \mathcal{U}) \\
\left(\psi_{1}, \ldots, \psi_{k}\right) \in \mathcal{B}}}\left|\left(d^{k+2 j} F\right)[\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k},\left(\widetilde{H}_{l}\right)^{j}\right)\right| \\
& \leq \sup _{\substack{t \in[a, b] \backslash \mathbb{R} \\
\gamma \in C^{\infty}(\mathbb{R}, \mathcal{M}) \\
\left(\psi_{1}, \ldots, \psi_{k}, h_{1}, \ldots, h_{2 j}\right) \in \mathcal{B}^{\prime}}}\left|\left(d^{k+2 j} F\right)[\gamma(t)]\left(\psi_{1}, \ldots, \psi_{k}, h_{1}, \ldots, h_{2 j}\right)\right|
\end{aligned}
$$

which is arbitrarily small.
Remark. Notice that by Lemma 3.3.5, it is easy to show that the limit performed in (3.54) is independent from the sequence chosen to perform the limit. Indeed let $\left\{F_{k}\right\}_{k \in \mathbb{N}},\left\{F_{k}^{\prime}\right\}_{k \in \mathbb{N}}$ be sequences of regular functionals converging to some microcausal functional $F$. Then for each perturbative order $j \in \mathbb{N}$ in $\hbar$,

$$
\lim _{k \rightarrow \infty}\left(\alpha_{H}^{-1}\left(\left(F_{j}\right)_{k}-\left(F_{j}^{\prime}\right)_{k}\right)\right)=0
$$

Therefore, $\lim _{k \rightarrow \infty}\left(\alpha_{H}\left(F_{k}\right)-\alpha_{H}\left(F_{k}^{\prime}\right)\right)=0$.
Combining Lemma 3.3.5 with Lemma 3.3 .4 we find that the mapping $\alpha_{H H^{\prime}}$ can be extended to
an abstract isomorphism of algebras

$$
\mathcal{F}_{\mu c}\left(M, h, H^{\prime}\right) \rightarrow \mathcal{F}_{\mu c}(M, h, H) .
$$

Furthermore, by the proof of Lemma 3.3.5, $\alpha_{H}$ extends by continuity to a $\star$-algebra isomorphism

$$
\alpha_{H}:\left(\mathfrak{A}_{\mu c}(M, h), \star_{H}\right) \rightarrow\left(\mathcal{F}_{\mu c}(M, h), \star_{H}\right) .
$$

In [19], was given a slightly different, nonetheless equivalent, characterization of the algebra $\mathfrak{A}_{\mu c}(M, h)$ : let $\operatorname{Had}(M, h)$ be the set of Hadamard states of the algebra $\mathfrak{A}_{\text {reg }}(M, h)$. We define the bundle of microcausal algebras over $\operatorname{Had}(M, h)$ as

$$
B_{\mu c}(M, h)=\bigsqcup_{H \in \operatorname{Had}(M, h)}\left(\mathfrak{A}_{\mu c}(M, h, H), \star_{H}\right),
$$

then

$$
\begin{equation*}
\mathfrak{A}_{\mu c}(M, h)=\left\{A \in \Gamma\left(\operatorname{Had}(M, h) \leftarrow B_{\mu c}(M, h, H)\right): \alpha_{H, H^{\prime}}\left(A\left(H^{\prime}\right)\right)=A(H)\right\}, \tag{3.56}
\end{equation*}
$$

therefore elements of the abstract algebra $\mathfrak{A}_{\mu c}(M, h)$ are $\alpha$-equivariant sections of the bundle $B_{\mu c}(M, h)$. The connection between (3.56) and (3.54) is that $A(H)=\alpha_{H}^{-1}(F)$ for some $F \in$ $\mathcal{F}_{\mu c}(M, h)$. Elements of (3.56) posses a $\star$ product operation defined by

$$
\begin{equation*}
(A \star B)(H)=A(H) \star_{H} B(H) . \tag{3.57}
\end{equation*}
$$

This is a well defined product due to Lemma 3.3.4.
Call $\mathcal{D}: \mathfrak{M} \rightarrow \mathfrak{L C S}$, the functor that associates to each manifold $M$ the locally convex space $\mathcal{D}(M) \equiv C_{c}^{\infty}(M)$, and to each causally convex embedding $\psi: M \rightarrow M^{\prime}$ the mapping $\mathcal{D}(\psi)$ : $\mathcal{D}(M) \rightarrow \mathcal{D}\left(M^{\prime}\right): f \mapsto f \circ \psi^{-1}$. We remark that the dual functor of $\mathcal{D}$ is the contravariant functor $\mathcal{E}: \mathfrak{M} \rightarrow \mathfrak{L C S}$, defined by $\mathcal{E}: M \mapsto \mathcal{E}(M) \equiv C^{\infty}(M): \psi \mapsto \mathcal{E}(\psi)$ where $\mathcal{E}(\psi): \mathcal{E}\left(M^{\prime}\right) \rightarrow \mathcal{E}(M):$ $f^{\prime} \mapsto \psi^{*} f^{\prime}=f^{\prime} \circ \psi$.

Definition 3.3.6. A functor

$$
\mathfrak{A}: \mathfrak{B c k G} \rightarrow \mathfrak{A l d}
$$

from the category of background geometries to the category of *-algebras with unity and *-morphisms with the following property:
Scaling if $S_{\lambda}: \Gamma^{\infty}(M \leftarrow H M) \rightarrow \Gamma^{\infty}(M \leftarrow H M)$ represents physical scaling (see (3.9) for the definition), then there is a $*$-isomorphism $\sigma_{\lambda}: \mathfrak{A}(M, h) \rightarrow \mathfrak{A}\left(M, S_{\lambda}(h)\right)$. The assignment of a $*$-algebra $\mathfrak{A}(M, h)$ to each background geometry $(M, h)$ together with the $*$-morphism $\mathfrak{A}(\chi): \mathfrak{A}(M, h) \rightarrow$ $\mathfrak{A}\left(M^{\prime}, h^{\prime}\right)$ to each morphism $\chi:(M, h) \rightarrow\left(M^{\prime}, h^{\prime}\right)$ creates a net of algebras of observables.

The latter property can be reformulated in categorical language as follows. Let $\Lambda: \mathfrak{B c k G} \rightarrow$ $\mathfrak{B c k g}$ be the the functor implementing physical scaling on background geometries, then $\sigma: \Lambda \Rightarrow \mathfrak{A}$ is a natural transformation. Note that since $S_{\lambda} \circ S_{\lambda^{-1}}=i d$, then each $\sigma_{\lambda}$ conveniently tuns out to be a $*$-isomorphism. Similarly, we can introduce another natural transformation $s: \Lambda \Rightarrow \mathfrak{D}$ defined
by

$$
s_{\lambda}: \mathcal{D}(M) \rightarrow \mathcal{D}(M): f \mapsto \lambda^{n} f
$$

Then again each $s_{\lambda}$ defines an isomorphism with inverse $s_{\lambda^{-1}}$.

Definition 3.3.7. A locally covariant scalar quantum field $\Phi$ is a natural transformation

$$
\Phi: \mathcal{D} \Rightarrow \mathfrak{A}
$$

such that, if we fix a background geometry $(M, h)$, then

$$
\Phi_{(M, h)}: D(M) \rightarrow \mathfrak{A}(M, h)
$$

is an algebra valued distribution.
In particular, Definition 3.3.7, entails that $\Phi_{(M, h)}$ satisfies the following commutative diagrams


In particular if we consider the scaling transformation $S_{\lambda}$ as an element of $\operatorname{Hom}(H M)$ to the above diagram the scaling transformation induces the following diagram:


We see that using the above diagram is always possible to compare the scaled field $\Phi_{\left(M, h_{\lambda}\right)}$ to the unscaled field $\Phi$ in the algebra $\mathfrak{A}(M, h)$ by considering the new field $\sigma_{\lambda}^{-1} \circ \Phi_{(M, h)} \circ s_{\lambda}$.

An immediate consequence of Definition 3.3 .7 is that naturality of $\Phi$ implies the following conditions:

- Locality If $\chi: M \rightarrow M^{\prime}$ is an inclusion, then $\mathfrak{A}(\chi)$ is injective.
- Covariance If $\chi:(M, h) \rightarrow\left(M^{\prime} . h^{\prime}\right)$ is a causality preserving, isometric embedding then $\mathfrak{A}(M, h) \subset \mathfrak{A}\left(M^{\prime}, h^{\prime}\right)$

Proposition 3.3.8. The assignment $\mathfrak{A}_{\mu c}: \mathfrak{B c k G} \rightarrow \mathfrak{A l g}:(M, h) \rightarrow \mathfrak{A}_{\mu c}(M, h)$ is a functor as per Definition 3.3.6.

Proof. The construction of the algebra relying on (3.56) defines a mapping

$$
(M, h) \rightarrow \mathfrak{A}_{\mu c}(M, h),
$$

if $\chi:(M, h) \rightarrow\left(M^{\prime}, h^{\prime}\right)$ is a causality preserving, isometric embedding, let $A \in \mathfrak{A}_{\mu c}(M, h)$, then for each $H \in \operatorname{Had}(M, h), A(H) \in \mathcal{F}_{\mu c}(M, h, H)$ has compact support contained in $M$. Since $\chi$ is an isometry, for any Hadamard state $H^{\prime}$ of $\left(M^{\prime}, h^{\prime}\right), H=\chi^{*} H^{\prime}$ is a Hadamard state for $(M, h)$. Therefore we define an element of $A \in \mathfrak{A}_{\mu c}\left(M^{\prime}, h^{\prime}\right)$ by

$$
A^{\prime}\left(H^{\prime}\right)\left(\varphi^{\prime}\right)=A\left(\chi^{*} H^{\prime}\right)\left(\chi^{*} \varphi^{\prime}\right)
$$

clearly $\operatorname{supp}\left(A^{\prime}\left(H^{\prime}\right)\right) \subset \chi(M)$ for all $H^{\prime} \in \operatorname{Had}\left(M^{\prime}, h^{\prime}\right)$, as a result we can identify $A(H)$ as an element of the bigger algebra $A_{\mu c}\left(M^{\prime}, h^{\prime}\right)$. Notice t Next we tackle scaling. We have to construct an algebra isomorphism $\sigma_{\lambda}$. Consider

$$
\begin{equation*}
\widetilde{S}_{\lambda}: M \times \mathbb{R} \rightarrow M \times \mathbb{R}:(x, \varphi) \mapsto\left(x, \varphi_{\lambda}\right)=\left(x, \lambda^{\frac{n-2}{2}} \varphi\right) . \tag{3.58}
\end{equation*}
$$

it is possible to show that the action

$$
A_{f}(\varphi)=\int_{M} f(x) j^{1} \varphi^{*} \mathbb{L}=\int_{M} f(x)\left(g^{\mu \nu} \nabla_{\mu} \varphi \nabla_{\nu} \varphi+m^{2} \varphi^{2}+\kappa R(g) \varphi^{2}\right)(x) d \mu_{g}(x)
$$

is invariant under the transformations $h \mapsto S_{\lambda} h, \varphi \mapsto \widetilde{S}_{\lambda}(\varphi)$, that is

$$
A_{f}[M, h](\varphi)=A_{f}\left[M, S_{\lambda}(h)\right]\left(\widetilde{S}_{\lambda}(\varphi)\right)
$$

Defining

$$
\begin{equation*}
\sigma_{\lambda}^{-1}\left(\alpha_{H}^{-1}(F)\right)=\alpha_{H_{\lambda}}^{-1}\left(F \circ \widetilde{S}_{\lambda}\right), \tag{3.59}
\end{equation*}
$$

$\sigma_{\lambda}$ becomes the sought isomorphism.
Let $\mathfrak{A}$ be a functor as per Definition 3.3.8.

- A $C$-number field $C$ is a locally covariant scalar quantum field satisfying the following property: for any background geometry $(M, h)$ and any $H \in \operatorname{Had}(M, h)$,

$$
\begin{equation*}
e v_{\varphi} d\left(\alpha_{H}\left(C_{(M, h)}(f)\right)\right)=0, \quad \forall \varphi \in C^{\infty}(M), \forall f \in \mathcal{D}(M) \tag{3.60}
\end{equation*}
$$

- Moreover, we say that a scalar quantum field $\Phi$ is linear if for each background geometry $(M, h), f \in \mathcal{D}(M)$ and $H \in \operatorname{Had}(M, h)$ the derivative field $\alpha_{H}^{-1}\left(d \alpha_{H}\left(\Phi_{(M, h, H)}(f)\right)\right)$ is a C-number.

It's easy to verify that the quantum field defined in (3.55) is a linear scalar quantum field for $k=1$. For notational sake let us denote by $\mathfrak{A}_{\mu l o c}(M, h)$ the set

$$
\begin{equation*}
\left\{\lim _{n \rightarrow \infty} \alpha_{H}^{-1}\left(F_{n}\right): \mathfrak{A}_{\text {reg }}(M, h) \simeq \mathcal{F}_{\text {reg }}(M, h) \supset\left\{F_{n}\right\} \rightarrow F \in \mathcal{F}_{\mu l o c}(M, h)\right\} . \tag{3.61}
\end{equation*}
$$

Of course, we have $\mathfrak{A}_{\mu l o c}(M, h) \subset \mathfrak{A}_{\mu c}(M, h)$
Definition 3.3.9. Given the functor $\mathfrak{A}_{\mu c}$ on the category of background geometry $\mathfrak{B c k} \mathfrak{G}$ and a locally covariant linear scalar quantum field $\Phi$, its Wick powers, $\left\{\Phi^{k}\right\}_{k \in \mathbb{N}}$, are locally covariant scalar quantum fields satisfying the following axioms:
(i) (Locality and covariance): each $\Phi^{k}$ is a natural transformation $\Phi^{k}: \mathcal{D} \Rightarrow \mathfrak{A}_{\mu c}$ such that for each background geometry $(M, h)$ we have $\Phi_{(M, h)}^{0}=1_{\mathfrak{A}}$ and $\Phi_{(M, h)}^{1} \equiv \Phi_{(M, h)}$;
(ii) (Scaling): each $\Phi_{(M, h, H)}^{k}$ is almost homogeneous of degree $k \frac{n-2}{2}$ with respect to physical scaling, that is there exists some $l \in \mathbb{N}$ and some other locally covariant scalar quantum fields $\left\{\psi^{j}\right\}_{j=1,2, \ldots, l}$ scaling almost homogeneously with degree $k \frac{n-2}{2}$ such that

$$
S_{\lambda} \Phi_{(M, h)}^{k}=\lambda^{k \frac{n-2}{2}} \Phi_{(M, h)}^{k}+\lambda^{k \frac{n-2}{2}} \sum_{j=1}^{l} \ln ^{j}(\lambda) \psi_{(M, h)}^{j}
$$

(iii) (Algebraic): given any background geometry $(M, h)$, each $\Phi^{k}$ satisfies the hermiticity condition

$$
\Phi_{(M, h)}^{k}(f)^{*}=\Phi_{(M, h)}^{k}(\bar{f}),
$$

and

$$
d \Phi_{(M, h)}^{k}(f)(\psi)=k \Phi_{(M, h)}^{k-1}(\psi f)
$$

for all $\psi \in C^{\infty}(M)$ and all $f \in \mathcal{D}(M)$;
(iv) (Parameterized microlocal spectrum condition): given any compactly supported smooth variation of the background geometry $\mathbb{R}^{d} \ni s \mapsto h_{s} \in \Gamma^{\infty}(M \leftarrow H M)$ with $h_{0}=h$, any $H \in \operatorname{Had}(M, h)$; identify $\mathfrak{A}_{\mu l o c}\left(M, h_{s}\right)$ with $\mathfrak{A}_{\mu l o c}(M, h)^{4}$ and consider the distribution

$$
\mathcal{D}\left(M \times \mathbb{R}^{d}\right) \ni f \otimes z \mapsto\left\langle\alpha_{H}\left(\Phi_{\left(M, h_{s}\right)}^{k}\right)(\varphi), f \otimes z\right\rangle=\int_{M \times \mathbb{R}^{d}} \Phi_{\left(M, h_{s}, H, \varphi\right)}^{k}(s, x) f(x) z(s) d \mu_{g}(x) ;
$$

then its integral kernel, $\Phi_{\left(M, h_{s}, H, \varphi\right)}^{k}(s, x)$, is jointly smooth in $(s, x)$ for each $\varphi \in C^{\infty}(M)$ and any $H \in \operatorname{Had}(M, h)$.

We remark that condition (iii) above implies that Wick powers are local (in the sense of Lemma 2.3.5) for if we calculate the second derivative in $\left(\psi_{1}, \psi_{2}\right)$ with disjoint support, then $\Phi_{(M, h)}^{k-2}\left(\psi_{1} \psi_{2} f\right) \equiv \Phi_{(M, h)}^{k-2}(0)=0$. Thus in (iv) we are legitimized in assuming that $\Phi_{\left(M, h_{s}\right)}^{k}(f) \in$ $\mathfrak{A}_{\mu l o c}(M, h)$. We will make explicit the identification $\mathfrak{A}_{\mu l o c}\left(M, h_{s}\right) \simeq \mathfrak{A}_{\mu l o c}(M, h)$ in the proof of Theorem 3.3.15. Finally, let us remark that condition (iv) can be also framed by requiring that $\Phi_{\left(M, h_{s}, H, \varphi\right)}^{k}(s, x)$ is a smooth distribution in $\mathcal{D}^{\prime}\left(M \times \mathbb{R}^{d}\right)$ that is an element of $C^{\infty}\left(M \times \mathbb{R}^{d}\right)$. The purpose of $(i v)$ is to replace analytic dependence of Wick powers of the metric $g$ from the parameter of the deformation $s$ originally stated in [40]. We also stress that the Definition 3.3.9 differs slightly from that given in [47, Definition 2.2] since our axiom holds off-shell.

[^20]
### 3.3.1 Uniqueness of Wick powers

Under the hypothesis of Definition 3.3.9, one can precisely characterize how much two families of off-shell Wick powers on curved spacetime are allowed to vary: in particular, we find below that their difference is tightly constrained by (3.62).

Theorem 3.3.10 (Theorem 3.1[47]). Let $\left\{\widetilde{\Phi}^{k}\right\}_{k \in \mathbb{N}},\left\{\Phi^{k}\right\}_{k \in \mathbb{N}}$ be two families of Wick powers with respect to the same linear scalar quantum field $\Phi$ in a net of algebras $\mathfrak{A}$ as in Definition 3.3.9. The the difference between the two families can be parameterized as follows:

$$
\begin{equation*}
\widetilde{\Phi}_{(M, h)}^{k}=\Phi_{(M, h)}^{k}+\sum_{j=0}^{k-1}\binom{k}{j} C_{k-j}(h) \Phi_{(M, h)}^{j} . \tag{3.62}
\end{equation*}
$$

Where $C_{k-j}(h): x \mapsto C_{k-j}(h)(x)$ and

$$
C_{k-j}(h)(x)=C_{k-j}\left(x^{\mu}, g_{\mu \nu}, S_{\mu \nu}^{\beta}, R_{\alpha \mu \nu}^{\beta}, \ldots, \nabla_{\alpha_{3} \ldots \alpha_{r}} R_{\alpha_{1} \mu \alpha_{2}}^{\beta}, m^{2}, \ldots, \nabla_{\alpha_{1} \ldots, \alpha_{r}} m^{2}, \kappa, \ldots, \nabla_{\alpha_{1} \ldots, \alpha_{r}} \kappa\right)
$$

the latter being functions of scalar polynomials constructed from its coordinates.
Lemma 3.3.11 (Lemma 3.2 [47]). In the same hypothesis of Theorem 3.3.10, the smooth functions $x \mapsto C_{k-j}(h)(x)$ have image depending only on the germ of $h$ at $x \in M$ define weakly regular differential operators $\Gamma^{\infty}(M \leftarrow H M) \rightarrow C^{\infty}(M)$. Moreover, they satisfy the covariance identity $\chi^{*} C_{k-j}(h)(x)=C_{k-j}\left(\chi^{*} h\right)(x)$ for any $\chi \in \operatorname{Hom}(\mathscr{B} \mathscr{G})$, and each $C_{j}$ scales almost homogeneously with degree $j(n-2) / 2$ under physical scaling.

We first recall ${ }^{5}$ that given any mapping $D: \Gamma^{\infty}\left(M \leftarrow B_{1}\right) \rightarrow \Gamma^{\infty}\left(M \leftarrow B_{2}\right)$ between sections of two fiber bundles, then $D$ is weakly regular if given any compactly supported variation $\sigma_{s}{ }^{6}$ of $\sigma_{0} \in \Gamma^{\infty}\left(M \leftarrow B_{1}\right), D\left(\sigma_{s}\right)$ is a smooth compactly supported variation for $D\left(\sigma_{0}\right)$.

Proof. We start by showing Lemma 3.3.11 using induction on $k$. When $k=1$, condition (i) implies $\widetilde{\Phi}_{(M, h)}-\Phi_{(M, h)}=0$, therefore their difference can be expressed in terms of a smooth function, the zero section, which satisfies all conditions above. Then suppose that all counterterms (3.62) have been calculated up to $C_{k-1}(h)$, and satisfy all the properties of Lemma 3.3.11. Then consider

$$
\begin{equation*}
\Psi_{(M, h, H, \varphi)}(x)=\widetilde{\Phi}_{(M, h, H, \varphi)}^{k}(x)-\Phi_{(M, h, H, \varphi)}^{k}(x)+\sum_{j=0}^{k-2}\binom{k}{j} C_{k-j}(h)(x) \Phi_{(M, h, H, \varphi)}^{j}(x) . \tag{3.63}
\end{equation*}
$$

[^21]Using the induction hypothesis we claim that $d \Psi_{(M, h, H, \varphi)}=0$ for all $\varphi \in C^{\infty}(M)$.

$$
\begin{aligned}
d \Psi_{(M, h, H, \varphi)}(x) & =k\left(\widetilde{\Phi}_{(M, h, H, \varphi)}^{k-1}(x)-\Phi_{(M, h, H, \varphi)}^{k-1}(x)\right) \\
& -j \sum_{j=1}^{k-2}\binom{k}{j} C_{k-j}(h)(x) \Phi_{(M, h, H, \varphi)}^{j-1}(x) \\
& =k\left(\sum_{j=0}^{k-3}\binom{k-1}{j} C_{k-j-1}(h)(x) \Phi_{(M, h, H, \varphi)}^{j-1}(x)\right) \\
& -\sum_{j=1}^{k-2}\binom{k}{j} C_{k-j}(h)(x) \Phi_{(M, h, H, \varphi)}^{j-1}(x) \\
& =\sum_{j=1}^{k-2}\binom{k-1}{j} C_{k-j}(h)(x) \Phi_{(M, h, H, \varphi)}^{j-1}(x) \\
& -\sum_{j=1}^{k-2}\binom{k}{j} C_{k-j}(h)(x) \Phi_{(M, h, H, \varphi)}^{j-1}(x)=0
\end{aligned}
$$

Therefore $\Psi_{(M, h, H)}$ ought to be the image through $\alpha_{H}^{-1}$ of a functional with empty support, with local and covariant dependence on the geometric data such that $\Psi_{(M, h, H)}(\varphi): \mathcal{D}(M) \rightarrow \mathbb{R}$ is a distribution; therefore we can identify it with a functional, independent from $\varphi$ and therefore from $H$, of the form

$$
\Psi_{(M, h)}=\int_{M} f(x) C(h)(x) d \mu_{g}(x) 1_{\mathfrak{A}_{\mu c}(M, h)} .
$$

By construction, $\Psi$ is a locally covariant field with the right scaling property, and, using the parameterized microlocal spectrum condition, we can represent $C$ as a differential operator $\Gamma^{\infty}(M \leftarrow$ $H M) \ni h \mapsto C(h) \in C^{\infty}(M)$. Moreover, by condition (i) we deduce the covariance relation $\chi^{*} C_{k-j}(h)(x)=C_{k-j}\left(\chi^{*} h\right)(x)$, thus taking smaller and smaller neighborhood $U$ of $x$ with their relative embeddings $\chi: U \rightarrow M$ implies that $C_{k}(h)(x)$ just depends on the germ of $h$ at $x$. Finally, if $\mathbb{R}^{d} \ni s \mapsto h_{s}$ is a compactly supported variation of $h_{0}$, a second application of condition (iv),implies that $C_{k}\left(h_{s}\right)(x)$ is a jointly smooth mapping in $(s, x)$.

Next we check the scaling property of $C_{k}(h)$. Both $\widetilde{\Phi}_{(M, h)}^{k}$ and $\Phi_{(M, h)}^{k}$ do scale almost homogeneously with degree $k(n-2) / 2$ by $(i i)$, in addition $C_{j}(h)$ for $0 \leq j<k$ scales almost homogeneously with degree $(k-j)(n-2) / 2$ by induction hypothesis. Now, $\Psi_{(M, h)}=C_{k}(h) 1_{\mathfrak{R}_{\mu c}(M, h)}$, moreover (3.59) implies $S_{\lambda} 1_{\mathfrak{A}_{\mu c}(M, h)}=1_{\mathfrak{A}_{\mu c}(M, h)}$; consequently, we must have $S_{\lambda} \Psi_{(M, h)}=C_{k}\left(h_{\lambda}\right) 1_{\mathfrak{R}_{\mu c}(M, h)}$. On the other hand, scaling both sides in (3.63), we get

$$
\begin{aligned}
S_{\lambda} \Psi_{(M, h)}= & \lambda^{k \frac{n-2}{2}}\left(\Phi_{(M, h, f)}^{k}+\sum_{q=1} \ln ^{q}(\lambda) \psi_{(M, h, f)}^{q}\right)+\lambda^{k \frac{n-2}{2}}\left(\widetilde{\Phi}_{(M, h, f)}^{k}+\sum_{q=1} \ln ^{q}(\lambda) \widetilde{\psi}_{(M, h, f)}^{q}\right) \\
& +\sum_{j=0}^{k-2}\binom{k}{j} \lambda^{(k-j) \frac{n-2}{2}}\left(C_{k-j}(h)+\sum_{q=1} \ln ^{q}(\lambda) D_{k-j, q}(h)\right) \lambda^{j \frac{n-2}{2}}\left(\Phi_{(M, h, f)}^{j}+\sum_{q=1} \ln ^{q}(\lambda) \psi_{(M, h, f)}^{q}\right) .
\end{aligned}
$$

for some locally covariant quantum fields $\left(\psi_{k-j}^{q}\right)_{(M, h)},\left(\widetilde{\psi}_{k-j}^{q}\right)_{(M, h)}$. Simplifying terms in the above
expression and comparing with we arrive at

$$
C_{k}\left(h_{\lambda}\right) 1_{\mathfrak{A}_{\mu c}(M, h)}=S_{\lambda} \Psi_{(M, h)}=\lambda^{k^{\frac{n-2}{2}}} C_{k}(h) 1_{\mathfrak{A}_{\mu c}(M, h)}+\lambda^{k \frac{n-2}{2}}\left(\sum_{q=1}^{l}\left(\theta_{q, k}\right)_{(M, h)}\right) .
$$

This forces the quantum fields $\theta_{q, k}$ to be $C$-number fields.

Next we show Theorem 3.3.10. Instead of giving a full account of the proof we just sketch it and refer to $[46,47]$ for the full proof.

Proof. The proof is divided into six steps. We start by applying Petree-Slovák's theorem to the mapping $C_{k}: \Gamma^{\infty}(M \leftarrow H M) \rightarrow C^{\infty}(M)$, this will imply that in a neighborhood $U$ of any $x \in M$ $C_{k}$ has locally bounded order $r$ whenever the image of $j^{r} h$ belongs to $U \times V^{r} \subset J^{r} H M$. The rest of the proof aims at enlarging the open subset $V^{r}$ to contain the whole $\pi^{-1}(U)$. Once this is done, we use diffeomorphism covariance to characterize $C_{k}$ in the whole $M$ and the scaling properties to globally bound the order $r$ of $C_{k}$. For future convenience we recall that a key asset in the proof of Theorem 3.1.9 is that we can classify coordinates in $J^{r} H$ as

$$
\begin{equation*}
\left(x^{\mu}, g_{\mu \nu}, S_{\mu \nu}^{\beta}, S_{\alpha \mu \nu}^{\beta}, R_{\alpha \mu \nu}^{\beta}, \ldots, S_{\alpha_{1} \ldots \alpha_{r} \mu \nu}^{\beta}, \nabla^{A} R_{\alpha \mu \nu}^{\beta}, m^{2}, \ldots, \nabla^{A} m^{2}, \kappa, \ldots, \nabla^{A} \kappa\right) . \tag{3.64}
\end{equation*}
$$

For future convenience we also highlights other coordinates:

$$
\begin{equation*}
\left(x^{\mu}, g, g^{-\frac{1}{n}} g_{\mu \nu}, g^{\frac{1}{n}+\frac{1}{n}|A|} \nabla^{A} g^{\mu \nu}, g^{-\frac{1}{n}} m^{2}, \kappa, \ldots, g^{-\frac{1}{n}} \nabla_{A} m^{2}, \nabla_{A} \kappa\right) \tag{3.65}
\end{equation*}
$$

where $A$ is a multi-index, of the $n(n+1) / 2$ coordinates describing the metric tensor $g_{\mu \nu}$ we consider only $n(n+1) / 2-1$ and the remaining one is expressed in terms of the determinant of $g$. The nice feature of those coordinates is that, except $g$, all others are invariant under physical scaling. Finally, combining (3.64) and (3.65) we get a third set of coordinates

$$
\begin{align*}
& \left(x^{\mu}, g, g^{-\frac{1}{n}} g_{\mu \nu}, S_{\mu \nu}^{\beta}, S_{\alpha \mu \nu}^{\beta}, R_{\alpha \mu \nu}^{\beta}, \ldots, S_{\alpha_{1} \ldots \alpha_{r} \mu \nu}^{\beta}, g^{\frac{|A|}{n}} \nabla^{A} R_{\alpha \mu \nu}^{\beta},\right.  \tag{3.66}\\
& \left.g^{-\frac{1}{n}} m^{2}, \ldots, g^{\frac{1+|A|}{n}} \nabla^{A} m^{2}, \kappa, \ldots, g^{\frac{|A|}{n}} \nabla^{A} \kappa\right),
\end{align*}
$$

We shall employ those coordinates at various stages of the proof.
Step 1. In the proof of Lemma 3.3.11, we found that the coefficients $C_{k}: \Gamma^{\infty}(M \leftarrow H M) \rightarrow$ $C^{\infty}(M): h \mapsto C_{k}(h)$ are weakly regular (due to (iv) in Definition 3.3.9) and depends only on the germ of $h$ (due to ( $i$ ) in Definition 3.3.9), therefore we can apply Petree-Slovák's Theorem 1.2.7 and conclude that $C_{k}$ is a differential operator of locally bounded order. This means that for any point $x \in M$ and any section $h_{0} \in \Gamma^{\infty}(M \leftarrow H M)$ there is a compact neighborhood $U$ and a $C O$-open neighborhood $\mathcal{U}=\left\{j^{r} h(U) \subset V^{r}\right\}$ of $h_{0}$, such that for all $j^{r} h \in \mathcal{U}$ (or equivalently all $\left.j_{x}^{r} h \in U \times V^{r} \subset J^{r} H M\right)$,

$$
C(h)(x)=F_{k}\left(j_{x}^{r} h\right) .
$$

To start we shall choose any $x \in M$ and the section $h_{0}=\left(g_{0}, 0,0\right)$ for a generic Lorentzian metric $g_{0}$. We denote by $U_{0}, V_{0}^{r}$ the corresponding open subsets.

Step 2. In this step we want to further characterize the functional form of $F_{k}$ and enlarge the set $V_{0}^{r}$ using scaling invariance. Notice that to the fibered isomorphism $S_{\lambda}: H M \rightarrow H M$ of physical scaling, we can associate a vector field

$$
\rho=\left.\frac{d}{d \lambda}\right|_{\lambda=1} S_{\lambda}
$$

which in the coordinates (3.65) reads $\rho=-2 n g \frac{\partial}{\partial g}$. One can show (c.f. [47, Lemma 2.3]) that the operator $\left(\rho-k \frac{n-2}{2}\right)^{l}: C^{\infty}\left(J^{r} H M\right) \rightarrow C^{\infty}\left(J^{r} H M\right)$ annihilates functions scaling almost homogeneously with degree $k \frac{n-2}{2}$ and order $l-1$. According to Lemma 3.3.11, each $C_{k}$ scales almost homogeneously with degree $k \frac{n-2}{2}$ and finite order $l$; therefore by [47, Lemma 2.4], we get that there exists functions $H_{j}: V_{0}^{r} \rightarrow \mathbb{R}, 0 \leq j \leq l$ such that

$$
F_{k}\left(j_{x}^{r} h\right)=g^{-\frac{k(n-2)}{4 n}} \sum_{j=0}^{l} \ln ^{j}\left(g^{-\frac{1}{2 n}}\right) H_{j}\left(x^{\mu}, g^{-\frac{1}{n}} g_{\mu \nu}, g^{\frac{1}{n}+\frac{1}{n}|A|} \nabla^{A} g^{\mu \nu}, g^{-\frac{1}{n}} m^{2}, \kappa, \ldots, g^{-\frac{1}{n}} \nabla^{A} m^{2}, \nabla^{A} \kappa\right) .
$$

We can notice that the dependence on the metric determinant $g$ has been factored out of $F_{k}$ introducing ad hoc powers of $g$ and $\ln (g)$ terms. We are then able to extend the open subset $V_{0}^{r}$ to $V_{1}^{r}=\mathbb{R}_{+} \times W_{1}^{r}$, by simply declaring that if $\lambda g$ falls outside $V_{0}^{r}$, then

$$
F_{k}(\ldots, \lambda g, \ldots)=(\lambda g)^{-\frac{k(n-2)}{4 n}} \sum_{j=0}^{l} \ln ^{j}\left((\lambda g)^{-\frac{1}{2 n}}\right) H_{j}(\ldots)
$$

using that, other then $g$, the coordinates in (3.65) are invariant under physical scaling.
Step 3. In this step we further extend to $\left(\pi^{r}\right)^{-1}(U)$ the domain of $F_{k}$ using diffeomorphism invariance. Since $\operatorname{Diff}(M)$ acts transitively on $M$, we can repeat the previous two steps for each $x^{\prime} \in U$, by naturality of the bundle $H M$ (see (ii) Definition 3.1.1), we can lift all such local diffeomorphism to local isomorphism of $H M$, then we are able to enlarge $V_{1}^{r}$ to a neighborhood $V_{2}^{r}$ of the $\operatorname{Diff}(M)$ orbit of $h_{0}=\left(g_{0}, 0,0\right)$. Notice that by covariance of $C_{k}, \psi^{*} C_{k}(h)=C_{k}\left(\psi^{*} h\right)$, which implies that the order of $C_{k}$ as a differential operator remains the initial $r$. In $\pi_{r}^{-1}(U) \cap U \times V_{2}^{r}$, we can use Theorem 3.1.9 to characterize the diffeomorphism invariant nature of $F_{k}$ in coordinates (3.64). In particular we conclude that

$$
F_{k}\left(j_{x}^{r} h\right)=g^{-\frac{k(n-2)}{4 n}} \sum_{j=0}^{l} \ln ^{j}\left(g^{-\frac{1}{2 n}}\right) H_{j},
$$

where in coordinates (3.66),

$$
H_{j}=G_{j}\left(g^{-\frac{1}{n}} g_{\mu \nu}, R_{\alpha \mu \nu}^{\beta}, \ldots, g^{-\frac{|A|}{n}} \nabla^{A} R_{\alpha \mu \nu}^{\beta}, m^{2}, \ldots, g^{\frac{2+|A|}{n}} \nabla^{A} m^{2}, \kappa, \ldots, g^{\frac{|A|}{n}} \nabla^{A} \kappa\right)
$$

Then we can extend $V_{2}^{r}=\mathbb{R}_{+} \times W_{2}^{r}$ to a set $V_{3}^{r}=\mathbb{R}_{+} \times \eta(1, n-1)(U) \times \mathbb{R}^{a} \times Q_{3}^{r}$, where $\eta(1, n-1)(U)$ is the space of non degenerate symmetric tensor in $\mathbb{R}^{n}$ with signature $(1, n-1)$, and the other pieces project as follows:


Then again, we stress that since the functions $G_{j}$ do not depend explicitely on the non covariant coordinates of (3.66), we are allowed to extend maximally the domain of such coordinates to $\mathbb{R}^{a}$.

Step 4. We further simplify the expression of $F_{k}$ using invariance for local diffeomorphism of the form $\psi_{s}:\left(x^{\mu}\right) \mapsto\left(s x^{\mu}\right)$. By (ii) in Definition 3.1.1, the latter local diffeomorphism can be lifted to a local fibered morphism of $H M$, whose Jacobian matrix is $s \delta_{\nu}^{\mu}$, and the action on coordinates (3.66) is given by

$$
\begin{align*}
& g^{-\frac{1}{n}} g_{\mu \nu} \rightarrow g^{-\frac{1}{n}} g_{\mu \nu}, g \rightarrow s^{2 n} g, g^{\frac{1}{n}} \nabla^{A} m \rightarrow s^{2+|A|} g^{\frac{1+|A|}{n}} \nabla^{A} m, \\
& \nabla^{A} \kappa \rightarrow s^{|A|} \nabla^{A} \kappa, g^{\frac{|A|}{n}} \nabla^{A} R^{\alpha \beta}{ }_{\mu \nu} \rightarrow s^{|A|} g^{\frac{|A|}{n}} \nabla^{A} R^{\alpha \beta}{ }_{\mu \nu} . \tag{3.67}
\end{align*}
$$

For $s \in[0,1]$ the mapping $\psi_{s}$ does not leave $U$, thus it ought to define an covariant transformation for $F_{k}$, i.e.

$$
\begin{aligned}
F_{k}\left(g, g^{-\frac{1}{n}} g_{\mu \nu}, y, z\right) & =g^{-\frac{k(n-2)}{4 n}} \sum_{j=0}^{l} \ln ^{j}\left(g^{-\frac{1}{2 n}}\right) G_{j}\left(y, \psi_{s}^{*} z\right) \\
& =s^{-\frac{k(n-2)}{2}} g^{-\frac{k(n-2)}{4 n}} \sum_{j=0}^{l} \ln ^{j}\left(s^{-1} g^{-\frac{1}{2 n}}\right) G_{j}\left(g^{-\frac{1}{n}} g_{\mu \nu}, y, \psi_{s}^{*} z\right)
\end{aligned}
$$

where $(y, z)$ identify the coordinates in (3.66), other than the metric determinant $g$ and $g^{-\frac{1}{n}} g_{\mu \nu}$, which have the property $\psi_{s}^{*} y=y, \psi_{s}^{*} z=s^{p} z$ for some appropriate positive number $p \in \mathbb{Q}$; confronting with (3.67) we see that $y=\kappa$, and $z$ are the remaining ones. Then

$$
s^{\frac{k(n-2)}{2}} F_{k}\left(g, g_{\mu \nu}, \kappa, z\right)=g^{-\frac{k(n-2)}{4 n}} \sum_{j=0}^{l} \ln ^{j}\left(s^{-1} g^{-\frac{1}{2 n}}\right) G_{j}\left(g^{-\frac{1}{n}} g_{\mu \nu}, \kappa, \psi_{s}^{*} z\right) .
$$

However, as $s \rightarrow 0$, the right hand side of the above equation diverges unless $G_{j}=0$ whenever $j \neq 0$. Thus we find

$$
\begin{equation*}
F_{k}\left(j_{x}^{r} h\right)=g^{-\frac{k(n-2)}{4 n}} G_{0}\left(g^{-\frac{1}{n}} g_{\mu \nu}, \kappa, \psi_{s}^{*} z\right) . \tag{3.68}
\end{equation*}
$$

We can still squeeze some more information out of $G_{0}$. If we take its Taylor expansion on the coordinates $z$, in $z=0$, we find

$$
F_{k}\left(j_{x}^{r} h\right)=g^{-\frac{k(n-2)}{4 n}} G_{0}\left(g^{-\frac{1}{n}} g_{\mu \nu}, \kappa, z\right)=\sum_{|I|<N} g^{-\frac{k(n-2)}{4 n}} G_{I}\left(g^{-\frac{1}{n}} g_{\mu \nu}, \kappa, 0\right) z^{I}+o\left(|z|^{N}\right),
$$

where $I \in \mathbb{N}^{3 r-1}$ is a multi-index, $z^{I}$ a polynomial in the coordinates $z$ to the power $I$, and $G_{I}=\frac{\partial G}{\partial z^{I}}$. Again, applying to the above equality the coordinate scaling (3.67), and taking the limit as $s \rightarrow 0$, we can see that the right hand side diverges, or goes to 0 , unless the cumulative scaling power $s^{\sum_{i \in I} p_{i}}$ of $z^{I}$ balances exactly that of $g^{-\frac{k(n-2)}{4 n}}$, i.e. $s^{k \frac{n-2}{2}}$. However, this is extremely consequential, since
there are only finitely many $z^{I}$ with this property. As a consequence,

$$
\begin{equation*}
F_{k}\left(j_{x}^{r} h\right)=\sum_{I} g^{-\frac{k(n-2)}{4 n}} G_{I}\left(g^{-\frac{1}{n}} g_{\mu \nu}, \kappa\right) z^{I}, \tag{3.69}
\end{equation*}
$$

We are now in a position to further enlarge the domain $V_{3}^{r}$ to $V_{4}^{r}=\mathbb{R} \times \eta(1, n-1)(U) \times \mathbb{R}^{a} \times P_{4}^{r} \times \mathbb{R}^{b}$, where each component projects as


Step 5. In this part we will furthermore characterize the dependence on $g^{-\frac{1}{n}} g_{\mu \nu}$ for the functions $G_{I}$.

Note that being $H M$ a natural bundle we have a canonical action of $G l^{r}(n, \mathbb{R})$ on $H M$, which however, in the coordinates on which (3.69) depends, reduces to the one of $\operatorname{Gl}(n, \mathbb{R})$. Covariance of $F_{k}$ then prescribes once again that the above action leaves unaltered $F_{k}$ itself, therefore for all $A \in G l(n, \mathbb{R})$,

$$
g^{-\frac{k(n-2)}{4 n}} \sum_{I} G_{I}\left(g^{-\frac{1}{n}} g_{\mu \nu}, \kappa\right) z^{I}=A^{\frac{k(n-2)}{2 n}} g^{-\frac{k(n-2)}{4 n}} \sum_{I} G_{I}\left(A^{\frac{2}{n}} g^{-\frac{1}{n}} A_{\mu}^{\alpha} g_{\alpha \beta} A_{\nu}^{\beta}, \kappa\right)\left(\rho_{A}(z)\right)^{I} .
$$

where $\rho_{A}$ is the $G l(n, \mathbb{R})$ action $^{7}$ on the polynomials $z^{I}$. If we fix $\kappa$ and think of $G_{I}(\cdot, \kappa)$ as a mapping : $\eta(1, n-1)(U) \rightarrow \mathbb{R}[z]$, then $G_{I}$ must be equivariant with respect to the $G l(n, \mathbb{R})$ action induced on $\eta(1, n-1)(U)$ and $\mathbb{R}[z]$. By [47, Lemma 2.8], we deduce that the coefficients $G_{I}$ must be a polynomial involving the components of the metric tensor $g_{\mu \nu}$, the Levi-Civita tensor $\epsilon_{\mu_{1} \cdots \mu_{n}}$ up to an overall multiple of the density $g=\operatorname{det}\left(g_{\mu \nu}\right)$ which multiplied with the corresponding $z^{I}$ produces a scalar. Thus

$$
\begin{equation*}
F_{k}\left(j_{x}^{r} h\right)=\sum_{I} g^{-\frac{k(n-2)}{4 n}} \widetilde{G}_{I}(\kappa) P_{I}\left(g_{\mu \nu}, \epsilon_{\mu_{1} \cdots \mu_{n}}, \nabla^{A} R_{\alpha \mu \nu}^{\beta}, \nabla^{A} m^{2}, \nabla^{A} \kappa\right) \tag{3.70}
\end{equation*}
$$

globally defined on $U \times V_{5}^{r}$ with $V_{5}^{r}=\eta(1, n-1)(U) \times \mathbb{R}^{a+b} \times P_{4}^{r}$, with the $P_{4}^{r}$ an open subset of 0 in the coordinate $\kappa$.

Step 6. To conclude, we will extend the domain of $F_{k}$ on the whole $H M$. First notice that we can further extend the function $F_{k}$ in $\kappa$ by repeating Steps 1)-5) for neighborhoods of sufficiently many $\left(g_{0}, 0, \kappa_{0}\right)$ and the form (3.70) will not be affected since the coordinate $\kappa$ transforms trivially under diffeomorphisms and does not scale under physical scaling. Then we have extended $F_{k}$ to the whole $\pi_{r}^{-1}(U)$. By transitivity of the action of $\operatorname{Diff}(M)$ on $M$, we can extend this functional form of $F_{k}$ to the whole $H M$, in each chart $U_{\alpha}$ of $M$ we will have produced a local $\left(F_{k}\right)_{\alpha}: J^{r_{\alpha}} \rightarrow \mathbb{R}$, whose order $r_{\alpha}$ cannot be unbounded for if so, there will be dependence on a derivative of the Riemann tensor $\nabla^{A} R$, the mass $\nabla^{B} m$ or the coupling constant $\nabla^{C} \kappa$, for which the physical scaling by $S_{\lambda}$

[^22]exceeds the amount $k \frac{n-2}{2}$ globally fixed by Lemma 3.3.11. Therefore, the bound on the jet order $r$ enable us to safely enlarge the domain of $F_{k}$ to $J^{r_{0}} H M$ for this maximal order $r_{0}$.

### 3.3.2 Existence of Wick powers

In trying to show the existence of Wick powers, functional formalism provides us with the natural candidates for Wick powers: namely the elements $\phi_{(M, h)}^{k}: f \mapsto \phi_{(M, h)}^{k}(f)$ which evaluated at $H \in \operatorname{Had}(M, h)$ are defined by (3.55). We will thereafter prove that they satisfy all conditions given in Definition 3.3.9. Prior to this, we need some technical results which come from Cartesian closedness (c.f. Theorem 1.3.22).

Proposition 3.3.12. Let $\pi: B \rightarrow M$ be a fiber bundle over $M$. Then any mapping $D: \Gamma^{\infty}(M \leftarrow$ $B) \rightarrow C^{\infty}(M): \sigma \mapsto D(\sigma)$, where $D(\sigma)(x)$ depends only on the germ of $\sigma$ at $x$, is weakly regular if and only if it is conveniently smooth.

Proof. We remark that $\Gamma^{\infty}(M \leftarrow B)$ is a smooth infinite dimensional manifold with the smooth structure described in [50, Theorem 42.1] which has the same charts as the one described in Theorem 2.2.2, but a different topology. In particular in a neighborhood of any section $\sigma \in \Gamma^{\infty}(M \leftarrow B)$, there are charts $\left\{\mathcal{U}_{\sigma}, u_{\sigma}\right\}$, with $u_{\sigma}: \mathcal{U}_{\sigma} \rightarrow \Gamma_{c}^{\infty}\left(M \leftarrow \sigma^{*} V B\right)$ where the target space has the canonical limit Fréchet vector space topology. Meanwhile recall that $C^{\infty}(M) \equiv \mathcal{E}(M)$ has the Fréchet space topology described in Section 1.3.1. As a result, the smoothness requirement can be tested in a generic chart $\mathcal{U}_{\sigma}$.

Suppose that $D$ is weakly regular, then $D$ is conveniently smooth if and only if for any $\sigma_{0} \in$ $\Gamma^{\infty}(M \leftarrow B), \sigma \in \mathcal{U}_{\sigma}$,

$$
D_{\sigma}=D \circ u_{\sigma_{1}}^{-1}: u_{\sigma}(\mathcal{U}) \subset \Gamma_{c}^{\infty}\left(M \leftarrow \sigma^{*} V B\right) \rightarrow C^{\infty}(M,)
$$

is conveniently smooth. Equivalently, see Definition 1.3.21, given any smooth curve $\gamma: \mathbb{R} \rightarrow$ $\Gamma_{c}^{\infty}\left(M \leftarrow \sigma^{*} V B\right)$ with $\gamma(0)=\sigma$, we have to show that

$$
D_{\sigma} \circ \gamma: \mathbb{R} \ni t \mapsto D_{\sigma}(\gamma(t)) \in C^{\infty}(M)
$$

is smooth. By (ii) Proposition 1.3.25, smoothness of $\gamma$ implies that for any compact interval $[a, b] \in \mathbb{R}$ there is a compact subset $K \in M$ such that $\gamma(t)$ is constant outside $K$ for each $t \in[a, b]$. Then since $D$ is weakly regular, there is a compact subset $K^{\prime} \subset M$ outside of which $D_{\sigma}(\gamma(t))$ is constant for each $t \in[a, b]$ and jointly smooth in $(t, x) \in \mathbb{R} \times M$. Then by (i) Proposition 1.3.25 we get that $D_{\sigma} \circ \gamma$ is smooth as well. We remark that in this argument the locality of the operator is not required.

On the other hand, suppose that $D$ is conveniently smooth, consider any $d$-parametric compactly supported variation $\Sigma$ of $\sigma$, i.e. a mapping $\Sigma: \mathbb{R}^{d} \times M \rightarrow B$ such that there exists a compact region $K \subset M$ for which $\Sigma(s, x)=\sigma(x)$ for all $(s, x) \in \mathbb{R}^{d} \times(M \backslash K)$. Without loss of generality we can assume that $\Sigma(s) \in \mathcal{U}_{\sigma}$ for each $s=\left(s^{1}, \ldots, s^{d}\right)$.

To show weak regularity of $D$ we have to prove that $D(\Sigma(s)) \in C^{\infty}\left(\mathbb{R}^{d} \times M\right)$ and that $D(\Phi(s))(x)=D(\sigma)(x)$ whenever $(s, x) \in \mathbb{R}^{d} \times\left(M \backslash K^{\prime}\right)$ for some compact subset $K^{\prime}$ of $M$. The second assertion follows immediately using the fact that $D$ evaluated at a point just depends on germs of the source section evaluated at that point, therefore we even get $D(\Sigma(s))(x)=D(\sigma)(x)$
outside the original compact subset $K$. For the other assertion, let $s_{0} \in \mathbb{R}^{d}$, we show joint smoothness in a neighborhood $I$ of $s_{0}$. Assume that the dimension of parameter space is $d=1$, then the mapping $I \ni s \rightarrow u_{\sigma}(\Sigma(s))$ is a smooth curve in $\Gamma_{c}^{\infty}\left(M \leftarrow \sigma^{*} V B\right)$ provided $I$ is a small enough neighborhood of $s_{0} \in \mathbb{R}$, thus by Theorem 1.3.22, Proposition 1.3.24 we have

$$
\begin{aligned}
& D(\Sigma): I_{0} \rightarrow C^{\infty}(M, \mathbb{R}) \text { is smooth } \\
\Leftrightarrow & D(\Sigma): I_{0} \rightarrow C^{\infty}\left(v_{\alpha}\left(V_{\alpha}\right), \mathbb{R}\right) \text { is smooth } \forall\left\{V_{\alpha}, v_{\alpha}\right\} \text { chart of } M, \\
\Leftrightarrow & D(\Sigma)^{\wedge}: v_{\alpha}\left(V_{\alpha}\right) \times I_{0} \rightarrow \mathbb{R} \text { is smooth } \forall\left\{V_{\alpha}, v_{\alpha}\right\} \text { chart of } M . \\
\Leftrightarrow & D(\Sigma)^{\wedge}: M \times I_{0} \rightarrow \mathbb{R} \text { is smooth. }
\end{aligned}
$$

By arbitrariness of $s_{0}$ we conclude that $D(\Sigma): M \times \mathbb{R} \rightarrow \mathbb{R}$ is smooth as well. In case $d>1$ it suffices to iterate $d$ times this argument: at the $l$ th iteration we fix the previous $d-l-1$ parameters and take a smooth curve $D(\Sigma): \mathbb{R} \rightarrow C^{\infty}\left(M \times \mathbb{R}^{l-1}\right)$ with domain the 1 th factor of $\mathbb{R}^{d}$ while keeping the remaining $d-l-1$ constant. Finally, by the above argument we infer that $D(\Sigma)^{\wedge} \in C^{\infty}\left(M \times \mathbb{R}^{l}\right)$.

We remark that the key feature of this proof is the Cartesian closedness of convenient calculus i.e. Theorem 3.12 of [50], which essentially enable us to "move back and forth" the $M$ factor in the smoothness of mappings. This property is in general true for the so-called convenient calculus on vector spaces; however, in general, the $c^{\infty}$-topology is not compatible with the vector space structure of the underlying space being often too fine (see [50, Corollary 4.6]). Our case is special though: the $c^{\infty}$-topology coincides with the Fréchet vector space topology. We also stress that part of this result is very similar to Lemma 2.2.3, where we showed that Bastiani smoothness of the differential operator implies weak regularity; however, the opposite assertion is not generally valid due to the lack of cartesian closedness for Bastiani calculus.

We further remark that Proposition 3.3.12 can be generalized to vector bundles, using Proposition 30.1, Lemma 30.3, and Lemma 30.8 of [50].

Let us use two other auxiliary results. To better introduce them, we shall use the following notation: if $s \mapsto h_{s}=\left(g_{s}, m_{s}, \kappa_{s}\right)$ is the compactly supported variation of $h \equiv h_{0}=\left(g_{0}, m_{0}, \kappa_{0}\right)$ we denote the corresponding variation of the Klein-Gordon differential operator $P$ by

$$
\begin{equation*}
P_{s}=\sqrt{\frac{g_{s}}{g_{0}}}\left(g_{s}^{\mu \nu} \nabla_{\mu}(s) \nabla_{\nu}(s)+m_{s}^{2}+\kappa_{s} R\left(g_{s}\right)\right) \tag{3.71}
\end{equation*}
$$

Notice that $P_{s}$ differs from the normally hyperbolic operator $P\left(h_{s}\right)=g_{s}^{\mu \nu} \nabla_{\mu}(s) \nabla_{\nu}(s)+m_{s}^{2}+\kappa_{s} R\left(g_{s}\right)$ by a factor $\sqrt{\frac{g_{s}}{g_{0}}}$, this extra factor will come in handy in the calculations below. Then we call $\mathcal{G}^{ \pm}\left(M, h_{s}\right)$ the advanced retarded Green operators associated to $P\left(h_{s}\right)$, and set

$$
\begin{equation*}
\mathcal{G}_{s}^{ \pm}(x, y)=\sqrt{\frac{g_{0}(x)}{g_{s}(x)}} \sqrt{\frac{g_{0}(y)}{g_{s}(y)}} \mathcal{G}_{\left(M, h_{s}\right)}^{ \pm}(x, y) \tag{3.72}
\end{equation*}
$$

by [1, Theorem 3.8], we see that $\mathcal{G}_{s}^{ \pm}: C_{c}^{\infty}(M) \rightarrow C^{\infty}(M, \mathbb{R})$ are Green-hyperbolic operator and,
given any $f \in C_{c}^{\infty}(M)$,

$$
\begin{aligned}
\int_{M} \mathcal{G}_{s}^{ \pm}(x, y) P_{s} f(y) d \mu_{g_{0}}(y) & =f(x), \\
\int_{M} \mathcal{G}_{s}^{ \pm}(x, y) P_{s} f(x) d \mu_{g_{0}}(x) & =f(y) .
\end{aligned}
$$

The reason for this notation is essentially to simplify subsequent formulas which otherwise will have factors $\sqrt{\frac{g_{s}}{g_{0}}}$. Notice that $P_{0}=P\left(h_{0}\right), \mathcal{G}_{0}^{ \pm}=\mathcal{G}_{\left(M, h_{0}\right)}^{ \pm}$. Notice also that since $P_{s} \neq P_{0}$ only in a compact subset of $M$, then

$$
\begin{equation*}
\mathcal{G}_{s}^{ \pm}-\mathcal{G}_{0}^{ \pm}=-\mathcal{G}_{s}^{ \pm}\left(P_{s}-P_{0}\right) \mathcal{G}_{0}^{ \pm} \tag{3.73}
\end{equation*}
$$

Lemma 3.3.13. Let $h_{0}$ be a background geometry and consider a smooth curve $h_{s}, \mathbb{R} \ni s \mapsto h_{s} \in$ $\Gamma^{\infty}(M \leftarrow H M)$. Then the associated space-time propagators $\mathbb{R} \ni s \mapsto \mathcal{G}_{\left(M, h_{s}\right)}^{ \pm}(f) \in C^{\infty}(M)$ are smooth for each $f \in \mathcal{D}(M)$.

Proof. We just show the claim for the retarded propagator but for the advanced propagator we can repeat the same argument. We start by evaluating

$$
\lim _{s \rightarrow 0} \frac{1}{s}\left(\mathcal{G}_{s}^{+}(f)-\mathcal{G}_{0}^{+}(f)\right)
$$

for some $f \in C_{c}^{\infty}(M)$. By construction the differential operator $P_{s}(x)=\sqrt{\frac{g_{s}}{g_{g}}} g_{s}^{\mu \nu} \nabla_{\mu}(s) \nabla_{\nu}(s)+$ $m^{2}(s)+\kappa(s) R(g(s))$ is smooth in $s$, therefore we consider

$$
\begin{aligned}
& P_{s}(x) \lim _{s \rightarrow 0} \frac{1}{s}\left(\mathcal{G}_{s}^{+}(x, f)-\mathcal{G}_{0}^{+}(x, f)\right)=\lim _{s \rightarrow 0} \frac{1}{s}\left(P_{s}(x) \mathcal{G}_{s}^{+}(x, f)-P_{s}(x) \mathcal{G}_{0}^{+}(x, f)\right) \\
& \quad=\lim _{s \rightarrow 0} \frac{1}{s}\left(\delta(x, f)-P_{s}(x) \mathcal{G}_{0}^{+}(x, f)\right)=\lim _{s \rightarrow 0} \frac{1}{s}\left(P_{0}(x) \mathcal{G}_{0}^{+}(x, f)-P_{s}(x) \mathcal{G}_{0}^{+}(x, f)\right) \\
& \quad=\lim _{s \rightarrow 0} \frac{1}{s}\left(P_{0}(x)-P_{s}(x)\right) \mathcal{G}_{0}^{+}(x, y)=-\dot{P}_{s}(x) \mathcal{G}_{0}^{+}(x, f)
\end{aligned}
$$

since $h_{s} \neq h_{0}$ in just a compact subset of $M$, the differential operator $\dot{P}_{s}(x) \equiv \frac{d}{d s} P_{s}(x) \neq 0$ only inside that compact, therefore the quantity $\dot{P}_{s}(x) \mathcal{G}_{0}^{+}(x, f)$ has compact support for any $f \in \mathcal{D}(M)$ and we can write

$$
\begin{align*}
\left.\frac{d}{d s}\right|_{s=0} \mathcal{G}_{s}(x, f) & =\lim _{s \rightarrow 0} \frac{1}{s}\left(\mathcal{G}_{s}^{+}(x, f)-\mathcal{G}_{0}^{+}(x, f)\right) \\
& =-\int_{M} \mathcal{G}_{0}^{+}(x, z) \dot{P}_{s}(z) \mathcal{G}_{0}^{+}(z, f) d \mu_{g_{0}}(z) . \tag{3.74}
\end{align*}
$$

Using (3.74) one can show that all iterated derivatives of $\mathcal{G}_{0}^{+}$exists and are continuous by Theorem 1.2.16, thus showing smoothness. Finally, since $\mathcal{G}_{s}(x, f)=\mathcal{G}_{s}^{+}(x, f)-\mathcal{G}_{s}^{-}(x, f)$, the causal propagator is smooth as well.

Proposition 3.3.14. Using the notation introduced in (3.71), (3.72) define

$$
\begin{equation*}
R_{ \pm}: C^{\infty}(M) \rightarrow C^{\infty}(M): \psi \mapsto \psi-\mathcal{G}_{s}^{ \pm}\left(P_{s}-P_{0}\right) \psi \tag{3.75}
\end{equation*}
$$

then the operators $R_{ \pm}$are continuous and satisfy:
(i) $R_{ \pm}$is an isomorphism and the inverse is given by

$$
\begin{equation*}
R_{ \pm}^{-1}=i d_{C^{\infty}(M)}+\mathcal{G}_{0}^{ \pm}\left(P_{s}-P_{0}\right) ; \tag{3.76}
\end{equation*}
$$

(ii) $P_{s} R_{ \pm}=P_{0}$.

Moreover, if we denote by $R_{ \pm}^{\dagger}: C_{c}^{\infty}(M) \rightarrow C_{c}^{\infty}(M)$ the adjoint of $R_{ \pm}$with respect to the paring

$$
C^{\infty}(M) \otimes C_{c}^{\infty}(M) \rightarrow \mathbb{R},(\psi, f) \rightarrow \int_{M} f \psi d \mu_{g_{0}}
$$

we have
(iii) $R_{ \pm}^{\dagger}=i d_{C_{c}^{\infty}(M)}-\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{ \pm}$, and $\left(R_{ \pm}^{\dagger}\right)^{-1}=\left(R_{ \pm}^{-1}\right)^{\dagger}$;
(iv) If $\mathcal{G}_{s}, \mathcal{G}_{0}$ are the causal propagator associated to $\mathcal{G}_{s}^{ \pm}, \mathcal{G}_{0}^{ \pm}$, then

$$
R_{ \pm} \mathcal{G}_{0} R_{ \pm}^{\dagger}=\mathcal{G}_{s} ;
$$

Proof. If $C^{\infty}(M)$ has the Fréchet space topology, continuity of $R_{ \pm}$follows directly from Theorem 1.2.16 and the continuity of the differential operator $P_{s}$. Let then $\psi \in C^{\infty}(M), f \in C_{c}^{\infty}(M)$ be arbitrary functions. Using (3.73),

$$
\begin{aligned}
R_{ \pm} R_{ \pm}^{-1}(\psi) & =R_{ \pm}\left(\psi-\mathcal{G}_{0}^{ \pm}\left(P_{s}-P_{0}\right) \psi\right) \\
& =\psi-\mathcal{G}_{s}^{ \pm}\left(P_{s}-P_{0}\right) \psi+\mathcal{G}_{0}^{ \pm}\left(P_{s}-P_{0}\right) \psi-\mathcal{G}_{s}^{ \pm}\left(\left(P_{s}-P_{0}\right) \mathcal{G}_{0}^{ \pm}\left(P_{s}-P_{0}\right)\right) \psi \\
& =\psi-\mathcal{G}_{s}^{ \pm}\left(P_{s}-P_{0}\right) \psi+\mathcal{G}_{0}^{ \pm}\left(P_{s}-P_{0}\right) \psi+\mathcal{G}_{s}^{ \pm}\left(P_{s}-P_{0}\right) \psi-\mathcal{G}_{0}^{ \pm}\left(P_{s}-P_{0}\right) \psi \\
& =\psi .
\end{aligned}
$$

A similar argument works for the inverse composition, thus we conclude that (3.76) in (i) is actually the inverse of $R_{ \pm}$. Directly from (3.75),

$$
P_{s} R_{ \pm} \psi=P_{s} \psi-P_{s} \mathcal{G}_{s}^{ \pm}\left(P_{s}-P_{0}\right) \psi=P_{s} \psi-P_{s} \psi+P_{0} \psi=P_{0} \psi .
$$

to show (iii) we have to verify that

$$
\int_{M^{2}} d \mu_{g_{0}}(x, y) R_{ \pm}^{\dagger}(x, y) f(x) \psi(y)=\int_{M^{2}} d \mu_{g_{0}}(x, y) R_{ \pm}(x, y) f(y) \psi(x) .
$$

expanding the right hand side and using that $\mathcal{G}^{\mp}$ is the adjoint of $\mathcal{G}^{ \pm}$(see Lemma 2.4.3) yields

$$
\begin{aligned}
& \int_{M^{2}} d \mu_{g_{0}}(x, y) R_{ \pm}(x, y) f(y) \psi(x)=\int_{M^{2}} d \mu_{g_{0}}(x, y) f(y)\left[\delta(x, y)-\mathcal{G}_{s}^{ \pm}(x, y)\left(P_{s}-P_{0}\right)\right] \psi(x) \\
&=\int_{M^{2}} d \mu_{g_{0}}(y) f(y) \psi(y)-\int_{M^{2}} d \mu_{g_{0}}(x, y) f(y)\left[\mathcal{G}_{s}^{ \pm}(x, y)\left(P_{s}-P_{0}\right) \psi(x)\right] \\
&=\int_{M^{2}} d \mu_{g_{0}}(y) f(y) \psi(y)-\int_{M^{2}} d \mu_{g_{0}}(x, y) \mathcal{G}_{s}^{\mp}(y, x) f(y)\left(P_{s}-P_{0}\right) \psi(x) \\
&=\int_{M^{2}} d \mu_{g_{0}}(y) f(y) \psi(y)-\int_{M^{2}} d \mu_{g_{0}}(x, y)\left[\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{\mp}(y, x) f(y)\right] \psi(x) \\
&=\int_{M^{2}} d \mu_{g_{0}}(x, y)\left[\delta(x, y)-\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{\mp}(y, x) f(y)\right] \psi(x)
\end{aligned}
$$

Incidentally, using the same argument on $R_{ \pm}^{-1}$ shows the other part of (iii). Finally, using repeatedly
(3.73),

$$
\begin{aligned}
R_{+} \mathcal{G}_{0} R_{+}^{\dagger}= & R_{+}\left(\mathcal{G}_{0}-\mathcal{G}_{0}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}\right)=R_{+}\left(\mathcal{G}_{0}-\mathcal{G}_{0}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}+\mathcal{G}_{0}^{-}-\mathcal{G}_{s}^{-}\right) \\
= & R_{+}\left(\mathcal{G}_{0}^{+}-\mathcal{G}_{s}^{-}-\mathcal{G}_{0}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}\right)=\mathcal{G}_{0}^{+}-\mathcal{G}_{s}^{-}-\mathcal{G}_{0}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-} \\
& -\left[\mathcal{G}_{s}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{0}^{+}-\mathcal{G}_{s}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}-\mathcal{G}_{s}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{0}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}\right] \\
= & \mathcal{G}_{0}^{+}-\mathcal{G}_{s}^{-}-\mathcal{G}_{0}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}-\mathcal{G}_{0}^{+}+\mathcal{G}_{s}^{+}+\mathcal{G}_{s}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}+\mathcal{G}_{0}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-} \\
- & \mathcal{G}_{s}^{+}\left(P_{s}-P_{0}\right) \mathcal{G}_{s}^{-}=\mathcal{G}_{s} .
\end{aligned}
$$

Theorem 3.3.15. Let $(M, h)$ be a background geometry and $H \in \operatorname{Had}(M, h)$ be any Hadamard state associated to the data $h=(g, m, \kappa)$, then the quantum field $\phi_{(M, h, H)}^{k}(f)$ is the kth order Wick power according to Definition 3.3.9.

Proof. We dived the proof in three steps: in the first we verify that $\phi_{(M, h, H)}^{k}$ are linear scalar quantum field when $k=1$ and satisfy property $(i)$, (ii), (iii) in Definition 3.3.9; in the second we shall define an isomorphism $\tau_{\left(M, h_{s} \rightarrow h_{0}\right)}: \mathfrak{A}_{\mu l o c}\left(M, h_{s}\right) \rightarrow \mathfrak{A}_{\mu l o c}\left(M, h_{0}\right)$ using the result of Proposition 3.3.14; whereas in the final part we will show that condition (iv) in Definition 3.3.9 holds.

Step 1. Firstly, we notice that each $\phi_{(M, h, H)}^{k}: f \mapsto \phi_{(M, h, H)}^{k}(f)$ is an algebra valued distribution since it is linear in $f$ and continuous with respect to the topology of $\mathfrak{A}_{\mu c}(M, h)$ with the completion of the topology of $\hbar$ convergence in $\mathfrak{A}_{\text {reg }}(M, h)$. Moreover, $\phi$ is a linear scalar quantum field if and only if $d \phi_{(M, h, H)}$ is a $c$-number field. By direct inspection

$$
d \phi_{(M, h, H)}(f)=\left(\int_{M} f(x) d \mu_{g}(x)\right) 1_{\mathfrak{A}_{\mu c}(M, h)}
$$

clearly yields a $c$-number, therefore it is a linear quantum field as claimed, thus we can proceed to check whether elements of the form (3.55) are effectively Wick powers. The locality and covariance property for Wick powers are equivalent to require that given any $\chi \in \operatorname{Hom}(\mathfrak{B c k} \mathfrak{G})$ there is an algebraic morphism

$$
\mathfrak{A}(\chi)\left[\phi_{\left(M, h, \chi^{*} H^{\prime}\right)}^{k}(f)\right)=\phi_{\left(M^{\prime}, h^{\prime}, H^{\prime}\right)}^{k}\left(\chi_{*} f\right) .
$$

To fulfill this condition we follow $[15, \S 6]$ and substitute $H(x, y)-W_{0}(x, y)$ in place of the Hadamard parametrix $H(x, y)$ that we use to construct Wick polynomials. Here, $W_{0}(x, y)$ is the non geometrical, smooth term in the Hadamard expansion (3.43). Notice that, although $W_{0}$ is well defined only on a open neighborhood of the diagonal in $M^{2}$, the coincidence limit of $W_{0}$ does still give rise to a smooth function $M \ni x \mapsto W_{0}(x, x)$ by a partition of unity argument. the covariant version of Wick powers is then

$$
\begin{equation*}
\phi_{(M, h, H)}^{k} \doteq \alpha_{H-W_{0}}^{-1}\left(\phi_{(M, h)}^{k}\right) \tag{3.77}
\end{equation*}
$$

By Lemma 3.3.4, this is still in the same algebra as the original power $\phi_{(M, h, H)}^{k}$. In the sequel we will abuse the notation and write directly $\alpha_{H}$ instead of $\alpha_{H-W_{0}}$. Explicit calculation of $\alpha_{H}^{-1}\left(\phi_{(M, h)}^{k}(f)\right)$ yields the abstract algebra element

$$
\int_{M} f(x): \phi^{k}:_{H}(x) d \mu_{g}(x)
$$

where, as usual, : $\phi: H(x)=\phi(x)$ and

$$
\begin{equation*}
: \phi^{k}:_{H}(x)=\delta\left(x, \ldots, x_{k}\right)\left(: \phi\left(x_{1}\right) \cdots \phi\left(x_{k-1}\right):_{H} \phi\left(x_{k}\right)-\sum_{i=1}^{k-1}: \phi\left(x_{1}\right) \cdots \widehat{\phi\left(x_{i}\right)} \cdots \phi\left(x_{k-1}\right):_{H}\right) \tag{3.78}
\end{equation*}
$$

By the scaling behavior of each field $\varphi$ given by (3.58), using (3.43), we see that

$$
S_{\lambda} H(x, y)=\lambda^{n-2} H(x, y)+2 \lambda^{n-2} \ln (\lambda) V(x, y)
$$

which implies that $\phi_{(M, h, H)}^{k}(f)$ scales almost homogeneously with degree $k \frac{n-2}{2}$ under physical scaling for any $f \in C_{c}^{\infty}(M)$.

The algebraic condition follows immediately by taking into account that

$$
\phi_{(M, h, H)}^{k}(f)^{*}=\alpha_{H}^{-1}\left(\phi_{(M, h)}^{k}(f)^{*}\right)=\alpha_{H}^{-1}\left(\phi_{(M, h)}^{k}(\bar{f})\right)
$$

and $d \phi_{(M, h, H)}^{k}(f)=\alpha_{H}^{-1}\left(d \phi_{(M, h)}^{k}(f)\right)$.
Step 2. Suppose $\mathbb{R} \ni s \rightarrow h_{s} \in \Gamma^{\infty}(M \leftarrow H M)$ defines a compactly supported variation of the background geometry $(M, h)$. To each $h_{s}$ we can associate its differential operator $P_{s}=g_{s}^{\mu \nu} \nabla_{\mu}(s) \nabla_{\nu}(s)+m^{2}(s)+\kappa(s) R(g(s))$, which is still a Green hyperbolic operator according to the hypothesis and is moreover conveniently smooth as a mapping $\mathbb{R} \ni s \mapsto P_{s} \in$ $C^{\infty}\left(C^{\infty}(M, \mathbb{R}), C^{\infty}(M, \mathbb{R})\right)$. Moreover, to each $P_{s}$ we associate its Green operators $\mathcal{G}_{s}^{ \pm}$, which thanks to Lemma 3.3.13 are conveniently smooth as well. Given the background geometry $\left(M, h_{s}\right)$, we can associate a Hadamard two point function

$$
\omega_{s}(x, y)=H_{s}(x, y)+\frac{i}{2} \mathcal{G}_{\left(M, h_{s}\right)}
$$

where $H_{s}, \mathcal{G}_{\left(M, h_{s}\right)}$ are respectively a Hadamard parametrix and the causal propagator canonically associated to the geometry $h_{s}=\left(g_{s}, m_{s}, \kappa_{s}\right)$. Setting

$$
\begin{equation*}
\widetilde{\omega}=\omega_{s} \circ\left(\left(R_{+}^{\dagger}\right)^{-1} \otimes\left(R_{+}^{\dagger}\right)^{-1}\right) \tag{3.79}
\end{equation*}
$$

we claim that (3.79) is a Hadamard state for the background geometry ( $M, h$ ). From (iv) in Proposition 3.3.14, setting $\mathcal{R}_{+}^{\dagger}=\sqrt{g_{0} / g_{s}} R_{+}^{\dagger}$, we see that

$$
\mathcal{G}_{\left(M, h_{0}\right)}=\mathcal{G}_{\left(M, h_{s}\right)} \circ\left(\left(\mathcal{R}_{+}^{\dagger}\right)^{-1} \otimes\left(\mathcal{R}_{+}^{\dagger}\right)^{-1}\right)
$$

We therefore have just to verify that $\tilde{H} \equiv H_{s} \circ\left(\sqrt{g_{0} / g_{s}}\left(R_{+}^{\dagger}\right)^{-1} \otimes \sqrt{g_{0} / g_{s}}\left(R_{+}^{\dagger}\right)^{-1}\right)$ gives a well defined Hadamard parametrix. Notice that, by (ii) in Proposition 3.3.14, using (3.71) and (3.72) to handle the density quotients; for all $f_{1}, f_{2} \in C_{c}^{\infty}(M)$

$$
\begin{aligned}
& \widetilde{H}\left(f_{1}, P\left(h_{s}\right) f_{2}\right)=W_{s, 0}\left(\left(\mathcal{R}_{+}^{\dagger}\right)^{-1}\left(f_{1}\right), f_{2}\right), \\
& \widetilde{H}\left(P\left(h_{s}\right) f_{1}, f_{2}\right)=W_{s, 0}\left(f_{1},\left(\mathcal{R}_{+}^{\dagger}\right)^{-1}\left(f_{2}\right)\right),
\end{aligned}
$$

where $W_{s, 0}$ is the smooth part of the Hadamard parametrix $H_{s}$ constructed with the background
geometry $h_{s}$. We can estimate

$$
\mathrm{WF}\left(\left(\mathcal{R}_{+}^{\dagger}\right)^{-1}\right) \subseteq \mathrm{WF}\left(\mathcal{G}_{\left(M, h_{s}\right)}^{-}\right),
$$

however, since $\mathrm{WF}\left(W_{s, 0}\right)=\emptyset$, by [44, Theorem 8.2.14]

$$
\mathrm{WF}\left(W_{s, 0} \circ\left(i d_{C_{c}^{\infty}(M)} \otimes\left(\mathcal{R}_{+}^{\dagger}\right)^{-1}\right)\right)=\emptyset, \quad \mathrm{WF}\left(W_{s, 0} \circ\left(\left(\mathcal{R}_{+}^{\dagger}\right)^{-1} \otimes i d_{C_{c}^{\infty}(M)}\right)\right)=\emptyset .
$$

Applying [64, Theorem 5.1] establishes that

$$
\widetilde{\omega}=\widetilde{H}+\frac{i}{2} \mathcal{G}_{\left(M, h_{0}\right)}
$$

is the two point function of a well defined Hadamard state. We can thus define

$$
\tau_{\left(M, h_{s} \rightarrow h_{0}\right)}: \mathfrak{A}_{\mu l o c}\left(M, h_{s}\right) \rightarrow \mathfrak{A}_{\mu l o c}\left(M, h_{0}\right), \quad A \mapsto \tau_{\left(M, h_{s} \rightarrow h_{0}\right)}(A) .
$$

where, given any parametrix $H$ related to the background geometry $\left(M, h_{0}\right)$,

$$
\begin{equation*}
\tau_{\left(M, h_{s} \rightarrow h_{0}\right)}(A)(H)=A\left(H_{s}^{\prime}\right) \tag{3.80}
\end{equation*}
$$

where $H_{s}^{\prime}=H \circ\left(\mathcal{R}_{+}^{\dagger} \otimes \mathcal{R}_{+}^{\dagger}\right)$ is a Hadamard parametrix for $\left(M, h_{s}\right)$. Notice that selecting another parametrix $H^{\prime}$ amounts to shift everything by a smooth function $d=H^{\prime}-H$, which by Lemma 3.3.4 and 3.3.5 does not affect our isomorphism. The action of $\tau_{\left(M, h_{s} \rightarrow h_{0}\right)}$ on Wick powers (c.f. equation (3.55)), is then given by

$$
\tau_{\left(M, h_{s} \rightarrow h_{0}\right)}\left(\alpha_{H_{s}}^{-1}\left(\phi_{\left(M, h_{s}\right)}^{k}\right)\right)=\alpha_{\widetilde{H}}^{-1}\left(\phi_{\left(M, h_{s}\right)}^{k}\right)
$$

Step 3. Finally, if $h_{s}$ is a compactly supported variation of $h=h_{0}$, by an argument similar to the one in the proof of Lemma 2.2.3, then $s \mapsto h_{s} \in \Gamma^{\infty}(M \leftarrow H M)$ is a smooth mapping when the latter is equipped with the convenient smooth structure of [50, THeorem 42.1]. Therefore $s \mapsto H_{s} \in \mathcal{D}^{\prime}(M \times M)$ is smooth as well for any Hadamard parametrix $H_{s}$ associated to $h_{s}$. By Lemma 3.3.13 we deduce that the propagators are smooth as well, thus

$$
s \mapsto \widetilde{\omega}=\omega_{s} \circ\left(\left(R_{+}^{\dagger}\right)^{-1} \otimes\left(R_{+}^{\dagger}\right)^{-1}\right) \in \mathcal{D}^{\prime}(M \times M)
$$

is smooth as well. Moreover, fixed $s \in \mathbb{R}^{d}$, for any $H \in \operatorname{Had}(M, h)$ the distribution

$$
\mathcal{D}^{\prime}(M) \ni f \mapsto \alpha_{H}\left(\phi_{(M, h, \tilde{H})}^{k}\right)(f)(\varphi) \in \mathbb{R}
$$

has integral kernel $\alpha_{H}\left(\phi_{(M, h, \widetilde{\tilde{H}})}^{k}\right)(\varphi)$ in $C^{\infty}(M) \subset \mathcal{D}^{\prime}(M)$. Using the smoothness properties just established and the fact that $\widetilde{H}-H \in C^{\infty}(M \times M)$, we get that

$$
\begin{equation*}
s \mapsto \alpha_{H}\left(\alpha_{\widetilde{H}}^{-1}\left(\phi_{(M, h)}^{k}\right)\right)(\varphi)=\left.e^{\widetilde{\Gamma}_{H-\tilde{H}}}\left(\phi_{(M, h)}^{k}\right)\right|_{\varphi} \in C^{\infty}(M) \tag{3.81}
\end{equation*}
$$

is smooth. We have therefore shown that the family of mappings $\Gamma^{\infty}(M \leftarrow H M) \ni h \rightarrow$
$\left.e^{\Gamma_{H-\tilde{H}}}\left(\phi_{(M, h)}^{k}\right)\right|_{\varphi} \in C^{\infty}(M)$ maps smooth curves $s \mapsto h_{s}$ in $C^{\infty}\left(\mathbb{R}, \Gamma^{\infty}(M \leftarrow H M)\right)^{8}$ into smooth curves $C^{\infty}\left(\mathbb{R}, C^{\infty}(M)\right)$ of the form (3.81). By Definition 1.3.21 this is conveniently smooth and using Proposition 3.3.12 we conclude.

Remark. A key difference with the Euclidean case treated in [19] is that, in the Lorentzian case, the singularity structure of both $\mathcal{G}_{s}^{ \pm}$and the Hadamard parametrix $H_{s}$ does depend on $s$, in the sense that it has a singularity component $\{(x, x ; \xi,-\xi)\}$ along the diagonal which is independent from the metric variation plus a part along bicharacteristics of lightlike geodesics which depends on the metric variation; in the Euclidean case, only the former is present, therefore one can conclude the above proof by the smooth dependence on the parameter $s$ and the fact that the singularity structure is independent from s itself without needing cartesian closedness. In the Lorenzian case, this is not possible; for example, consider the family of distributions $s \cdot \delta_{0}$ with $s \in \mathbb{R}, \delta_{0} \in \mathcal{D}^{\prime}(\mathbb{R})$ the Dirac's distribution, then this is a family of distributions which is smooth in $s$, but the wave front set is

$$
\mathrm{WF}=\left\{(s, 0 ; 0, \xi) \in \dot{T}^{*} \mathbb{R}^{2}\right\} \cup\left\{(0,0, \zeta, 0) \in \dot{T}^{*} \mathbb{R}^{2}\right\}
$$

The reason is that when $s=0$ the above distribution in $x$ is the zero distribution which is of course smooth, however, the moment schanges, new $\delta$-like singularities appear at $x=0$. Therefore in the Lorentzian case, where the wave front set depends on $s$, it is not automatic to conclude that the integral kernel of (3.81) is jointly smooth in $(s, x)$ and some extra argument is needed.

[^23]
## Chapter 4

## Functional formalism in quantum field theory: Time ordered products

In this chapter we continue our discussion of quantum free field theories by studying their time ordered products. We can see it as a second product $\cdot_{T}$ on the algebra $\mathfrak{A}_{\mu l o c}(M, h) \subset \mathfrak{A}_{\mu c}(M, h)$, this enable us to define the $S$-matrix which is crucial in perturbation theories to treat interactions. In particular, once a time ordered product has been obtained we can set

$$
S(V)=\exp _{\cdot_{T}}(V)=1_{\mathfrak{R}_{\mu c}(M, h)}+\sum_{j \geq 1} \frac{1}{j!}\left(\frac{i}{\hbar}\right)^{j} \underbrace{V \cdot{ }_{T} \cdots{ }_{T} V}_{j \text { times }} .
$$

In general, the series defining $S(V)$ is not convergent, however, when $V \in \mathfrak{A}_{r e g}(M, h)$, we shall see that this formula still be interpreted as a formal power series in $\hbar$. The above formula is however not physically interesting unless $V \in \mathfrak{A}_{\mu l o c}(M, h)$, then the latter can be thought as the interaction term in the Lagrangian, i.e.

$$
\mathcal{L}=\underbrace{\mathcal{L}_{0}}_{\text {free part }}+\underbrace{\alpha_{H}(V)}_{\text {interacting part }}
$$

This however causes an important issue: time ordered products as defined for $V \in \mathfrak{A}_{\text {reg }}(M, h)$ suffer from the so-called $U V$-divergences, those are singularities resulting from the impossibility of multiplying certain distributions supported in the diagonal. Notice that in principle there could be other divergences as well: namely IR-divergences which are related to the possibility of the interaction being arbitrarily extended throughout spacetime; however, in our setting, functionals have compact support and this is therefore avoided. We remark however that when the $U V$-problem is solved, one can study more general interactions via the adiabatic limit which consists in applying a cutoff function $f$ to the non-compact interactions and then study the behaviour of the $S$-matrix (or equivalently the time ordered products) as $f \rightarrow 1$.

As mentioned in the Introduction, we shall use a Epstein-Glaser renormalization scheme which gives us the possibility of constructing time ordered products at each order in $\hbar$ consistently with a series of physical constraints (see Definition 4.2.2) on the renormalization scheme itself. We shall then use the local Wick expansion Lemma 4.2.3 to characterize the renormalization of time ordered
products into the problem of extending certain distributions subject to other requirements. The argument for extending those distributions essentially follows that of [41], with the main difference that instead of the analyticity requirement (see [41, §2, Conditions T4-T6]), we use a generalized off-shell version of the parameterized microlocal condition introduced in [47, Definition 3.5]. The argument for the extension of the aforementioned distributions (Theorem 4.2.5 and Theorem 4.2.6) does benefit from the recent results in [18] which are thoroughly analysed in Section 4.1. Finally, in Section 4.2.2, we will show, in Theorem 4.2.7, that the newly introduced parameterized microlocal condition is consistent with the Main Theorem of renormalization (for reference see [9, Theorem 4.1] or [23, Theorem 3.6.3]); moreover, in Corollary 4.2 .8 we obtain that the difference of two time ordered products satisfying the prescription Definition 4.2 .2 , has the usual form

$$
\phi_{(M, h)}^{k_{1}} \cdot T \cdots \cdot T \phi_{(M, h)}^{k_{p}}-\phi_{(M, h)}^{k_{1}} \cdot \widetilde{T} \cdots \cdot \widetilde{T} \phi_{(M, h)}^{k_{p}}=\sum_{J \leq K}\binom{K}{J} C^{K-J} \phi_{(M, h)}^{J},
$$

where $J, K$ are multiindices, $C_{J}:(M, h) \mapsto C_{J}[h] \in C^{\infty}(M)$ are coefficients, analogously to Theorem 3.3.10, such that each $C_{J}[h]$ is a polynomial constructed out of scalars made by all tensor-like objects of $j^{r} h$ for some finite order $r, \phi_{(M, h)}^{J}=\phi_{(M, h)}^{j_{1}} \cdot \ldots \cdot \phi_{(M, h)}^{j_{p}}$ is the classical product of Wick powers.

### 4.1 The extension of distributions on manifolds

As mentioned before, in the Section we follow [18].

Let $M$ be a smooth $n$-dimensional manifold, $I \subset M$ a closed embedded submanifold and $t \in$ $\mathcal{D}_{\Gamma}^{\prime}(M \backslash I)$ a distribution. We seek an answer to the following problems:

- can we construct an extension $\bar{t} \in \mathcal{D}^{\prime}(M)$ ?
- do we have some form of control on the wave front set $\mathrm{WF}(\bar{t})$ ?

Both questions admit a positive answer with the proper assumptions on $t$. Notice that the extension problem is far from trivial: indeed, by Hahn-Banach one can always devise an extension of $t$ as a linear mapping $\mathcal{D}(M) \rightarrow \mathbb{R}$, however, there is no information about its continuity.

Suppose $I$ is a closed $\iota$-dimensional submanifold, then there are slice charts $\left\{\left(U_{\alpha},\left(x^{i}, h^{j}\right)_{\alpha}\right)\right\}$ such that points $x \in I \cap U_{\alpha}$ can be characterized by $\left\{h^{j}=0\right\}$. Below, $U \subset M$ will be an open subset of $M$. Denote by $\mathcal{I}(U)=\left\{f \in \mathcal{E}(U):\left.f\right|_{U \cap I}=0\right\}$ the ideal of smooth functions vanishing on $I$, we say that a vector field $X \in \mathfrak{X}(M)$ is an Euler vector field if

$$
\begin{equation*}
\forall f \in \mathcal{I}(U), \quad X(f)-f^{2} \in \mathcal{I}^{2}(U) \tag{4.1}
\end{equation*}
$$

where $\mathcal{I}^{2}(U)$ is the set $\left\{f \cdot g \in C^{\infty}(U): f, g \in \mathcal{I}(U)\right\}$. One can easily show that Euler vector fields can be characterized locally as

$$
X=h^{j} \frac{\partial}{\partial h^{j}}+h^{j} A_{j}^{i}(x, h) \frac{\partial}{\partial x^{i}}+h^{j} h^{k} A_{j k}^{i}(x, h) \frac{\partial}{\partial h^{i}}
$$

with $A, B$ smooth coefficients. Ideally, Euler vector field flow transversally out of the region $I$; this is no coincidence since their flow can be used to define the scaling degree of distributions near $I$. For notation's sake we will denote

$$
\begin{equation*}
F_{\lambda}^{X}=\mathrm{Fl}_{\ln \lambda}^{X}, \quad \lambda \in(0,1] \tag{4.2}
\end{equation*}
$$

the logarithmic flow.
A simple example of an Euler field with $M=\mathbb{R}^{n+\iota}, I=\{0\} \times \mathbb{R}^{\iota}$ is $X=h^{j} \frac{\partial}{\partial h^{j}}$. Then the associated logarithmic flow satisfies $\left(F_{\lambda}^{X}\right)^{*} f(x, h)=f(x, \lambda h)$ for all $f \in \mathcal{E}(M)$. We therefore see how (4.2) is the natural candidate to induce the coordinate scaling in a geometrically consistent way. In the following Proposition we collect some properties about Euler vector fields.

Proposition 4.1.1. The following assertion are true:
(i) Suppose $I \hookrightarrow M, I^{\prime} \hookrightarrow M^{\prime}$ be two closed embedded submanifolds. Let $\psi \in \operatorname{Diff}_{l o c}\left(M, M^{\prime}\right)$ and consider open subsets $U, U^{\prime}$ such that $U \simeq^{\psi} U^{\prime}$ and $\psi(U \cap I)=U^{\prime} \cap I^{\prime}$, then if $X \in \mathfrak{X}(U)$ is Euler, $T \psi(X) \in \mathfrak{X}\left(U^{\prime}\right)$ is Euler as well.
(ii) Let $X_{1}, X_{2}$ be Euler fields in a neighborhood of $x \in I$. Then there is a one parameter smooth family of diffeomorphism $\Psi_{\lambda}$ defined on a neighborhood of $x$ such that

$$
F_{\lambda}^{X_{2}}=F_{\lambda}^{X_{1}} \circ \Psi_{\lambda}
$$

(iii) Let $X_{1}, X_{2}$ be Euler fields in a neighborhood of $x \in I$. Then there is a diffeomorphism $\psi$ defined in a neighborhood of $x$ such that

$$
X_{1}=T \psi \circ X_{2} \circ \psi^{-1}
$$

This result is very important since it states that the property of being Euler vector fields is invariant under the action of diffeomorphism and that given two Euler vector fields their coordinate scaling (and thus the vector field themselves) are diffeomorphic to each other. An open subset $U \subset M$ is said to be $X$-stable if it is stable under the logarithmic flow of the Euler vector field $X$, that is $\left(F_{\lambda}^{X}\right)^{*} U \subseteq U$.
Definition 4.1.2. Let $U \subset M$ be an $X$-stable open subset, denote by $E_{s}^{X}$ the set of distributions $t \in \mathcal{D}^{\prime}(U)$ such that

$$
\forall f \in \mathcal{D}(U), \exists C>0, \sup _{\lambda \in(0,1]}\left|\left\langle\lambda^{-s}\left(F_{\lambda}^{X}\right)^{*} t, f\right\rangle\right| \leq C
$$

Finally, given $x \in I$ denote by $E_{s, x}^{X}$, the set of distributions $t \in \mathcal{D}^{\prime}(U)$ such that there is a neighborhood $U \ni x$ for which $t \in E_{s}^{X}$.

If we represent the distribution $t$ as the integral kernel $t(x, h)$ in the slice coordinates $(x, h)$ then the action of the coordinate scaling $F_{\lambda}^{X}$ is given by $\left(F_{\lambda}^{X}\right)^{*} t(x, h) \equiv t_{\lambda}(x, h)=t(x, \lambda h)$. The above condition states that elements of $E_{s, x}^{X}$ are those distributions $t$ for which $\lambda^{-s} t_{\lambda}$ is bounded in $\mathcal{D}^{\prime}(V)$ for a suitable neighborhood $V$ of $x$. We can see that the value $s$ is the opposite of the Steinmann scaling degree defined in [68].

Using (ii) of Proposition 4.1.1, we can show that the space $E_{s, x}^{X}$ does not depend on the Euler field chosen to perform the scaling. To wit, given Euler fields $X_{1}, X_{2}$, consider

$$
\lambda^{-s}\left(F_{\lambda}^{X_{2}}\right)^{*} t=\lambda^{-s}\left(F_{\lambda}^{X_{1}} \circ \Psi_{\lambda}\right)^{*} t=\lambda^{-s}\left(\Psi_{\lambda}\right)^{*}\left(F_{\lambda}^{X_{1}}\right)^{*} t
$$

since $\Psi_{\lambda}$ is a jointly smooth diffeomorphism with inverse $\Psi_{-\lambda}$ we get that the right hand is bounded whenever paired with $f \in \mathcal{D}(U)$ if and only if the left hand side is. From now on, we shall omit the Euler vector field from the spaces of distributions in Definition 4.1.2. Finally, we say that $t \in E_{x, I}(U)$ if for each $x \in U \cap I$ there exists an Euler field $X$ with $t \in E_{s, x}^{X}$.

Proposition 4.1.3. The space $E_{s, I}(U)$ satisfies the following properties:
(i) suppose that $V_{i}$ is an open cover for $U \subset M$ and $t \in \mathcal{D}^{\prime}\left(\cup_{i} V_{i}\right)$, then $t \in E_{s, I}\left(V_{i}\right)$ for all $i$ implies $t \in E_{s, I}(U)$;
(ii) suppose that $I \hookrightarrow M, I^{\prime} \hookrightarrow M^{\prime}$ are two closed embedded submanifolds, $\psi \in \operatorname{Diff}_{l o c}\left(M, M^{\prime}\right)$ such that $\psi: U \rightarrow U^{\prime}$ is a diffeomorphism for the open subsets $U, U^{\prime}$ having $\psi(U \cap I)=U^{\prime} \cap I^{\prime}$. Then $\psi^{*} E_{s, I^{\prime}}\left(U^{\prime}\right)=E_{s, I}(U)$.

Proof. The first assertion follows easily for if $x \in U \cap I$, then $x \in V_{i}$ for some $i$ (since $\left\{V_{i}\right\}$ is an open cover of $\left.U, \bar{U} \subset \cup_{i} V_{i}\right)$ and $t \in E_{s, I}\left(V_{i}\right)$. The latter implies that there is a neighborhood $x \in W_{i} \subset V_{i} \cap U$ such that $\lambda^{-s} t_{\lambda}$ is bounded in $\mathcal{D}^{\prime}\left(W_{i}\right)$, but then $t \in E_{s, x}(U)$ as well. For the second, simply note that by (i) in Proposition 4.1.3 we can localize the problem and show the corresponding claim for points $I^{\prime} \cap U^{\prime} \ni x^{\prime}=\psi(x), x \in U \cap I$. Suppose there is an Euler field $X$ for which $\lambda^{-s}\left(F_{\lambda}^{X}\right)^{*} t$ is bounded in $\mathcal{D}^{\prime}(V)$, then

$$
\begin{aligned}
& \lambda^{-s}\left(F_{\lambda}^{X}\right)^{*} t=\lambda^{-s}\left(F_{\lambda}^{X}\right)^{*} \psi_{*} \psi^{*} t \text { is bounded in } \mathcal{D}^{\prime}(V) \\
\Leftrightarrow & \lambda^{-s} \psi^{*}\left(F_{\lambda}^{X}\right)^{*} \psi_{*} \psi^{*} \text { tis bounded in } \mathcal{D}^{\prime}\left(\psi^{-1}(V)\right) \\
\Leftrightarrow & \lambda^{-s}\left(F_{\lambda}^{T \psi(X)}\right) \psi^{*} t \text { is bounded in } \mathcal{D}^{\prime}\left(\psi^{-1}(V)\right) .
\end{aligned}
$$

By (iii) in Proposition 4.1.1, $T \psi(X)$ is still Euler and we conclude.
We can now start addressing the problem of the extension of distributions, since our goal is to control the wave front set of the extension, it seems natural to strengthen the requirement of 4.1.2, in particular to control boundedness of $\lambda^{-s} t_{\lambda}$ in the Hörmander topology (see (2.71)) and hope that the extra requirement allow us to control the wave front of the extension. Let $U \subset M$ be open, $\Gamma$ be a cone in $\dot{T}^{*} U^{1}$.

Definition 4.1.4. Let $U, \Gamma \subset \dot{T}^{*} U$ as above, we say that $t \in \mathcal{D}_{\Gamma}^{\prime}(U \backslash I)$ is weakly homogeneous of degree $s$ if for all $f \in \mathcal{D}(U \backslash I), \chi \in \mathcal{D}(U \backslash I), q \in \mathbb{N}, \Upsilon \subset \mathbb{R}^{n}$ having $\Gamma \cap \operatorname{supp}(\chi) \times \Upsilon=\emptyset$, there is an Euler vector field $X$ and positive constants $c, C$ with

$$
\begin{equation*}
\sup _{\lambda \in(0,1]}\left|\lambda^{-s} t_{\lambda}\right| \leq c, \sup _{\lambda \in(0,1]}\left\|\lambda^{-s} t_{\lambda}\right\|_{\chi, q, \Upsilon} \leq C \tag{4.3}
\end{equation*}
$$

We shall denote $E_{s, I, \Gamma}(U \backslash I)$ the set of such distributions.

[^24]Note that we have a projection $E_{s, I, \Gamma}(U \backslash I) \rightarrow E_{s, I}(U \backslash I)$, moreover as $\Gamma \rightarrow \dot{T}^{*} U$, then $E_{s, I, \Gamma}(U \backslash I) \rightarrow$ $E_{s, I}(U \backslash I)$.

Suppose that $M=\mathbb{R}^{n} \equiv \mathbb{R}^{l+\iota}, I=\{0\} \times \mathbb{R}^{\iota}$, consider a bump function $\chi \in C^{\infty}\left(\mathbb{R}^{l+\iota}\right)$ which is 1 in $[-1 / 2,1 / 2]^{l} \times I$ and identically zero outside $[-1,1]^{l} \times I$. Set

$$
\Psi_{\Lambda}(x, h)=1-\chi(x, \Lambda h) .
$$

Then, for all $t \in \mathcal{D}(U \backslash I), \lim _{\Lambda \rightarrow \infty} \Psi_{\Lambda} \cdot t=t$ that is, for all $f \in \mathcal{D}(U \backslash I), \lim _{\Lambda \rightarrow \infty}\left\langle\Psi_{\Lambda} \cdot t, f\right\rangle=\langle t, f\rangle$. Since it will be needed in the upcoming results we give a short proof of the former claim. Notice that we can write

$$
\begin{aligned}
1-\chi(x, \Lambda h) & =1-\chi(x, h)+\chi(x, h)-\chi(x, \Lambda h)=\Psi_{1}(x, h)+\int_{\Lambda}^{1} \frac{d}{d \lambda} \chi(x, \lambda h) d \lambda \\
& =\Psi_{1}(x, h)+\int_{\Lambda}^{1} h^{j} \frac{\partial}{\partial h^{j}} \chi(x, \lambda h) d \lambda=\Psi_{1}(x, h)-\int_{\Lambda^{-1}}^{1}(X \chi)\left(x, \lambda^{-1} h\right) \frac{d \lambda}{\lambda}
\end{aligned}
$$

where $X=h^{j} \frac{\partial}{\partial h^{j}}$ is an Euler vector field. Calling $X \chi=\psi, \epsilon=\Lambda^{-1}, \epsilon \rightarrow 0$ as $\Lambda \rightarrow \infty$; therefore

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0}\left\langle\left(1-\chi_{\Lambda}\right) t, f\right\rangle & =\lim _{\epsilon \rightarrow 0}\left\langle\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \psi_{\lambda^{-1}} t, f\right\rangle+\langle(1-\chi) t, f\rangle \\
& =\lim _{\epsilon \rightarrow 0} \int d x d h \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \psi\left(x, \lambda^{-1} h\right) t(x, h) f(x, h)+\int d x d h(1-\chi(x, h)) t(x, h) f(x, h) \\
& =\langle t, f\rangle
\end{aligned}
$$

combining the above expression with the fact that $\chi_{\Lambda} \rightarrow 1$ as $\Lambda \rightarrow \infty$ in the Fréchet space $C^{\infty}\left(\mathbb{R}^{n}\right)$, we get the initial claim.

We are now ready to state the first extension result. We shall see that under suitable conditions we can extend $t$ by $\lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) t$ and control its wave front set.

Theorem 4.1.5. Let $t \in E_{s, I, \Gamma}(U \backslash I)$ and suppose that $s+\iota>0, \Gamma \subset \dot{T}^{*} U$ is stable under the scaling induced by Euler fields of $I$. Then $\bar{t}=\lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) t \in \mathcal{D}^{\prime}(U)$ and

$$
\mathrm{WF}(\bar{t})=\mathrm{WF}(t) \cup N^{*} I \cup \Xi,
$$

where $N^{*} I$ is the conormal bundle to $I$ and

$$
\Xi=\left\{(x, 0, \xi, \eta) \in \dot{T}^{*} U:\left.\exists(x, h, \xi, 0) \in \Gamma \cap T^{*} U\right|_{\operatorname{supp}(\psi)}\right\}
$$

Moreover, we have $\bar{t} \in E_{s, I, \Gamma \cup N^{*} I \cup \Xi .}$
Proof. We divide the proof in three steps: in the first we show that $\lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) t$ converges in $\mathcal{D}^{\prime}(U)$; in the second, we show that the family $\left\{\left(1-\chi_{\epsilon^{-1}}\right) t\right\}_{\epsilon}$ is bounded in $\mathcal{D}_{\mathrm{WF}(t) \cup N^{*} I \cup \Xi}^{\prime}(U)$, then this entails the convergence of $\left(1-\chi_{\epsilon^{-1}}\right) t$ in $\mathcal{D}_{\mathrm{WF}(t) \cup N^{*} I \cup \Xi}^{\prime}(U)$ as $\epsilon \rightarrow 0$; finally, we show that the
extension is in $E_{s, I, \Gamma \cup N^{*} I \cup \Xi .}$ Step 1. Since

$$
\begin{aligned}
\left\langle\left(1-\chi_{\epsilon^{-1}}\right) t, f\right\rangle & =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda}\left\langle\psi_{\lambda^{-1}} t, f\right\rangle+\langle(1-\chi) t, f\rangle \\
& =\int d x d h \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \psi\left(x, \lambda^{-1} h\right) t(x, h) f(x, h)+\langle(1-\chi) t, f\rangle \\
& =\int d x d h \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota} \psi(x, h) \lambda^{-s} t(x, \lambda h) f(x, \lambda h)+\langle(1-\chi) t, f\rangle
\end{aligned}
$$

we see that the only term requiring attention is the first one for the other is a constant for any $f \in \mathcal{D}(U)$. Notice that since $s+\iota>0$ the term $\lambda^{s+\iota}$ is integrable, moreover, by assumption $\lambda^{-s} t(x, \lambda h) f(x, \lambda h)$ is bounded. Therefore the limit exists. To show that it is a distribution let $f \in \mathcal{D}(U)$ be supported inside the compact subset $K$, then

$$
\begin{aligned}
& \left|\int d x d h \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota} \psi(x, h) \lambda^{-s} t(x, \lambda h) f(x, \lambda h)\right| \\
& \leq\left|\int d x d h \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota} \sup _{\lambda \in(0,1]} \psi(x, h) \lambda^{-s} t(x, \lambda h) f(x, \lambda h)\right|
\end{aligned}
$$

however, $\left\langle\lambda^{-s} t_{\lambda} \psi f_{\lambda}\right\rangle \leq C_{K, \psi} p_{K, j}(f)$ by assumption, thus

$$
\left|\left\langle\left(\chi-\chi_{\epsilon^{-1}}\right) t, f\right\rangle\right| \leq C_{K, \psi} p_{K, j}(f)\left|\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota}\right| \leq \frac{1-\epsilon^{s+\iota}}{s+\iota} C_{K, \psi} p_{K, j}(f)
$$

stays bounded when $\epsilon \rightarrow 0$. Step 2. We already know that outside $I$ the family $\left(\chi-\chi_{\epsilon^{-1}}\right) t$ is bounded in $\mathcal{D}_{\mathrm{WF}(t)}^{\prime}(U \backslash I)$, in order to study the latter problem in $I$, we write

$$
\left\langle\left(\chi-\chi_{\epsilon^{-1}}\right) t, f\right\rangle=\int d x^{\prime} d h^{\prime} \int d x d h \int_{0}^{\infty} 1_{[\epsilon, 1]}(\lambda) \frac{d \lambda}{\lambda} \lambda^{s+\iota} \psi(x, h) \lambda^{-s} t(x, \lambda h) \delta\left(x-x^{\prime}, \lambda h-h^{\prime}\right) f\left(x^{\prime}, h^{\prime}\right),
$$

where $1_{[\epsilon, 1]}$ is the characteristic function of the set $[\epsilon, 1] \subset \mathbb{R}$ and $\delta$ the Dirac distribution. By [18, Lemma 10.3], we conclude that $A_{\epsilon}=1_{[\epsilon, 1]}(\lambda) \frac{d \lambda}{\lambda} \lambda^{s+\iota} \psi(x, h) \lambda^{-s} t(x, \lambda h)$ is a well defined distribution whenever $\epsilon \in(0,1]$ and

$$
\mathrm{WF}\left(A_{\epsilon}\right) \subset\left\{(\lambda, x, h ; \zeta, \xi, \eta) \in \dot{T}^{*}(\mathbb{R} \times U):(x, h) \in \operatorname{supp}(\psi),(x, h ; \xi, \eta) \in \mathrm{WF}(t) \cup 0\right\}
$$

Moreover,

$$
\mathrm{WF}(\delta) \subset\left\{\left(\lambda, x, h, x^{\prime}, h^{\prime} ;-\langle\eta, h\rangle,-\xi,-\lambda \eta, \xi, \eta\right) \in \dot{T}^{*}(\mathbb{R} \times U \times U): x^{\prime}=x, h^{\prime}=\lambda h,(\xi, \eta) \neq 0\right\} .
$$

therefore by [44, Theorem 8.2.14]

$$
\begin{aligned}
\mathrm{WF}\left(A_{\epsilon} \delta\right) \subset & \left\{\left(x^{\prime}, h^{\prime} ; \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U: \exists(\lambda, x, h ;-\zeta,-\xi,-\eta) \in \mathrm{WF}\left(A_{\epsilon}\right),\right. \\
& \left.\left(\lambda, x, h, x^{\prime}, h^{\prime} ; \zeta, \xi,-\eta, \xi^{\prime}, \eta^{\prime}\right) \in \mathrm{WF}(\delta)\right\} \\
& \cup\left\{\left(x^{\prime}, h^{\prime} ; \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U: \exists\left(\lambda, x, h, x^{\prime}, h^{\prime} ; 0,0,0, \xi^{\prime}, \eta^{\prime}\right) \in \mathrm{WF}(\delta)\right\}
\end{aligned}
$$

By direct inspection, setting $h^{\prime}=0$, the above set becomes

$$
\left\{\left(x^{\prime}, 0, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U:\left.\exists\left(x^{\prime}, h^{\prime}, \xi^{\prime}, 0\right) \in \Gamma \cap T^{*} U\right|_{\operatorname{supp}(\psi)}\right\} \cup\left\{\left(x^{\prime}, 0, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U: \xi^{\prime}=0\right\}=\Xi \cup N^{*} I
$$

Step 3. Consider the family $\mu^{-s} \bar{t}_{\mu}$, to complete the proof we have to show that it is bounded in $\mathcal{D}_{\mathrm{WF}(t) \cup \Xi \cup N^{*} I}^{\prime}(U)$. Since $\bar{t}=\lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) t$, it suffice to study the family $\left\{\mu^{-s}((1-\right.$ $\left.\left.\left.\chi_{\epsilon^{-1}}\right) t\right)_{\mu}\right\}_{(\epsilon, \mu) \in(0,1]}$. In integral notation we can write

$$
\begin{aligned}
\mu^{-s}\left\langle\left(\left(1-\chi_{\epsilon^{-1}}\right) t\right)_{\mu}, f\right\rangle & =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda}\left\langle\mu^{-s} \psi_{\mu \lambda^{-1}} t_{\mu}, f\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle \\
& =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \mu^{-s-\iota}\left\langle\psi_{\lambda^{-1}} t, f_{1 / \mu}\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle \\
& =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \frac{\lambda^{s+\iota}}{\mu^{s+\iota}}\left\langle\lambda^{-s} \psi t_{\lambda}, f_{\lambda / \mu}\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle \\
& =\int_{\epsilon / \mu}^{1 / \mu} \frac{d \lambda}{\lambda} \lambda^{s+\iota}\left\langle(\mu \lambda)^{-s} \psi t_{\lambda \mu}, f_{\lambda}\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle
\end{aligned}
$$

Of the two terms above, the second does not pose any problem since it is bounded by assumption and independent from $\epsilon$, however the first might for, even though $\left\langle(\mu \lambda)^{-s} \psi t_{\lambda \mu}, f_{\lambda}\right\rangle$ is bounded by assumption, the lower bound of integration might not be. Therefore, suppose that $\operatorname{supp}(f) \subset B_{R}$ for a suitable ball of radius $R$ centered at the origin of $U \subset \mathbb{R}^{n}$, then $\operatorname{supp}(f) \subset\left\{\left(|x|^{2}+|h|^{2}\right)^{1 / 2}<\right.$ $R\} \subset\{|h|<R\}$ and $\operatorname{supp}\left(f_{\lambda}\right) \subset\left\{\left(|x|^{2}+|\lambda h|^{2}\right)^{1 / 2}<R\right\} \subset\{|h|<R / \lambda\}$. Furthermore, we can take $\psi=X(\chi)$ with $X=h^{j} \partial_{j}$ and $\chi=1_{x} \otimes \widetilde{\chi}$ where $\tilde{\chi}$ is a bump function in the $h$ variable localized near $\{h=0\}$; then the projection on the $h$ factor of $\operatorname{supp}(\psi)$ will be contained in an interval $(a, b)$ with $0<a<b$. Thus the above integral can be written as

$$
\int_{0}^{\infty} \frac{d \lambda}{\lambda} 1_{[\epsilon / \mu, R / a]}(\lambda) \lambda^{s+\iota}\left\langle(\mu \lambda)^{-s} \psi t_{\lambda \mu}, f_{\lambda}\right\rangle
$$

It's easy to see that the above quantity is bounded as $\epsilon \rightarrow 0$ when tested with $f \in \mathcal{D}(U)$. It remain to show that

$$
(1+|\xi|+|\eta|)^{q}\left|\int_{0}^{\infty} \frac{d \lambda}{\lambda} 1_{[\epsilon / \mu, R / a]}(\lambda) \lambda^{s+\iota}\left\langle(\mu \lambda)^{-s} \psi t_{\lambda \mu}, e^{i(\xi x+\eta h)}\right\rangle\right|
$$

is bounded for all $q \in \mathbb{N}, f \in C_{c}^{\infty}(M), \xi, \eta \in \Upsilon, \Upsilon \cap \mathrm{WF}(\bar{t})=\emptyset$. The above expression can be written as

$$
(1+|\xi|+|\eta|)^{q}\left|\int_{0}^{\infty} d \lambda g(\lambda) \mathcal{F}\left(f \psi(\mu \lambda)^{-s} t_{\lambda \mu}\right)(\xi, \eta)\right|
$$

where $g(\lambda)=1_{[\epsilon / \mu, R / a]}(\lambda) \lambda^{s+\iota-1}$ is an integrable function and $\mathcal{F}$ denotes the Fourier transform. By assumption, since $\operatorname{supp}(f \psi) \times \Upsilon \cap \mathrm{WF}(\bar{t})=\emptyset$, the above family is bounded $\forall \mu \in(0,1]$ as $\epsilon \rightarrow 0$.

This theorem is a generalization of the result obtained in [11], where the authors used extra hypothesis on top of those in Theorem 4.1.5. We shall obtain the same result in Theorem 4.1.8. We remark that this result is somehow optimal for constraining the wave front set of the unextended scaled distribution near the singular hypersurface: in fact it produces a well defined extension with control of the wave front set coming from boundedness of the scaled distribution in the Hörmander topology. The other condition we assumed was that $s+\iota>0$, this combined with Theorem 5.2.3 in [44] implies that the extension obtained is unique in $E_{s, I, \Gamma}(U)$. We can show however that we can
nonetheless derive a similar result for arbitrary $s \in \mathbb{R}$, however uniqueness of the extension will be lost. To treat this more general case, suppose $-m-1<s+\iota \leq-m$ and let

$$
\begin{equation*}
I_{m}: \mathcal{D}(U) \rightarrow \mathcal{D}(U): f \mapsto \frac{1}{m!} \sum_{|\alpha|=m+1} h^{\alpha} \int_{0}^{1}(1-\mu)^{m} \frac{\partial^{\alpha}}{\partial h^{\alpha}} f(x, \mu h) d \mu \tag{4.4}
\end{equation*}
$$

Notice that $I_{m}$ can be thought of as the projection associating to each $f$ a new function $I_{m}(f)$ which vanishes of order $m+1$ near $I$. We can now state the extension theorem.

Theorem 4.1.6 (Theorem 4.7 in [18]). Let $t \in E_{s, I, \Gamma}(U \backslash I)$ and suppose that there is $m \in \mathbb{N}$ with $-m-1<s+\iota \leq-m, \Gamma \subset \dot{T}^{*} U$ is stable under the scaling of Euler fields of $I$. Then $\bar{t}=\lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) t \in \mathcal{D}^{\prime}(U)$ and

$$
\mathrm{WF}(\bar{t})=\mathrm{WF}(t) \cup N^{*} I \cup \Xi .
$$

Moreover, we have $\bar{t} \in E_{S, I, \Gamma \cup N^{*} I \cup \Xi .}$
Proof. Then again we proceed by steps: in the first we study the convergence of

$$
\begin{equation*}
\int_{\epsilon}^{1} \frac{d \lambda}{\lambda}\left\langle\psi_{\lambda^{-1}} t, I_{m}(f)\right\rangle+\langle(1-\chi) t, f\rangle \tag{4.5}
\end{equation*}
$$

as $\epsilon \rightarrow 0$, in the second we estimate the wave front of the Taylor remainder operator $I_{m}$, in the third we study boundedness of the limit distribution in $\mathcal{D}_{\mathrm{WF}(t) \cup N^{*} I \cup E}^{\prime}(U)$; finally we show that the extension is in $E_{s, I, \Gamma \cup N^{*} I \cup \Xi \text {. Step 1. Looking at (4.5), we see that the only term which might }}$ misbehave as $\epsilon \rightarrow 0$ is the first. Writing $I_{m}$ with the compact notation $\frac{1}{m!} \sum_{\alpha} h^{\alpha} R_{\alpha}$, then

$$
\begin{aligned}
\int_{\epsilon}^{1} \frac{d \lambda}{\lambda}\left\langle\psi_{\lambda-1} t, I_{m}(f)\right\rangle & =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota+m+1}\left\langle\psi t_{\lambda}, I_{m}(f)_{\lambda}\right\rangle \\
& =\sum_{|\alpha|=m+1} \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota}\left\langle\psi t_{\lambda},(\lambda h)^{\alpha}\left(R_{\alpha}(f)\right)_{\lambda}\right\rangle \\
& =\sum_{|\alpha|=m+1} \int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \lambda^{s+\iota+m+1}\left\langle\psi t_{\lambda}, h^{\alpha}\left(R_{\alpha}(f)\right)_{\lambda}\right\rangle
\end{aligned}
$$

If we repeat the same argument of Step 1 in the proof of Theorem 4.1.5, we arrive at

$$
\left|\left\langle\left(\chi-\chi_{\epsilon^{-1}}\right) t, I_{m}(f)\right\rangle\right| \leq \widetilde{C}_{K, \psi} p_{K, m+j}(f)\left|\int_{\epsilon}^{1} d \lambda \lambda^{s+\iota+m}\right| \leq \frac{1-\epsilon^{s+\iota+m+1}}{s+\iota+m+1} \widetilde{C}_{K, \psi} p_{K, j+m}(f)
$$

which is bounded as $\epsilon \rightarrow 0$. Step 2. Let us now look at the operator $I_{m}$, since we wish to apply the same arguments of the proof of Theorem 4.1.5, we write it as

$$
\begin{aligned}
I_{m}(f)(x, h) & =\frac{1}{m!} \sum_{|\alpha|=m+1} h^{\alpha} \int d x^{\prime} d h^{\prime} \int_{0}^{1}(1-\mu)^{m} \partial_{\alpha}^{\prime} \delta\left(x-x^{\prime}, h^{\prime}-\lambda h\right) f\left(x^{\prime}, h^{\prime}\right) d \mu \\
& =\frac{1}{m!} \sum_{|\alpha|=m+1} \int d x^{\prime} d h^{\prime} \widetilde{I}_{m}\left(x, h, x^{\prime}, h^{\prime}\right) f\left(x^{\prime}, h^{\prime}\right)
\end{aligned}
$$

To study the wave front set of this object we observe that

$$
\begin{aligned}
\mathcal{F}\left(g \widetilde{I}_{m}\right)\left(\xi, \eta, \xi^{\prime}, \eta^{\prime}\right) & =\int d x d h d x^{\prime} d h^{\prime} \int_{0}^{1}(1-\mu)^{m} \partial_{\alpha}^{\prime} \delta\left(x-x^{\prime}, h^{\prime}-\lambda h\right) g\left(x, h, x^{\prime}, h^{\prime}\right) e^{i\left(x \xi+h \eta+x^{\prime} \xi^{\prime}+h^{\prime} \eta^{\prime}\right)} d \mu \\
& =\int d x d h \int_{0}^{1}(1-\mu)^{m} \partial_{\alpha} g(x, h, x, \lambda h) e^{i\left(x\left(\xi+\xi^{\prime}\right)+h\left(\eta+\lambda \eta^{\prime}\right)\right)} d \mu
\end{aligned}
$$

From there we deduce that

$$
\begin{equation*}
\mathrm{WF}\left(\widetilde{I}_{m}\right)=\left\{\left(x, h, x^{\prime}, h^{\prime} ;-\xi^{\prime},-\lambda \eta^{\prime}, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*}(U \times U): x=x^{\prime}, \lambda h=h^{\prime},(\xi, \eta) \neq(0,0)\right\} . \tag{4.6}
\end{equation*}
$$

Step 3. We study the wave front set of $\left(\chi-\chi_{\epsilon^{-1}}\right) t I_{m}(x, h)$ as $\epsilon \rightarrow 0$; in integral notation,

$$
\begin{gathered}
\left(\chi-\chi_{\epsilon^{-1}}\right) t I_{m}(x, h)=\frac{1}{m!} \sum_{|\alpha|=m+1} h^{\alpha} \int d x^{\prime} d h^{\prime} \int_{0}^{1} 1_{[\epsilon, 1]}(\lambda) \lambda^{s+\iota+m} \lambda^{-s} t\left(x^{\prime}, \lambda h^{\prime}\right) \psi\left(x^{\prime}, h^{\prime}\right) \\
\lambda^{-m-1} \widetilde{I}_{m}\left(x, h, x^{\prime}, h^{\prime}\right)
\end{gathered}
$$

setting $B_{\epsilon}\left(\lambda, x^{\prime}, h^{\prime}\right)=1_{[\epsilon, 1]}(\lambda) \lambda^{s+\iota+m} \lambda^{-s} t\left(x^{\prime}, \lambda h^{\prime}\right) \psi\left(x^{\prime}, h^{\prime}\right)$, we have
$\mathrm{WF}\left(B_{\epsilon}\right) \subset\left\{\left(\lambda, x^{\prime}, h^{\prime} ; \zeta, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*}([0,1] \times U):\left(x^{\prime}, h^{\prime}\right) \in \operatorname{supp}(\psi),\left(x^{\prime}, h^{\prime} ; \zeta, \xi^{\prime}, \eta^{\prime}\right) \in \mathrm{WF}(t) \cup\{0\}\right\}$.
If we consider the multiplication mapping $\left(\lambda, x, h, x^{\prime}, h^{\prime}\right) \mapsto\left(x, h, x^{\prime}, \lambda h^{\prime}\right)$, we can estimate

$$
\begin{aligned}
\mathrm{WF}\left(\lambda^{-m-1} \widetilde{I}_{m}\right) \subset & \left\{\left(\lambda, x, h, x^{\prime}, h^{\prime} ;\left\langle h^{\prime}, \eta^{\prime}\right\rangle,-\xi^{\prime},-\lambda \eta^{\prime}, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*}([0,1] \times U \times U)\right. \\
& \left.: x=x^{\prime}, \lambda h=h^{\prime},(\xi, \eta) \neq(0,0)\right\} .
\end{aligned}
$$

Using [44, Theorem 8.2.14] to compose distributions, we get

$$
\begin{aligned}
\mathrm{WF}\left(B_{\epsilon} \lambda^{-m-1} \widetilde{I}_{m}\right) \subset\{ & \left(x^{\prime}, h^{\prime} ; \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U: \exists(\lambda, x, h ;-\zeta,-\xi,-\eta) \in \mathrm{WF}\left(B_{\epsilon}\right), \\
& \left.\left(\lambda, x, h, x^{\prime}, h^{\prime} ; \zeta, \xi, \eta, \xi^{\prime}, \eta^{\prime}\right) \in \mathrm{WF}\left(\lambda^{-m-1} \widetilde{I}_{m}\right)\right\} \cup \\
& \left\{\left(x^{\prime}, h^{\prime} ; \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U: \exists\left(\lambda, x, h, x^{\prime}, h^{\prime} ; 0,0,0, \xi^{\prime}, \eta^{\prime}\right) \in \mathrm{WF}\left(\lambda^{-m-1} \widetilde{I}_{m}\right)\right\}
\end{aligned}
$$

Then again, setting $h^{\prime}=0$, the above set becomes
$\left\{\left(x^{\prime}, 0, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U:\left.\exists\left(x^{\prime}, h^{\prime}, \xi^{\prime}, 0\right) \in \Gamma \cap T^{*} U\right|_{\operatorname{supp}(\psi)}\right\} \cup\left\{\left(x^{\prime}, 0, \xi^{\prime}, \eta^{\prime}\right) \in \dot{T}^{*} U: \xi^{\prime}=0\right\}=\Xi \cup N^{*} I$.
Step 4. Consider the family $\mu^{-s} \bar{t}_{\mu}$, to complete the proof we have to show that it is bounded in $\mathcal{D}_{\mathrm{WF}(t) \cup \Xi \cup N^{*} I}^{\prime}$. Since $\bar{t}=\lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) t$, it suffice to study the family $\left\{\mu^{-s}\left(\left(1-\chi_{\epsilon^{-1}}\right) t\right)_{\mu}\right\}_{(\epsilon, \mu) \in(0,1]}$. In integral notation we can write

$$
\begin{aligned}
\mu^{-s}\left\langle\left(\left(1-\chi_{\epsilon^{-1}}\right) t\right)_{\mu}, f\right\rangle & =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda}\left\langle\mu^{-s} \psi_{\mu \lambda^{-1}} t_{\mu}, I_{m}(f)\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle \\
& =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \mu^{-s-\iota}\left\langle\psi_{\lambda^{-1}} t, I_{m}(f)_{1 / \mu}\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle \\
& =\int_{\epsilon}^{1} \frac{d \lambda}{\lambda} \frac{\lambda^{s+\iota}}{\mu^{s+\iota}}\left\langle\lambda^{-s} \psi t_{\lambda}, I_{m}(f)_{\lambda / \mu}\right\rangle+\left\langle\mu^{-s}(1-\chi) t_{\mu}, f\right\rangle
\end{aligned}
$$

As in the proof of Theorem 4.1.5, the second term is bounded, so we focus on the first. We can write $f=P_{m}(f)+I_{m}(f)$ Taylor's formula, where $P_{m}$ is the operator defining the Taylor polynomial in $h$ up to order $m$ and $I_{m}$ the reminder defined in (4.4). The test function $f$ will be supported inside $\{|h| \leq r\}$ for $r>0$ big enough, thus $f_{\lambda / \mu}$ is supported inside $\left\{|h| \leq \frac{r \mu}{\lambda}\right\}$, moreover $\psi$ is supported in $\{|h|>a\}$ for some small enough positive constant $a$. Then we must have $\frac{r \mu}{a} \geq \lambda$, and

$$
\begin{aligned}
\mu^{-s}\left\langle\left(\left(1-\chi_{\epsilon^{-1}}\right) t\right)_{\mu}, f\right\rangle & =\left\langle I_{1}^{\mu}, f\right\rangle+\left\langle I_{2}^{\mu}, f\right\rangle ; \\
\left\langle I_{1}^{\mu}, f\right\rangle & =\int_{\epsilon}^{\frac{r \mu}{a}} \frac{d \lambda}{\lambda} \frac{\lambda^{s+\iota}}{\mu^{s+\iota}}\left\langle\lambda^{-s} \psi t_{\lambda}, I_{m}(f)_{\lambda / \mu}\right\rangle, \\
\left\langle I_{2}^{\mu}, f\right\rangle & =\int_{\frac{r \mu}{a}}^{1} \frac{d \lambda}{\lambda} \frac{\lambda^{s+\iota}}{\mu^{s+\iota}}\left\langle\lambda^{-s} \psi t_{\lambda}, I_{m}(f)_{\lambda / \mu}\right\rangle .
\end{aligned}
$$

The advantage is that by writing $I_{m}(f)=f-P_{m}(f)$ in $I_{2}^{\mu}$, the $f$-part is identically zero by the above support properties. Moreover, $\left\langle I_{1}^{\mu}, f\right\rangle$ is bounded by the same argument used in Step 3. of the proof of Theorem 4.1.6. Expanding $P_{m}(f)_{\lambda / \mu}$ in $I_{2}^{\mu}$ we can write

$$
\begin{aligned}
\left\langle I_{2}^{\mu}, f\right\rangle & =\int_{\frac{r \mu}{a}}^{1} \frac{d \lambda}{\lambda} \frac{\lambda^{s+\iota}}{\mu^{s+\iota}}\left\langle\lambda^{-s} \psi t_{\lambda},-P_{m}(f)_{\lambda / \mu}\right\rangle \\
I_{2}^{\mu}\left(x^{\prime}, h^{\prime}\right) & =\int d x d h \sum_{|\alpha| \leq m+1} \frac{h^{\alpha}}{|\alpha|!} \frac{d \lambda}{\lambda} 1_{\left[\frac{r \mu}{a}, 1\right]} \frac{\lambda^{s+\iota+|\alpha|}}{\mu^{s+\iota+|\alpha|}} \psi(x, y) \lambda^{-s} t_{\lambda}(x, h) \partial_{\alpha}^{\prime} \delta\left(x-x^{\prime}, h-\lambda h^{\prime}\right)
\end{aligned}
$$

Notice that when $s+\iota+|\alpha|<0$, the integral

$$
\int 1_{\left[\frac{r \mu}{a}, 1\right]} \frac{\lambda^{s+\iota+|\alpha|}}{\mu^{s+\iota+|\alpha|}} \frac{d \lambda}{\lambda}=\frac{1}{s+\iota+|\alpha|}\left(\frac{1}{\mu^{s+\iota+|\alpha|}}-\frac{r^{s+\iota+|\alpha|}}{a^{s+\iota+|\alpha|}}\right)
$$

is bounded as $\mu \rightarrow 0$. Now we can combine [18, Lemma 10.3] with Step 3. in the proof of Theorem 4.1.6, to conclude that $I_{2}^{\mu}$ is bounded in $\mathcal{D}_{\mathrm{WF}(t) \cup \Xi \cup N^{*} I}^{\prime}(U)$.

We are now in a position to derive a more specific result which is equivalent to the extension result of [11]. First we introduce the so-called conormal landing condition. Let $U$ be an open neighborhood of $I$, a closed conic subset $\Gamma \subset \dot{T}^{*}(U \backslash I)$ satisfies the conormal landing condition if

$$
\begin{equation*}
\left.\bar{\Gamma} \cap T^{*} U\right|_{I} \subseteq N^{*} I . \tag{4.7}
\end{equation*}
$$

The idea behind (4.7) is to further constrain the wave front set of the extended distribution by getting rid of the $\Xi$ part in Theorems 4.1.5, 4.1.6. This condition prompts us to define a new set of distributions.

Definition 4.1.7. Let $\Gamma \subset \dot{T}^{*}(U \backslash I)$ be a cone satisfying (4.7), $x \in I$. Then $t \in E_{s, N^{*} I, x}^{X}$ if there is an Euler vector field $X$, an open neighborhood $U$ of $x$ stable under the logarithmic flow of $X$, for which the family $\left\{\lambda^{-s} t_{\lambda}\right\}_{\lambda \in(0,1]}$ is bounded in $\mathcal{D}_{\Gamma}^{\prime}(U \backslash I)$ equipped with the Hörmander topology. Moreover, we say that $t \in E_{s, N^{*} I}^{X}(U)$ if $t \in E_{s, N^{*} I, x}^{X}$ for all $x \in I \cap U$.

We remark that combining Propositions 4.1.1, 4.1.3 we can show that Definition 4.1.7 is independent from the Euler vector field chosen, moreover if $\psi: U \rightarrow U^{\prime}$ is a diffeomorphism satisfying the hypothesis of (ii) Proposition 4.1.3, then $\psi^{*} E_{s, N^{*} I}(U)=E_{s, N^{*} I^{\prime}}\left(U^{\prime}\right)$.

Theorem 4.1.8. Let $U$ be an open neighborhood of $I, t \in E_{s, N^{*} I}(U \backslash I)$. Then there exists an extension $\bar{t} \in \mathcal{D}^{\prime}(U)$ having $\mathrm{WF}(\bar{t})=\mathrm{WF}(t) \cup N^{*} I$. Moreover, we have $\bar{t} \in E_{s^{\prime}, N^{*} I}(U)$ where $s^{\prime}=s$ if $s+\iota \notin \mathbb{N}, s^{\prime}<s$ otherwise. Finally if $s+\iota>0$ the extension is unique.

Proof. The proof essentially mirrors those of Theorems 4.1.5, 4.1.6 with the only difference the we have to show that condition (4.7) effectively extends the wave front set of the unextended distribution $t$ by an amount $N^{*} I$. In practice we show that there are $V$ open neighborhood of $I$ and $\chi \in \mathcal{D}(U)$ such that

- if $(x, h ; \xi, \eta) \in \mathrm{WF}(t) \cap \dot{T}^{*} V$ then $\eta \neq 0$;
- $\chi \in C_{V}^{\infty}(U)$ with $\chi=1$ near $I$.

Suppose there is no such $V$, let $K$ be any compact set ${ }^{2}$ intersecting $I, V_{n}=\{|h| \leq 1 / n\}$, by assumption there are $\left(x_{n}, h_{n} ; \xi_{n}, 0\right) \in \mathrm{WF}(t) \cap \dot{T}^{*}\left(K_{n} \cap V_{n}\right) U$, since the latter is a distribution in a compact subset, we can extract a convergent subsequence $\left(x_{n}, h_{n} ; \xi_{n}, 0\right) \rightarrow(x, 0, \xi, 0) \in \mathrm{WF}(t)$, however, the conormal landing condition (c.f. (4.7)) implies that $\overline{\mathrm{WF}(t)} \cap \dot{T}^{*}\left(K_{n} \cap V_{n}\right) U \subseteq N^{*} I=$ $\{(x, 0,0, \eta)\}$. Finally we can easily construct $\chi$ as claimed above, and $\psi=-X(\chi)$ has support in $0<a \leq|h| \leq b$, but for no ( $x, h$ ) with $a \leq|h| \leq b$ there is $(x, h, \xi, 0) \in \mathrm{WF}(t)$; thus we can choose an extension of $t$ with $\Xi=\emptyset$.

Often in quantum field theory it is common to extend the product of, say, Feynman propagators, we therefore state the following result which helps in this regard.

Theorem 4.1.9. Suppose that $U$ is a neighborhood of $I, \Gamma_{1}, \Gamma_{2}$ are cones in $\dot{T}^{*}(U \backslash I)$ satisfying the conormal landing condition and $\Gamma_{1} \cap-\Gamma_{2}=\emptyset$. There there exists a bilinear mapping

$$
\mathcal{R}: \mathcal{D}_{\Gamma_{1}}^{\prime}(U \backslash I) \times \mathcal{D}_{\Gamma_{2}}^{\prime}(U \backslash I) \rightarrow E_{s, N^{*} I}, s<s_{1}+s_{2}
$$

such that

- $\mathcal{R}\left(u_{1} u_{2}\right)=u_{1} u_{2}$ in $U \backslash I$,
- $\mathcal{R}\left(u_{1} u_{2}\right) \in \mathcal{D}_{\left(\Gamma_{1}+\Gamma_{2}\right) \cup \Gamma_{1} \cup \Gamma_{2} \cup N^{*} I_{1}}^{\prime}$.

Proof. Setting $\Gamma=\left(\Gamma_{1}+\Gamma_{2}\right) \cup \Gamma_{1} \cup \Gamma_{2}$, by [7, Theorem 7.1] the product of distribution is hypocontinuous when defined, thus $u_{1} u_{2} \in \mathcal{D}_{\Gamma}^{\prime}(U \backslash I)$. Then we can apply Theorem 4.1.8 and, setting $\mathcal{R}\left(u_{1} u_{2}\right)=\overline{u_{1} u_{2}}$, we conclude.

We mention how the results given above do generalize to manifolds. It is well known (see for instance Theorems 2.2.1, 2.2.4 in [44]) that distributions can be localized; in the case of the manifold $M, t \in \mathcal{D}^{\prime}(U \backslash I)$ for some open subset $U \subset M$, we can localize $t$ in the slice charts, then since the spaces $E_{s, I, \Gamma}(U \backslash I), E_{s, I, \Gamma}(U \backslash I)$ are diffeomorphism invariant we can represent the localized distributions in open subsets of $\mathbb{R}^{n}$ and extend them by means of Theorems 4.1.5, 4.1.6, 4.1.8. Then we can use again diffeomorphism invariance to pull back the extended distributions and the gluing property (c.f. (i) in Proposition 4.1.3) to obtain a global extended distribution $\bar{t} \in \mathcal{D}^{\prime}(U)$.

[^25]We finish this section with an important example that will be used in the sequel for the existence of time ordered products.

Lemma 4.1.10. Let $(M, h)$ be a background geometry; then
(i) any power of the Feynman propagator $H_{F}[M, h]^{k}$, seen as a distribution in $M^{2} \backslash \Delta_{2}(M)$, satisfies the conormal landing condition; therefore, any extension $\bar{H}_{F}[M, h]^{k}$ has

$$
\left.\mathrm{WF}\left(\bar{H}_{F}[M, h]^{k}\right)\right|_{\Delta_{2}(M)} \subseteq N^{*}\left(\Delta_{2}(M)\right)
$$

(ii) if $h_{s}$ is a compactly supported variation of the background geometry ( $M, h$ ) with parameter $s \in \mathbb{R}^{d}$ and $H_{F}\left[M, h_{s}\right]^{k}$ is the associated distribution in $\mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)$, then it satisfies the conormal landing condition; therefore, any extension $\bar{H}_{F}\left[M, h_{s}\right]^{k}$ has

$$
\left.\mathrm{WF}\left(\bar{H}_{F}\left[M, h_{s}\right]^{k}\right)\right|_{\mathbb{R}^{d} \times \Delta_{2}(M)} \subseteq N^{*}\left(\mathbb{R}^{d} \times \Delta_{2}(M)\right)
$$

Proof. For $(x, y) \in \mathcal{O}$ the Feynman propagator can always be expressed as

$$
\begin{equation*}
H_{F}(x, y)=H(x, y)+\frac{i}{2}\left(\mathcal{G}^{+}(x, y)+\mathcal{G}^{-}(x, y)\right) \tag{4.8}
\end{equation*}
$$

where $H$ is the Hadamard parametrix (see (3.43)) and $\mathcal{G}^{ \pm}$the retarded and advanced propagators. Equivalently, we can write

$$
\begin{equation*}
H(x, y)=\frac{U(x, y)}{\sigma(x, y)+i \epsilon t(x, y)+\epsilon^{2}}+V(x, y) \ln \left(\frac{\sigma(x, y)+i \epsilon t(x, y)+\epsilon^{2}}{\mu^{2}}\right)+W(x, y) \tag{4.9}
\end{equation*}
$$

where $t$ is the temporal function associated to the globally hyperbolic metric $g$ and $\mu$ an appropriate length scale. Finally, recall that its wave front set is given by

$$
\begin{align*}
\Gamma_{F} \equiv \mathrm{WF}\left(H_{F}\right)= & \left\{(x, y ; \xi,-\eta) \in \dot{T}^{*} M^{2}:(x, \xi) \sim(y, \eta), \xi \in \overline{V_{g}^{ \pm}(x)} \text { if } y \in J^{ \pm}(x)\right\} \\
& \cup\left\{(x, x ; \xi,-\xi) \in \dot{T}^{*} M^{2}:(x, \xi) \in \dot{T}^{*} M\right\} \tag{4.10}
\end{align*}
$$

We stress that the second part of the wave front set is the one responsible for the impossibility of directly using powers of $H_{F} \mid M^{2} \backslash \Delta_{2}(M)$ as distributions. However, if we consider $H_{F}$ as a distribution on $M^{2} \backslash \Delta_{2}(M)$, then we can actually define powers of $H_{F}$ and

$$
\begin{align*}
& \mathrm{WF}\left(\left(\left.H_{F}\right|_{M^{2} \backslash \Delta_{2}(M)}\right)^{k}\right) \subseteq \bigcup_{j=1}^{k} \Upsilon_{j} \times\left(M^{k-j} \times\{0\}\right) \\
& \Upsilon_{j}=\left\{(x, y ; \xi,-\eta) \in \dot{T}^{*} M^{2}: \xi=\sum_{i=1}^{j} \xi_{i}, \eta=\sum_{i=1}^{j} \eta_{i}, \quad\left(x, \xi_{i}\right) \sim\left(y, \eta_{i}\right), \xi \in V_{g}^{ \pm^{-}}(x) \text { if } y \in J^{ \pm}(x)\right\} \tag{4.11}
\end{align*}
$$

Therefore, if $y \rightarrow x$, we get that

$$
\left.\overline{\mathrm{WF}\left(\left(\left.H_{F}\right|_{M^{2} \backslash \Delta_{2}(M)}\right)^{k}\right)}\right|_{\Delta_{2}(M)} \cap T^{*} \Delta_{2}(M) \subseteq N^{*} \Delta_{2}(M)
$$

Taking into account that $H_{F}[M, h]$ scales almost homogeneously with degree $n-2$, both under physical scaling of parameters and under transversal coordinate scaling, we can show that it is a
weakly homogeneous distribution in $E_{n-2, \Gamma_{F}}(\mathcal{O})$. Thus we can apply Theorem 4.1.9, which guarantees the existence of an extension to the diagonal of products of $H_{F}$ and bounds the wave front set of the extension along the diagonal by $\mathrm{WF}\left(H_{F}^{k}\right) \subset N^{*} \Delta_{2}(M)$.

To show (ii), let $\mathbb{R}^{d} \ni s \rightarrow h_{s}$ be the compactly supported variation of $h=h_{0}$. Calling $\widetilde{H}_{F}$ the associated distribution in $\mathbb{R}^{d} \times \mathcal{O}$, we can estimate

$$
\begin{align*}
& \mathrm{WF}\left(\widetilde{H}_{F \mid \mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)}\right) \subset\left\{(s, x, x ; \zeta, \xi,-\xi) \in T^{*}\left(\mathbb{R}^{d} \times M^{2}\right):(x, \xi) \in \dot{T}^{*} M\right\} \\
& \quad \cup\left\{(s, x, y ; \zeta, \xi,-\eta) \in \dot{T}^{*}\left(\mathbb{R}^{d} \times M^{2}\right):(x, \xi) \sim_{g_{s}}(y, \eta), \xi \in \overline{V_{g_{s}}^{ \pm}(x)} \text { if } y \in J_{g_{s}}^{ \pm}(x)\right\} \tag{4.12}
\end{align*}
$$

we want to prove something more:

$$
\begin{equation*}
\mathrm{WF}\left(\left.\widetilde{H}_{F}\right|_{\mathbb{R}^{d} \times \Delta_{2}(M)}\right)=\left\{(s, x, x ; 0, \xi,-\xi) \in T^{*}\left(\mathbb{R}^{d} \times M^{2}\right):(x, \xi) \in \dot{T}^{*} M\right\} . \tag{4.13}
\end{equation*}
$$

To do so, we use the notations of Section 3.2 and study the problem in normal coordinates $(x, \dot{x})$, where if $y \in M$ is sufficiently close to $x$, we can write $\dot{x}=\bar{e}_{x}(y)$ where $\bar{e}_{x}: U \subset M \rightarrow V \subset T_{x} M$ is the Riemannian exponential of the metric $g_{s}$. Locally, we can write the geometric part of the Feynman propagator as

$$
\widetilde{H}_{F}(s, x, \dot{x})=H_{F}\left(s, x, e_{x}(\dot{x})\right)=\frac{U(s, x, \dot{x})}{\sigma(s, x, \dot{x})}+V(s, x, \dot{x}) \ln (\sigma(s, x, \dot{x}))+W(s, x, \dot{x})
$$

where

$$
\begin{aligned}
\sigma(s, x, \dot{x})= & g_{\alpha \beta}(s, x) \dot{x}^{\alpha} \dot{x}^{\beta}, U(s, x, \dot{x})=\left(\frac{\left.\operatorname{det}(g(s))\right|_{x}}{\left.\operatorname{det}(g(s))\right|_{\dot{x}}}\right)^{1 / 4}, \\
V(s, x, \dot{x})= & \sum_{j \geq 0} V_{j}(s, x, \dot{x}) \sigma^{j}(s, x, \dot{x}),, V_{-1}(s, x, \dot{x}) \equiv U(s, x, \dot{x}) \\
V_{j+1}(s, x, \dot{x})= & -\frac{1}{4} U(s, x, \dot{x}) \int_{0}^{1} v^{j+1} \frac{P V_{j}(s, x, v \dot{x})}{U(s, x, v \dot{x})} d v \\
W(s, x, \dot{x})= & \sum_{j \geq 1} W_{j}(s, x, \dot{x}) \sigma^{j}(s, x, \dot{x}), W_{0}(s, x, \dot{x}) \equiv 0 \\
W_{j}(s, x, \dot{x})= & \frac{U(s, x, \dot{x})}{4 j} \int_{0}^{1} v^{j} \frac{P V_{j-1}\left(s, x, v \dot{x}^{\mu}\right)-j P W_{j-1}\left(s, x, v \dot{x}^{\mu}\right)}{U\left(s, x, v \dot{x}^{\mu}\right)} d v \\
& \quad-j U(s, x, \dot{x}) \int_{0}^{1} v^{j} \frac{V_{j}\left(s, x, v \dot{x}^{\mu}\right)}{U\left(s, x, v \dot{x}^{\mu}\right)} d v .
\end{aligned}
$$

We claim that $\widetilde{H}_{F}(s, x, \lambda \dot{x})$ belongs to $E_{2, N^{*}\left(\mathbb{R}^{d} \times \Delta_{2}(M)\right)}\left(\mathbb{R}^{d} \times\left(\mathcal{O} \backslash \Delta_{2}(M)\right)\right)$. Writing this distribution in integral notation explicitly

$$
\lambda^{-2} \frac{U(s, x, \lambda \dot{x})}{\sigma(s, x, \dot{x})}+V(s, x, \lambda \dot{x}) \ln \left(\lambda^{2} \sigma(s, x, \dot{x})\right)+W(s, x, \lambda \dot{x}) .
$$

We see that each $\lambda$ inside $\sigma$ factors out, and the remaining terms depending on $\lambda$ are jointly smooth functions in all their variables including $\lambda \in[0,1]$. Thus $\lambda^{2}\left\langle F_{\lambda} \widetilde{H}_{F}, f\right\rangle$ is bounded for $\lambda \in[0,1]$. Next we have to show that

$$
\sup _{\lambda \in(0,1]}\left\|\lambda^{2}\left(F(\lambda)^{X}\right)^{*} \widetilde{H}_{F}\right\|_{\chi, k, \Upsilon} \leq C
$$

for all $\chi \in \mathcal{D}\left(\mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)\right), q \in \mathbb{N}, \Upsilon \subset \mathbb{R}^{n}, \Upsilon^{\prime} \subset \mathbb{R}^{n}$ such that $\mathrm{WF}\left(\widetilde{H}_{F}\right) \cap \operatorname{supp}(\chi) \times \Upsilon=\emptyset$. Consider

$$
\begin{aligned}
& \int d x d \dot{x} \lambda^{2} \widetilde{H}_{F}(s, x, \lambda \dot{x}) \chi(s, x, \dot{x}) e^{i(\zeta s+\xi x+\eta \dot{x})} \\
& =\int d x d \dot{x}\left\{\frac{U(s, x, \lambda \dot{x})}{\sigma(s, x, \dot{x})}+\lambda^{2} \ln \lambda\left(\sum_{j \geq 0} \lambda^{2 j} V_{j}(s, x, \lambda \dot{x}) \sigma^{j}(s, x, \dot{x})\right)\right. \\
& \left.\quad+\lambda^{2}\left(\sum_{j \geq 1} \lambda^{2 j} W_{j}(s, x, \lambda \dot{x}) \sigma^{j}(s, x, \dot{x})\right)\right\} \chi(s, x, \dot{x}) e^{i(\zeta s+\xi x+\eta \dot{x})}
\end{aligned}
$$

Noticing that derivatives of $\dot{x}$ on $U$ can be written as

$$
\frac{\partial}{\partial \dot{x}^{\mu}} U(s, x, \lambda \dot{x})=\frac{1}{2} \frac{\partial}{\partial \dot{x}^{\mu}} \ln (g(s, \lambda \dot{x})) U(s, x, \lambda \dot{x})=\lambda U(s, x, \lambda \dot{x}) \frac{\Delta_{\mu}(s, \lambda \dot{x})}{\Delta(s, \lambda \dot{x})},
$$

where $\Delta_{\mu}=\nabla_{\mu} \Delta$. Thus $\frac{\partial}{\partial \dot{x}^{\mu}} U(s, x, \lambda \dot{x})$ is of the form $\lambda A_{\mu}^{(1)}$ for a suitable function $A_{\mu}^{(1)}$ jointly smooth in $(s, \lambda, x, \dot{x})$. Taking repeatedly derivatives of $U$ in $\dot{x}$ yields

$$
\begin{equation*}
\frac{\partial^{l}}{\partial \dot{x}^{\mu_{1}} \cdots \partial \dot{x}^{\mu_{l}}} U(s, x, \lambda \dot{x})=\lambda^{l} A_{\mu}^{(l)}(\lambda, s, x, \dot{x}) . \tag{4.14}
\end{equation*}
$$

The $V_{j}, W_{j}$ factors can be treated analogously, for instance

$$
\begin{aligned}
\lambda^{2 j} \frac{\partial}{\partial \dot{x}^{\mu}} V_{j}(s, x, \lambda \dot{x})= & \frac{1}{2} \frac{\partial}{\partial \dot{x}^{\mu}} \ln (g(s, \lambda \dot{x})) V_{j}(s, x, \lambda \dot{x}) \\
& -\frac{1}{4} U(s, x, \lambda \dot{x}) \lambda^{j} \int_{0}^{\lambda}\left[v^{j} \frac{\partial}{\partial \dot{x}^{\mu}} \frac{P V_{j-1}(s, x, v \dot{x})}{U(s, x, v \dot{x})}\right] d v \\
= & \lambda B_{\mu}^{(1)}(\lambda, s, x, \dot{x}) U(s, x, \lambda \dot{x}) .
\end{aligned}
$$

where $B_{\mu}^{(1)}$ is jointly smooth in its arguments. Then

$$
\begin{equation*}
\frac{\partial^{l}}{\partial \dot{x}^{\mu_{1}} \cdots \partial \dot{x}^{\mu_{l}}} V_{j}(s, x, \lambda \dot{x})=\lambda^{l} B_{\mu}^{(l)}(\lambda, s, x, \dot{x}) . \tag{4.15}
\end{equation*}
$$

Applying a similar argument to $W_{j}$ yields

$$
\begin{equation*}
\frac{\partial^{l}}{\partial \dot{x}^{\mu_{1}} \cdots \partial \dot{x}^{\mu_{l}}} W_{j}(s, x, \lambda \dot{x})=\lambda^{l} C_{\mu}^{(l)}(\lambda, s, x, \dot{x}) . \tag{4.16}
\end{equation*}
$$

Using (4.14), (4.15), (4.16), we can integrate by parts terms in

$$
\begin{aligned}
& \int d x d \dot{x}\left\{\frac{U(s, x, \lambda \dot{x})}{\sigma(s, x, \dot{x})}+\lambda^{2} \ln \lambda\left(\sum_{j \geq 0} \lambda^{2 j} V_{j}(s, x, \lambda \dot{x}) \sigma^{j}(s, x, \dot{x})\right)\right. \\
& \left.\quad+\lambda^{2}\left(\sum_{j \geq 1} \lambda^{2 j} W_{j}(s, x, \lambda \dot{x}) \sigma^{j}(s, x, \dot{x})\right)\right\} \chi(s, x, \dot{x}) e^{i(\zeta s+\xi x+\eta \dot{x})}
\end{aligned}
$$

so as to make

$$
\int d x d \dot{x} \lambda^{2}(1+|\zeta|+|\xi|+|\eta|)^{k} \mathcal{F}\left(\widetilde{H}_{F} \chi\right)(\zeta, \xi, \eta)
$$

bounded, for all $\lambda \in[0,1]$, whenever $(\zeta, \xi, \eta) \in \Upsilon$ and $\operatorname{supp}(\chi) \times \Upsilon \cap \operatorname{WF}\left(\widetilde{H}_{F}\right)=\emptyset$. Since the spacetime dimension is $4>2$ the extension of $\left.\widetilde{H}_{F}\right|_{\mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)}$, which is unique and coincides
with $\widetilde{H}_{F}$ itself, must have, by Theorem 4.1.5, wave front contained in

$$
\mathrm{WF}\left(\widetilde{H}_{F}\right) \subset \mathrm{WF}\left(\left.\widetilde{H}_{F}\right|_{\mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)}\right) \cup N^{*}\left(\mathbb{R}^{d} \times \Delta_{2}(M)\right) \cup \Xi .
$$

In our case,

$$
\Xi=\left\{(s, x, 0 ; \zeta, \xi, \eta) \in \dot{T}^{*}\left(M^{2} \backslash \Delta_{2}(M)\right):(s, x, \dot{x} ; \zeta, \xi, 0) \in \mathrm{WF}\left(\left.\widetilde{H}_{F}\right|_{\mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)}\right)\right\} .
$$

There is, however, no element $(s, x, \dot{x} ; \zeta, \xi, 0)$ in $\mathrm{WF}\left(\left.\widetilde{H}_{F}\right|_{\mathbb{R}^{d} \times\left(M^{2} \backslash \Delta_{2}(M)\right)}\right)$, thus $\Xi=\emptyset$. Finally it's easy to verify that products of $\widetilde{H}_{F}$ are well defined away from the diagonal, and satisfy the conormal landing condition (c.f. (4.7)); then by Theorem 4.1.9 we can extend such products to $\mathbb{R}^{d} \times \Delta_{2}(M)$ so that they satisfy again (4.7).

### 4.2 Time ordered products

In this section we shall define time ordered products on the algebra of quantum fields $\left(\mathfrak{A}_{\mu c}, \star\right)$. In Definition 4.2 .2 we modify the definition given in [41, 42] by removing the analytic requirement and substituting it with a generalization of the parameterized microlocal spectrum condition in [46, 47], moreover, instead of working with the algebras generated by Wick polynomials of quantum fields, we state our axioms for general elements of the algebra $\mathfrak{A}_{\mu c}$. In Theorem 4.2.5, 4.2.6, we modify the proof given originally in [41] to account for the modified axioms. Finally, in Theorem 4.2.7 and Corollary 4.2 .8 we show that the new axioms introduced produce the same characterization of time ordered products already known in the literature (c.f. [11, 23, 40]).

The time ordered product can be seen as another product ${ }_{T}$, other than the $\star$ product, on the quantum algebra $\mathfrak{A}_{\mu c}(M, h)$. We can consider a simpler situation by restricting to the algebra of regular functionals $\mathcal{F}_{\text {reg }}(M, h)$. We require that

$$
F \cdot{ }_{T} G= \begin{cases}F \star G & \operatorname{supp}(F)>_{\Sigma} \operatorname{supp}(G),  \tag{4.17}\\ G \star F & \operatorname{supp}(G)>_{\Sigma} \operatorname{supp}(F)\end{cases}
$$

where with the notation $\operatorname{supp}(F)>_{\Sigma} \operatorname{supp}(G)$ we mean that there exists a Cauchy hypersurface separating the supports of $F$ and $G$ and $\operatorname{supp}(F) \subseteq J^{+}(\operatorname{supp}(G))$. Similarly to what we did with the star product, we postulate

$$
F \cdot{ }_{T} G=\sum_{j} \hbar^{j} \Pi_{j}(F, G) .
$$

In particular, if we take $f_{1}, f_{2} \in \mathcal{D}(M)$ with $\left.\operatorname{supp}(f)\right|_{\Sigma \operatorname{supp}(g)}$, we obtain the consistency conditions

$$
\begin{aligned}
& \Pi_{0}\left(\phi_{(M, h)}\left(f_{1}\right), \phi_{(M, h)}\left(f_{2}\right)\right)=\phi_{(M, h)}\left(f_{1}\right) \cdot \phi_{(M, h)}\left(f_{2}\right) \\
& \Pi_{1}\left(\phi_{(M, h)}\left(f_{1}\right), \phi_{(M, h)}\left(f_{2}\right)\right)=\frac{i \hbar}{2} \mathcal{G}_{(M, h)}\left(f_{1}, f_{2}\right)=\frac{i \hbar}{2} \mathcal{G}_{(M, h)}^{+}\left(f_{1}, f_{2}\right)
\end{aligned}
$$

Lemma 4.2.1. Consider the algebra of regular functionals $\mathcal{F}_{\text {reg }}(M, h)$ with the topology of strong convenient convergence generated by seminorms (2.86). Then the time ordered product is defined,
at each order of $\hbar$, by

$$
\begin{equation*}
\left(F \cdot{ }_{T} G\right)(\varphi)=F(\varphi) G(\varphi)+\sum_{j \geq 1} \frac{\hbar^{j}}{j!}\left(\frac{i}{2}\right)^{j}\left\langle d^{j} F[\varphi], D_{(M, h)}^{j}\left(d^{j} G[\varphi]\right)\right\rangle, \tag{4.18}
\end{equation*}
$$

where $D_{(M, h)}=\mathcal{G}_{(M, h)}^{+}+\mathcal{G}_{(M, h)}^{-}$is called Dirac's propagator. Alternatively, we can write

$$
F \cdot{ }_{T} G=e^{\frac{i}{2} \widetilde{\Gamma}_{D}}\left(e^{-\frac{i}{2} \widetilde{\Gamma}_{D}}(F) \cdot e^{-\frac{i}{2} \widetilde{\Gamma}_{D}}(G)\right) .
$$

where

$$
\widetilde{\Gamma}_{D}=\frac{\hbar}{2} \int_{M^{2}} d \mu_{g}(x, y) D_{(M, h)}(x, y) \frac{\partial^{2}}{\partial \varphi(x) \partial \varphi(y)}, \quad \widetilde{\Gamma}_{D}(F)(\varphi)=\hbar\left\langle d^{2} F[\varphi], D_{(M, h)}\right\rangle
$$

The proof is completely analogous to that of Lemmas 3.3 .1 and 3.3.3 with $D_{(M, h)}$ substituted in place of $\mathcal{G}_{(M, h)}$.

In analogy with what we did in Section 3.3 we seek to extend this product to microlocal functionals, i.e. those functional supported along the diagonal to which physically relevant functionals belong. Then again, powers of $D_{(M, h)}$ are not well defined, however this time powers of Feynman propagator $H_{F} \doteq H+\frac{i}{2} D_{(M, h)}$ are not well defined ether due to the lingering diagonal part $\left\{(x, x ;-\xi, \xi) \in \dot{T}^{*} M^{2}\right\}$ of the wave front set of $D_{(M, h)}$. Thus, to define the extension of $\cdot \cdot_{T}$ to the algebra $\mathfrak{A}_{\mu l o c}(M, h)$, one needs a locally covariant prescription to extend the powers of $H_{F}$ seen as a distribution outside the diagonal $\Delta_{2}(M)$ of $M^{2}$. Finally, we note that the problem of extending distributions has not always a unique answer (see e.g. Theorem 4.1.8), we therefore expect that the prescription for defining Time ordered products will not be unique and therefore would need to undergo some sort of characterization.

Motivated by this, we begin by giving an axiomatic definition with the properties that the time ordered product must satisfy. Our definition differs from that given in [41] or [42] by the introduction of a different microlocal spectral condition.

Definition 4.2.2. Time ordered products A family of elements $\left\{T_{p}\right\}_{p \in \mathbb{N}}$ such that for each $(M, h) \in \mathfrak{B c k g}$ defines linear mappings

$$
\begin{equation*}
T_{p}[M, h]: \otimes^{p} \mathfrak{A}_{\mu l o c}(M, h) \rightarrow \mathfrak{A}_{\mu c}(M, h):\left(A_{1}, \ldots, A_{p}\right) \mapsto T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right) \tag{4.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{H}\left(T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right) \equiv T_{p}^{H}\left(\alpha_{H}\left(A_{1}\right), \ldots, \alpha_{H}\left(A_{p}\right)\right) ; \tag{4.20}
\end{equation*}
$$

is called a time ordered product if it satisfies the following properties:
(i) Locality and Covariance. Let $\chi:(M, h) \rightarrow\left(M^{\prime}, h^{\prime}\right)$ be a causality preserving isometric embedding, then for each $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, we have

$$
T_{p}\left[M^{\prime}, h^{\prime}\right]\left(\mathfrak{A}_{\chi}\left(A_{1}\right), \ldots, \mathfrak{A}_{\chi}\left(A_{p}\right)\right)=T_{p}\left[M, \chi^{*} h^{\prime}\right]\left(A_{1}, \ldots, A_{p}\right) ;
$$

(ii) Causal factorization. Let $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, suppose there exists a subset $I \subset$ $\{1, \ldots, p\}$ such that for each $i \in I \operatorname{supp}\left(A_{i}\right) \notin J_{M}^{-}\left(\operatorname{supp}\left(A_{j}\right)\right)$ for all $j \in I^{c}$, then

$$
T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)=T_{|I|}\left(\otimes_{i \in I} A_{i}\right) \star T_{\left|I^{c}\right|}^{H}\left(\otimes_{j \in I^{c}} A_{j}\right) ;
$$

(iii) Symmetry. The time ordered product is symmetric under permutation of its arguments, that is, given $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, and any permutation $\sigma$ of the set $\{1, \ldots, p\}$,

$$
T_{p}[M, h]\left(A_{\sigma(1)}, \ldots, A_{\sigma(p)}\right)=T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right) ;
$$

(iv) Initial values. $T_{0}[M, h]=1_{\mathfrak{R}_{\mu c}(M, h)}, T_{1}[M, h]=i d_{\mathfrak{A}_{\mu c}(M, h)}$.
(v) Scaling. If each $A_{j} \in \mathfrak{A}_{\mu l o c}(M, h)$ scales almost homogeneously with degree $\rho_{j}$ under the rescaling of parameters $h \rightarrow S_{\lambda} h$, then $T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right) \in \mathfrak{A}_{\mu c}(M, h)$ scales almost homogeneously with scaling degree $\sum_{j=1}^{p} \rho_{j}$ under physical scaling.
(vi) Field independence. Given $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$ we have

$$
d T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)[\varphi]=\sum_{j=1}^{p} T_{p}[M, h]\left(A_{1}, \ldots, d A_{i}[\varphi], \ldots, \ldots, A_{p}\right)
$$

(vii) Unitarity. If $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, then

$$
T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)^{*}=\sum_{I_{1}, \ldots, I_{q}}(-1)^{p+q} T_{\left|I_{1}\right|}[M, h]\left(\prod_{i \in I_{1}} A_{i}\right) \star \cdots \star T_{\left|I_{q}\right|}[M, h]\left(\prod_{j \in I_{q}} A_{j}\right),
$$

where $I_{1}, \ldots, I_{q}$ is a partition of $\{1, \ldots, p\}$, and the sum is understood to be made on all possible such partitions;
(viii) Action Ward identity. Let $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$ such that at least one, say $A_{1}$, has the form $A_{1}=\alpha_{H}^{-1}\left(F_{1}\right)$ where

$$
F_{1}(\varphi)=\int_{M} j^{r} \varphi^{*}(d \theta)
$$

for some $n$ - 1 -form $\theta \in \Omega_{n-1}\left(J^{r}(M \times \mathbb{R})\right)$, then

$$
T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)=0 ;
$$

(ix) $\varphi$-Locality Let $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, then denote by $A_{i}^{[k]}$ the Wick ordering of the $k$ th order truncated Taylor series of $F_{i} \equiv \alpha_{H}\left(A_{i}\right)$ in $0 \in C^{\infty}(M)$, we have

$$
T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)=T_{p}[M, h]\left(A_{1}^{\left[k_{1}\right]}, \ldots, A_{p}^{\left[k_{p}\right]}\right)+O\left(\hbar^{\left[\sum_{i} k_{i} / 2\right\rfloor}\right)
$$

( $x$ ) Microlocal spectrum condition $(\mu \mathrm{SC})$. Let $\Gamma_{q}^{T}(M, h) \subset \dot{T}^{*} M^{q}$ be composed by elements $\left(x_{1}, \ldots, x_{q}, \xi_{1}, \ldots, \xi_{q}\right)$ with the following property: any point $x_{i}$ is connected at least to some
other point $x_{j}$ via a lightlike geodesic $\gamma_{i \rightarrow j}$ and

$$
g^{\sharp} \xi_{i}=\sum_{e \in\{1, \ldots, q\}} \dot{\gamma}_{e \rightarrow i}\left(x_{i}\right)-\sum_{s \in\{1, \ldots, q\}} \dot{\gamma}_{i \rightarrow s}\left(x_{i}\right),
$$

where the first sum is taken on all future directed lightlike geodesics starting at some other point $x_{e}$ and ending at $x_{i}$, while the second is taken over all future directed lightlike geodesics starting at $x_{i}$ and ending at some other point $x_{s}$. Then for each $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$ and all $\varphi \in C^{\infty}(M)$, consider the integral kernel associated to $d^{k}\left(\alpha_{H}\left(T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right)\right)[\varphi]$, we require that

$$
\begin{equation*}
\mathrm{WF}\left(d^{k} T_{p}^{H}\left(\alpha_{H}\left(A_{1}\right), \ldots, \alpha_{H}\left(A_{p}\right)\right)[\varphi]\right) \subset \Gamma_{k}^{T}(M, h) ; \tag{4.21}
\end{equation*}
$$

(xi) Parameterized microlocal spectrum condition ( $\mathbf{P} \mu \mathbf{S C}$ ). Given any background geometry $(M, h)$ and any smooth compactly supported variation, $\mathbb{R} \ni s \mapsto h_{s} \in \Gamma^{\infty}(H M)$, we require that for every $\varphi \in C^{\infty}(M)$ and every $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h) \simeq \mathfrak{A}_{\mu l o c}\left(M, h_{s}\right)$, we have

$$
\begin{aligned}
& \mathrm{WF}\left(d^{k} T_{p}^{H_{s}}\left(\alpha_{H_{s}}\left(A_{1}\right), \ldots, \alpha_{H_{s}}\left(A_{p}\right)\right)[\varphi]\right) \\
& \subset\left\{\left(s, x_{1}, \ldots, x_{k}, \zeta, \xi_{1}, \ldots, \xi_{k}\right):\left(x_{1}, \ldots, x_{n}, \xi_{1}, \ldots, \xi_{p}\right) \in \Gamma_{k}^{T}\left(M, h_{s}\right)\right\} .
\end{aligned}
$$

We remark that a key feature of Definition 4.2.2 is the fact that time ordered products have an abstract characterization given by (4.19) while their "functional" form given by (4.20). The two can be related by the following commutative diagram:


In light of this correspondence, the field independence condition has to be imposed at the level of functionals and then pulled back to the algebra level by the map $\alpha_{H}^{-1}$; this translates to requiring

$$
\begin{equation*}
d T_{p}\left(A_{1}, \ldots, A_{p}\right)[M, h][\varphi] \doteq \alpha_{H}^{-1}\left(d T_{p}^{H}\left(\alpha_{H}^{-1}\left(A_{1}\right), \ldots, \alpha_{H}^{-1}\left(A_{p}\right)\right)[\varphi](\psi)\right) \tag{4.22}
\end{equation*}
$$

which combined with the Field Independence property yields

$$
d T_{p}^{H}\left(F_{1}, \ldots, F_{p}\right)[\varphi](\psi)=\sum_{i=1}^{p} T_{p}^{H}\left(F_{1}, \ldots, d F_{i}[\cdot](\psi), \ldots, F_{p}\right)(\varphi) .
$$

We stress that the above relation is well defined since if $F \in \mathcal{F}_{l o c}(M, h, H)$ then $d F[\cdot](\psi) \in$ $\mathcal{F}_{\text {loc }}(M, h, H)$ for each $\psi \in \mathcal{D}(M)$.

Therefore by field independence and Faà di Bruno's formula we can write the integral kernel of $d^{k} T_{p}^{H}\left(F_{1}, \ldots, F_{p}\right)[\varphi]$ as a sum of terms of the form

$$
T_{p}^{H}\left(d^{k_{i}} F_{1}[\varphi], \ldots, d^{k_{p}} F_{p}[\varphi]\right)\left(x_{1}, \ldots, x_{k}\right) ;
$$

then, by locality of $F_{i}=\alpha_{H}\left(A_{i}\right)$, smearing with diagonal delta yields

$$
\begin{equation*}
\mathrm{WF}\left(T_{p}^{H}\left(d^{k_{i}} \alpha_{H}\left(A_{1}\right)[\varphi], \ldots, d^{k_{p}} \alpha_{H}\left(A_{p}\right)[\varphi]\right)\right) \subset \Gamma_{\beta(k, p)}^{T}(M, h) \tag{4.23}
\end{equation*}
$$

where $1 \leq \beta\left(k_{1}, \ldots, k_{p}\right) \leq p$ is the number of $k_{i}$ which are different from zero.

Finally note that in the case $p=1$ Definition 4.2.2 reduces to Definition 3.3.9, whose existence has already been established in Theorem 3.3.15, whereas the case $p=2$, setting $T_{2}^{H}\left(F_{1}, F_{2}\right)=$ $F_{1} \cdot{ }_{T} F_{2}$ is consistent with the requirements of (4.17)

### 4.2.1 Existence of time ordered products

We turn to show the existence of time ordered products. The proof will proceed by steps and closely follows the one given in [41]. We remark that the difference will be the absence of the condition on the analytic wave front set, given in $\S 2$ of [41], replaced by the parameterized microlocal spectrum condition: ( $x i$ ) in Definition 4.2.2.

The first step is to state and prove the so-called Wick expansion for time ordered products, which implies that, up to some order in $\hbar$ the time ordered products can be completely characterized by a sum of products of distributions and Wick powers.

Lemma 4.2.3. Given any time ordered product satisfying the algebraic and parameterized microlocal spectrum conditions and any quasifree Hadamard state $H$, there exists a geodesically convex set $\Omega \subset M$ and functionals $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$ such that $\operatorname{supp}\left(A_{i}\right) \subset \Omega$ for each $i=1, \ldots, p$, then

$$
\begin{align*}
T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)= & \sum_{\substack{k \leq 2 N-1 \\
j_{1}+\ldots+j_{p}=k}} \int_{M^{p}} \hbar \hbar^{\lfloor|J| / 2\rfloor} t_{J}[M, h]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right)\left(x_{1}, \ldots, x_{p}\right) \\
& \phi_{(M, h, H)}^{j_{1}}\left(x_{1}\right) \cdots \phi_{(M, h, H)}^{j_{p}}\left(x_{p}\right) d \mu_{g}\left(x_{1}, \ldots, x_{p}\right)+O\left(\hbar^{N}\right) \tag{4.24}
\end{align*}
$$

where $J=\left(j_{1}, \ldots, j_{p}\right),\lfloor|J| / 2\rfloor$ the integer part of $|J| / 2$, each $t_{J}[M, h]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right) \in \mathcal{D}^{\prime}\left(\Omega^{p}\right)$ and the integral is to be intended in the abstract algebra sense. Moreover, those distribution satisfies additional conditions:
(i) Locality and Covariance. If $\chi: M \rightarrow M^{\prime}$ is a causally preserving isometric embedding, $\Omega \subset M$ is as above and $f \in \mathcal{D}\left(\Omega^{p}\right)$, then we can assume $\Omega^{\prime}=\chi(\Omega)$ to remain causally convex, and

$$
t_{p}\left[M^{\prime}, h^{\prime}\right]\left(\chi_{*} f\right)=t_{p}\left[M, \chi^{*} h^{\prime}\right](f) .
$$

(ii) Scaling. Each $t_{J}[M, h]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right)$ scales almost homogeneously with degree

$$
s d\left(T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right)-\sum_{i=1}^{p} j_{i} \frac{n-2}{2} .
$$

(iii) Microlocal Spectrum Condition. The distributions $t_{J}[M, h]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right)$ belong to

$$
\mathcal{D}_{\Gamma_{p}^{T}(M, h)}^{\prime}\left(\Omega^{p}\right) .
$$

(iv) Parameterized Microlocal Spectrum Condition. If $\mathbb{R}^{d} \ni s \mapsto h_{s} \in \Gamma^{\infty}(H M)$ is compactly supported variation of the background geometry $(M, h)$, then

$$
\begin{aligned}
& \mathrm{WF}\left(t_{J}\left[M, h_{s}\right]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right)\right) \\
& \subset\left\{\left(s, x_{1}, \ldots, x_{p}, \zeta, \xi_{1}, \ldots, \xi_{k}\right):\left(x_{1}, \ldots, x_{p}, \xi_{1}, \ldots, \xi_{p}\right) \in \Gamma_{p}^{T}\left(M, h_{s}\right)\right\}
\end{aligned}
$$

Proof. Note that given any local functional $F \equiv \alpha_{H}(A) \in \mathcal{F}_{l o c}(M, h, H)$ we can consider its Taylor series in 0 :

$$
\begin{aligned}
F(\varphi) & =F(0)+\sum_{k \leq N} \frac{1}{k!} d^{k} F[0]\left(\otimes^{k} \varphi\right)+R_{N}(F) \\
& =F(0)+\sum_{k \leq N} \frac{1}{k!} \int_{M^{k}} f^{(k)}[0]\left(x_{1}, \ldots, x_{k}\right) \varphi\left(x_{1}\right) \cdots \varphi\left(x_{k}\right) d \mu_{g}\left(x_{1}, \ldots, x_{k}\right)+R_{N}(F)
\end{aligned}
$$

where each compactly supported distribution $f^{(k)}[0]\left(x_{1}, \ldots, x_{k}\right)$ has support along the diagonal. Using [44, Theorem 5.2.3], by a slight abuse of notation we shall write $f^{(k)}[0]\left(x_{1}, \ldots, x_{k}\right)=$ $f^{(k)}[0]\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{k}\right)$ where $f^{(k)}[0]\left(x_{1}\right) \in C_{c}^{\infty}(M)^{3}$. Applying the Wick ordering operator $\alpha_{H}^{-1}$ yields

$$
\alpha_{H}^{-1}(F)=F(0)+\sum_{k \leq N} \frac{1}{k!} \int_{M^{k}} f^{(k)}[0]\left(x_{1}\right) \phi_{(M, h, H)}^{k}\left(x_{1}\right) d \mu_{g}\left(x_{1}\right)+R_{N}^{H}(F)
$$

Next we evaluate the Taylor expansion of the functional form of the time ordered product, taking into account field independence, we can replicate the procedure and Taylor-expand the microcausal functional $T_{p}^{H}\left(\alpha_{H}\left(A_{1}\right), \ldots, \alpha_{H}\left(A_{p}\right)\right)$ and subsequently applying $\alpha_{H}^{-1}$. Setting $F_{i}=\alpha_{H}\left(A_{i}\right)$, by Lemma 3.2 in [10] we can always assume that all their supports are small enough to be contained in a small neighborhood of the diagonal of $M^{p}$, otherwise we can use the causal factorization axiom and repeat the subsequent argument for some $T_{p^{\prime}}$ having $p^{\prime}<p$. For later convenience we shall assume that this neighborhood of the diagonal has the form $\Omega^{p}$ with $\Omega$ geodesically convex set for the metric $g$.

$$
\begin{aligned}
& T_{p}^{H}\left(F_{1}, \ldots, F_{p}\right)(\varphi) \\
& =\sum_{\substack{k \leq 2 N-1 \\
j_{1}+\ldots+j_{p}=k}} \frac{\hbar|J| / 2\rfloor}{J!} \int_{M^{k}} T_{p}^{H}\left(F_{1}^{\left(j_{1}\right)}, \ldots, F_{p}^{\left(j_{p}\right)}\right)[0]\left(x_{1}, \ldots, x_{k}\right) \varphi\left(x_{1}\right) \cdots \varphi\left(x_{k}\right) d \mu_{g}\left(x_{1}, \ldots, x_{k}\right) \\
& \quad+\hbar^{N} R_{2 N-1}^{H}\left(T_{p}^{H}\left(F_{1}, \ldots, F_{p}\right)\right) \\
& =\sum_{\substack{k \leq 2 N-1 \\
j_{1}+\ldots+j_{p}=k}} \frac{\hbar\lfloor J \mid / 2\rfloor}{J!} \int_{\Omega^{p}} t_{J}[M, h]\left(x_{1}, \ldots, x_{p}\right) \varphi^{j_{1}}\left(x_{1}\right) \cdots \varphi^{j_{p}}\left(x_{p}\right) d \mu_{g}\left(x_{1}, \ldots, x_{p}\right) \\
& \quad+\hbar^{N} R_{2 N-1}^{H}\left(T_{p}^{H}\left(F_{1}, \ldots, F_{p}\right)\right) .
\end{aligned}
$$

[^26]Where in the last step we combined the fact that the only nontrivial term of $d^{j_{i}} F_{i}[0]$ is, by the field independence and the fact that $T_{p}\left(0, A_{2}, \ldots, A_{p}\right)=0, f_{i}^{\left(j_{i}\right)}[0]\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{j_{i}}\right)$. Moreover, taking into account linearity and $\varphi$-locality of the time ordered product, the reminder in above expression is of higher order in $\hbar$. Applying $\alpha_{H}^{-1}$ to both sides of the above expansion, we arrive at

$$
\begin{align*}
& T_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)(\varphi) \\
& =\sum_{\substack{k \leq 2 N-1 \\
j_{1}+\ldots+j_{p}=k}} \frac{\hbar\lfloor J \mid / 2\rfloor}{J!} \int_{\Omega^{k}} t_{J}[M, h]\left(x_{1}, \ldots, x_{p}\right) \phi_{(M, h, H)}^{j_{1}}\left(x_{1}\right) \cdots \phi_{(M, h, H)}^{j_{p}}\left(x_{p}\right) d \mu_{g}\left(x_{1}, \ldots, x_{p}\right)  \tag{4.25}\\
& \quad+\hbar^{N} R_{2 N}\left(T_{p}\left(A_{1}, \ldots, A_{p}\right)\right) .
\end{align*}
$$

The coefficients

$$
\begin{gathered}
t_{J}[M, h]\left(x_{1}, \ldots, x_{p}\right) \doteq \int \frac{1}{J!} T_{p}^{H}\left(F_{1}^{\left(j_{1}\right)}, \ldots, F_{p}^{\left(j_{p}\right)}\right)[0]\left(x_{1}, X_{J_{1}}, \ldots, x_{p}, X_{J_{p}}\right) \\
\delta\left(X_{J_{1}}\right) \cdots \delta\left(X_{J_{p}}\right) d \mu_{g}\left(X_{J_{1}}, \ldots, X_{J_{p}}\right)
\end{gathered}
$$

will then be distributions in $\mathcal{D}^{\prime}\left(\Omega^{p}\right)$ and, by $(x)$ in Definition 4.2 .2 , we have

$$
\mathrm{WF}\left(t_{J}[M, h]\right) \subset \Gamma_{p}^{T}(M, h)
$$

A similar reasoning shows that if we consider a compactly supported variation of the background geometry $h_{s}$, we obtain
$\operatorname{WF}\left(t_{J}\left[M, h_{s}\right]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right)\right) \subset\left\{\left(s, x_{1}, \ldots, x_{p}, \zeta, \xi_{1}, \ldots, \xi_{p}\right):\left(x_{1}, \ldots, x_{p}, \xi_{1}, \ldots, \xi_{p}\right) \in \Gamma_{p}^{T}\left(M, h_{s}\right)\right\}$.
By locality and covariance of the time ordered products, given $\chi: M \rightarrow M^{\prime}$ causally preserving isometric embedding, assuming that $\Omega^{\prime}=\chi(\Omega)$ remains causally convex, we must have

$$
t_{J}\left[M^{\prime}, h^{\prime}\right]\left(\chi_{*} f\right)=t_{J}\left[M, \chi^{*} h^{\prime}\right](f)
$$

for all $f \in \mathcal{D}\left(\Omega^{k}\right)$. The scaling properties of $T_{p}$ and those of $\phi_{(M, h, H)}^{k_{i}}$ can be used to straightforwardly compute the scaling properties of $t_{J}[M, h]$ under physical scaling.

The above lemma will also be used later to precisely frame the problem of Epstein-Glaser renormalization, which consists in taking a time ordered product inductively constructed up to the diagonal and then extending it to the diagonal itself. In the next step we shall show that this problem is equivalent to start extend the distributions $t_{J}[M, h]$ defined up to the diagonal of $\Omega^{p}$ such that conditions $(i)-(i v)$ in 4.2 .3 remain valid for the extensions. For this we use an inductive construction, on the order $p$ of the product, up to the small diagonal of $M^{p}$. The techniques which we will employ for this construction are already present in the known literature (c.f. $[10,11,41,42]$ ), we will therefore go through them rapidly to adapt the notation and be specific just on those results concerning directly the newly introduced parameterized microcausal spectrum condition. As mentioned before, we suppose by induction that time ordered products have been defined up to some order $p$ and construct the order $p+1$.

Lemma 4.2.4. Let $I \subset\{1, \ldots, p+1\}$ be nonempty, then $\left\{U_{I}\right\}_{I \subset\{1, \ldots, p+1\}}$, with

$$
U_{I}=\left\{\left(x_{1}, \ldots, x_{p+1}\right) \in M^{p+1}: \forall i \in I x_{i}, \notin J^{-}\left(x_{j}\right) \forall j \in I^{c}\right\}
$$

is a cover of $M^{p+1} \backslash \Delta_{p+1}(M)$.
Proof. Take any $\left(x_{1}, \ldots, x_{p+1}\right) \in M^{p+1} \backslash \Delta_{p+1}$, then there will be at least two different points, say $x_{1}, x_{2}$ with $x_{1} \neq x_{2}$. Without loss of generality we can assume that $x_{2} \notin J^{-}\left(x_{1}\right)$ then we have $\{1\} \subset I^{c},\{2\} \subset I$. Next take $x_{3}$, either $x_{3} \in J^{-}\left(x_{1}\right)$ or $x_{3} \notin J^{-}\left(x_{1}\right)$. In the first case we add $\{3\}$ to $I^{c}$, in the second we add $\{3\}$ to $I$. Then we consider $x_{4}$, if $x_{4} \notin J^{-}\left(x_{j}\right) \forall j \in I^{c}$ we add $\{4\}$ to $I$, otherwise we add it to $I^{c}$. Iterating this procedure we arrive at $\left(x_{1}, \ldots, x_{p+1}\right) \in U_{I}$ for the $I$ constructed. Note that the assumption $x_{1} \neq x_{2}$ implies $I \neq \emptyset$.

Combining $\varphi$-locality with Lemma 4.2 .3 and the Action Ward Identity (condition (viii) in Definition 4.2.2), we will henceforth assume that all our local functionals are monomials in the field without derivatives. Using this we show that, up to some order in $\hbar$, the time ordered product $T_{p+1}$ can be uniquely constructed outside the diagonal of $M^{p+1}$ as a $\star$-product of lower order T-product using the causal factorization axiom. Employing [14, Lemma 2.4] and linearity of the time ordered products we can localize each $T\left(A_{0}, \ldots, A_{p}\right)$ inside a small enough neighborhood $\Omega^{p+1}$ of the diagonal in order to apply Lemma 4.2 .3 . As a result, modulo higher order terms in $\hbar$, we just have to compute the abstract integral kernels

$$
T_{p+1}[M, h]\left(\phi_{(M, h, H)}^{k_{0}}, \ldots, \phi_{(M, h, H)}^{k_{p}}\right)\left(x_{0}, \ldots, x_{p}\right)
$$

where the above expression is the algebra valued distribution

$$
\left(f_{1}, \ldots, f_{p}\right) \mapsto T_{p+1}[M, h]\left(\phi_{(M, h, H)}^{k_{0}}\left(f_{1}\right), \ldots, \phi_{(M, h, H)}^{k_{p}}\left(f_{p}\right)\right)
$$

with $\left(x_{0}, \ldots, x_{p}\right) \notin \Delta_{p+1}(\Omega)$. Notice that, by Lemma 4.2.3 and property (iii) in Definition 3.3.9, the above relation is consistent with

$$
T_{p+1}^{0}[M, h]\left(\phi_{(M, h, H)}^{k_{0}}\left(x_{0}\right), \ldots, \phi_{(M, h, H)}^{k_{p}}\left(x_{p}\right)\right)=\sum_{J \leq K} t_{J}^{0}[M, h]\left(x_{0}, \ldots, x_{p}\right) \phi_{(M, h, H)}^{j_{0}}\left(x_{0}\right) \cdots \phi_{(M, h, H)}^{j_{p}}\left(x_{p}\right)
$$

with $t_{J}^{0}[M, h] \in \mathcal{D}^{\prime}\left(\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)\right)$ satisfying
$\left(i^{\prime}\right)$ Locality and Covariance. If $\chi: M \rightarrow M^{\prime}$ is a causally preserving isometric embedding, $\Omega \subset M$ is as above and $f \in \mathcal{D}\left(\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)\right)$, then we can assume $\Omega^{\prime}=\chi(\Omega)$ to remain causally convex, and

$$
t_{J}^{0}\left[M^{\prime}, h^{\prime}\right]\left(\chi_{*} f\right)=t_{J}^{0}\left[M, \chi^{*} h^{\prime}\right](f)
$$

$\left(i i^{\prime}\right)$ Scaling. Each $t_{J}^{0}$ scales almost homogeneously with degree $\sum_{i=0}^{p}\left(k_{i}-j_{i}\right) \frac{n-2}{2}$ under physical scaling of the background geometry, that is

$$
S_{\lambda} t_{J}^{0}[M, h]=\lambda^{\sum_{i=0}^{p}\left(k_{i}-j_{i}\right) \frac{n-2}{2}}\left(t_{J}^{0}[M, h]+\sum_{l} \ln ^{l}(\lambda) w_{l}^{0}[M, h]\right)
$$

where each $w_{l}^{0}[M, h] \in \mathcal{D}^{\prime}\left(\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)\right)$ scales almost homogeneously with respect to phys-
ical scaling.
(iii') Microlocal Spectrum Condition. The distributions $t_{J}^{0}[M, h]$ belong to $\mathcal{D}^{\prime}\left(\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)\right)$ and have

$$
\begin{equation*}
\mathrm{WF}\left(t_{J}^{0}[M, h]\right) \subset \Gamma_{p+1}^{T}(M, h) \tag{4.26}
\end{equation*}
$$

(iv') Parameterized Microlocal Spectrum Condition. If $\mathbb{R}^{d} \ni s \mapsto h_{s} \in \Gamma^{\infty}(H M)$ is any compactly supported variation of the background geometry, then $t_{J}^{0}\left[M, h_{s}\right] \in \mathcal{D}^{\prime}\left(\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)\right)$ and have

$$
\begin{align*}
& \mathrm{WF}\left(t_{J}^{0}\left[M, h_{s}\right]\left(f_{1}^{\left(j_{1}\right)}, \ldots, f_{p}^{\left(j_{p}\right)}\right)\right)  \tag{4.27}\\
& \quad \subset\left\{\left(s, x_{1}, \ldots, x_{p}, \zeta, \xi_{1}, \ldots, \xi_{p}\right):\left(x_{1}, \ldots, x_{p}, \xi_{1}, \ldots, \xi_{p}\right) \in \Gamma_{p}^{T}\left(M, h_{s}\right)\right\} .
\end{align*}
$$

If $\left(x_{0}, \ldots, x_{p}\right) \in U_{I} \cap \Omega^{p+1}$, set

$$
T_{p+1}[M, h]\left(\phi_{(M, h, H)}^{k_{0}}\left(x_{0}\right), \ldots, \phi_{(M, h, H)}^{k_{p}}\left(x_{p}\right)\right) \doteq T_{|I|}[M, h]\left(\bigotimes_{i \in I} \phi_{(M, h, H)}^{k_{i}}\left(x_{i}\right)\right) \star T_{\left|I^{c}\right|}[M, h]\left(\bigotimes_{j \in I^{c}} \phi_{(M, h, H)}^{k_{j}}\left(x_{j}\right)\right) .
$$

For arbitrary points in $\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)$, let $\psi_{I}$ be a partition of unity of $\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)$ and let

$$
\begin{align*}
& T_{p+1}^{0}[M, h]\left(\phi_{(M, h, H)}^{k_{0}}\left(x_{0}\right), \ldots, \phi_{(M, h, H)}^{k_{p}}\left(x_{p}\right)\right) \doteq \sum_{I} \psi_{I}\left(x_{0}, \ldots, x_{p}\right) \\
& T_{|I|}[M, h]\left(\bigotimes_{i \in I} \phi_{(M, h, H)}^{k_{i}}\left(x_{i}\right)\right) \star T_{\mid I^{c}[ }[M, h]\left(\bigotimes_{j \in I^{c}} \phi_{(M, h, H)}^{k_{j}}\left(x_{j}\right)\right) . \tag{4.28}
\end{align*}
$$

one can show, for instance see [11, Proposition 4.2, Theorem 4.3], that the above quantity is independent from the partition of unity used and moreover satisfies all requirements of Definition 4.2.2 as long as we are off diagonal. (4.28) is usually called the unrenormalized time ordered product, meaning that the renormalization procedure is aimed at extending this prescription to the diagonal of $\Omega^{p+1}$. Therefore, renormalization of time ordered products is equivalently framed as extending the distributions $t_{J}^{0}[M, h]$, satisfying properties $\left(i^{\prime}\right)-\left(i v^{\prime}\right)$ above, to some distributions $t_{J}[M, h]$ which satisfies properties 1) - (iv) in Lemma 4.2.3. By the result of Section 4.1 one could proceed similarly to [11] and extend the distribution $t_{J}[M, h]$ to the diagonal right away (in particular see Theorem 5.2 and 5.3 in [11]), however if the scaling degree were too big, the extension would not be unique and would therefore fail to be local due to the presence of a fixed cutoff function localized in a neighborhood of the diagonal. To circumvent this problem we follow [41]. The idea is to take full advantage of the microlocal spectrum condition and expand the generic unextended distribution $t_{J}^{0}[M, h](x, \cdot)$ in suitable truncated Taylor series of the metric deformation parameter, so that the reminder of this expansion can be extended directly (hence locally and covariantly) while the other terms can be written in relative coordinates about the point $x \in \Omega$ transforming the covariance requirement into an $S O(1, n-1)$-invariance requirement.

In the following arguments we shall write $t^{0}[M, h]$ in place of $t_{J}^{0}[M, h]$ meaning that the argument ought to be repeated for each $J=\left(j_{1}, \ldots, j_{k}\right)$ without substantial modifications. We start by noting that if we fix a point $x \equiv x_{0} \in \Omega$, then there exists normal coordinates $\left(\left\{\dot{x}_{1}^{a}\right\}, \ldots,\left\{\dot{x}_{p}^{a}\right\}\right)$ for the
point $\left(x_{1}, \ldots, x_{p}\right) \in \Omega^{p}$ by setting, for each $1 \leq i \leq p$,

$$
\begin{equation*}
\dot{x}_{i}^{a} \equiv \bar{e}_{x_{0}}\left(x_{i}\right)=-e_{\mu}^{a}\left(x_{i}\right) g^{\mu \nu}\left(x_{i}\right) \nabla_{\nu}^{(i)} \sigma\left(x_{0}, x_{i}\right) \tag{4.29}
\end{equation*}
$$

where $e_{\mu}^{a}$ is a vielbein, $\sigma$ the geodesic distance function between its arguments and the covariant derivative is carried out for the local coordinates $\left\{x_{i}^{\mu}\right\}$. We remark that inside any convex normal neighborhood of $x_{0}, \Omega$, the mapping defined above $\left(e_{x_{0}}\right)^{p}: \Omega^{p} \ni\left(x_{1}, \ldots, x_{p}\right) \mapsto\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right) \in V^{p}$ is a diffeomorphism into the open subset $V^{p} \subset T_{x_{0}} \Omega^{p}$. The presence of the vielbein is key in transforming the covariance requirement for the extension into $S O(1, n-1)$-invariance. Let now $C_{x_{0}} \doteq\left\{x_{0}\right\} \times\left(\Omega \backslash\left\{x_{0}\right\}\right)^{p}$, by combining the microlocal spectrum condition with Theorem 8.2.4. in [44], we see that the distributions $t_{J}^{0}[M, h]$ admits a restriction to $C_{x_{0}}$, since $\Gamma^{T}(M, h) \cap N^{*} C_{x_{0}}=\emptyset$, $t_{J}^{0}[M, h]\left(x_{0}, \cdot\right)$ which is smooth in the first variable. The coordinates $\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right)$ are suited to identify the diagonal of $M^{p+1}$ as the submanifold $(x, 0, \ldots, 0)$ setting up the extension problem for the distributions $t^{0}[M, h]$ in terms of $\S$ 4.1.

Next, suppose that there is a compact subset $K$ contained in $V$ and let $\chi \in \mathcal{D}(V)$ be a cutoff function on $V$ with support contained in $K$, then consider the compactly supported vector field $X=$ $\sum_{i} X_{i}=\sum_{i=1}^{p} \chi\left(\dot{x}_{i}^{a}\right) \dot{x}_{i}^{a} \partial / \partial x_{i}^{a}$ and denote its logarithmic flow by $F_{\rho}^{X}$. Define a compactly supported variation of $h$ by $h_{\rho}=\left(g_{\rho}, m^{2}, \kappa\right), g_{\rho}\left(\dot{x}_{i}\right)=\rho^{-2} \circ\left(F_{\ln (\rho)}^{X_{i}}\right)^{*} g(x)$, we obtain $\left(g_{\rho}\right)_{\mu \nu}\left(\dot{x}_{i}\right)=g_{\mu \nu}\left(\rho \dot{x}_{i}\right)$. We remark that this vector field is Euler according to (4.1), and that $V^{p}$ is invariant under the scaling induced by each $X_{i}$, i.e. $\lambda V^{p} \backslash\{0\} \subset V^{p} \backslash\{0\}$ for all $\lambda \in(0,1]$. Finally, consider $t^{0}\left[h_{\rho}\right](x, f)$ for some $f \in \mathcal{D}\left(V^{p} \backslash\{0\}\right)$, by condition $(i v)$ in Lemma 4.2.3, the latter is a smooth function $\mathbb{R} \times \Omega \rightarrow \mathbb{R}$. We thus define distributions on $C_{x_{0}}$ by

$$
\begin{equation*}
\left.\tau_{k}^{0}[M, h]\left(x_{0}, \cdot\right) \doteq \frac{d^{k}}{d \rho^{k}}\right|_{\rho=0} t^{0}\left[M, h_{\rho}\right]\left(x_{0}, \cdot\right) \tag{4.30}
\end{equation*}
$$

then

$$
\begin{gather*}
t^{0}[M, h]\left(x_{0}, \cdot\right)=\sum_{k=0}^{N} \tau_{k}^{0}[M, h]\left(x_{0} \cdot\right)+r_{N}^{0}[M, h]\left(x_{0}, \cdot\right),  \tag{4.31}\\
r_{N}^{0}[M, h]\left(x_{0}, \cdot\right)=\frac{1}{N!} \int_{0}^{1}(1-\rho)^{N} \frac{d^{N+1} t^{0}\left[M, h_{\rho}\right]}{d \rho^{N+1}}\left(x_{0}, \cdot\right) d \rho . \tag{4.32}
\end{gather*}
$$

Those distributions enjoy the following properties (Theorem 4.1 in [41]):
Theorem 4.2.5. Let $x \in \Omega$ be a fixed point, then
(i) The distributions $\tau_{k}^{0}[M, h](x, \cdot)$ and $r_{N}^{0}[M, h](x, \cdot)$ are well defined distribution on $V^{p} \backslash\{0\}$, are local and covariant in the sense that for each $\chi: M \rightarrow M^{\prime}$ causally convex isometric embedding, $\chi^{*} \tau_{k}^{0}\left[M^{\prime}, h^{\prime}\right](x, \cdot)=\tau_{k}^{0}\left[M, \chi^{*} h^{\prime}\right](x, \cdot)$ and $\chi^{*} r_{N}^{0}\left[M^{\prime}, h^{\prime}\right](x, \cdot)=r_{N}^{0}\left[M, \chi^{*} h^{\prime}\right](x, \cdot)$.

Their wave front set are contained in

$$
\begin{aligned}
& \left\{\left(\dot{x}_{1}, \ldots, \dot{x}_{p}, \eta_{1}, \ldots, \eta_{p}\right) \in \dot{T}^{*}\left(V^{p} \backslash\{0\}\right)\right. \\
& \left.\quad:\left(x, e_{x}\left(\dot{x}_{1}\right), \ldots, e_{x}\left(\dot{x}_{p}\right), \xi-\sum_{i} \frac{\partial \bar{e}_{x}}{\partial \dot{x}_{i}} \eta_{i}, \frac{\partial \bar{e}_{x}}{\partial \dot{x}_{1}} \eta_{1}, \ldots, \frac{\partial \bar{e}_{x}}{\partial \dot{x}_{p}} \eta_{p}\right) \in \Gamma_{p+1}^{T}(M, h)\right\}
\end{aligned}
$$

(ii) For any background geometry $(M, h)$ the integral kernel of each $\tau_{k}^{0}$ may be represented as

$$
\begin{equation*}
\tau_{k}^{0}[M, h]\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right)=\sum_{r} C^{a_{1} \ldots a_{r}}[h](x) e_{x}^{*} u_{a_{1} \ldots a_{r}}^{0}\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right) \tag{4.33}
\end{equation*}
$$

where each $C^{a_{1} \ldots a_{r}}[h](x)$ is a covariant tensor constructed out of the metric $g$, curvature tensor $R$ and their covariant derivative at $x$ up to some fixed order; $u_{a_{1}, \ldots, a_{r}}^{0}$ are tensor valued $S O(1, n-1)$-equivariant distributions defined everywhere except at the origin of $V^{p}$;
(iii) $\tau_{k}^{0}[M, h]$ and $r_{N}^{0}[M, h]$ scale almost homogeneously, under physical scaling, with scaling degree equal to that of $t[M, h]$; we call this number $D$ in the sequel;
(iv) the distributions $u_{a_{1} \ldots a_{r}}^{0}$ and $r_{N}^{0}[M, h](x, \cdot)$ belong respectively to $E_{k-D}\left(V^{p} \backslash\{0\}\right)$ and $E_{N-D}\left(V^{p} \backslash\{0\}\right)$; that is, given the logarithmic flow $F_{\lambda}^{X}$ of the Euler vector field $X=\sum_{j=1}^{p} \sum_{a} \dot{x}_{j}^{a} \frac{\partial}{\partial \dot{x}_{j}^{a}}$, there are positive constants $c, c^{\prime}$ such that for all $f \in \mathcal{D}\left(V^{p} \backslash\{0\}\right)$

$$
\sup _{\lambda \in(0,1]}\left|\lambda^{k-D}\left(F_{\lambda}^{X}\right)^{*} u^{0}(f)\right| \leq c, \sup _{\lambda \in(0,1]}\left|\lambda^{N+1-D}\left(F_{\lambda}^{X}\right)^{*} r_{N}^{0}[M, h](x, f)\right| \leq c^{\prime}
$$

moreover, $\forall \chi \in \mathcal{D}\left(V^{p} \backslash 0\right), q \in \mathbb{N}, \Upsilon \subset \mathbb{R}^{n}$, $\Upsilon^{\prime} \subset \mathbb{R}^{n}$ such that $\operatorname{WF}\left(u^{0}\right) \cap \operatorname{supp}(\chi) \times \Upsilon=\emptyset$, $\mathrm{WF}\left(r_{N}^{0}(x)\right) \cap \operatorname{supp}(\chi) \times \Upsilon^{\prime}=\emptyset$, there are constants $C, C^{\prime}>0$ such that

$$
\sup _{\lambda \in(0,1]}\left\|\lambda^{k-D}\left(F(\lambda)^{X}\right)^{*} u^{0}\right\|_{\chi, q, \Upsilon} \leq C, \sup _{\lambda \in(0,1]}\left\|\lambda^{N+1-D}\left(F(\lambda)^{X}\right)^{*} r_{N}^{0}[M, h](x, \cdot)\right\|_{\chi, q, \Upsilon^{\prime}} \leq C^{\prime}
$$

Proof. The arguments used in the proof are essentially those used in Theorem 4.1 of [41] by means of which one can show items $(i)-(i i i)$, we just remark that combining (4.33) and the argument in the proof of Theorem 3.1 in [47] directly obtain that the coefficients $C^{a_{1} \cdots a_{r}}[h](x)$ are of the form claimed in (ii). We are therefore left with $(i v)$. Note that the action of the logarithmic flow $\left(F_{\lambda}^{X}\right)^{*}$ of the Euler vector field $X$, satisfies

$$
\begin{aligned}
& \lambda^{-k} \sum C[h](x) e_{x}^{*} u^{0}\left(\lambda \dot{x}_{1}, \ldots, \lambda \dot{x}_{p}\right)=\lambda^{-k}\left(F_{\lambda}^{X}\right)^{*}\left(\sum C[h](x) e_{x}^{*} u^{0}\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right)\right)= \\
& =\lambda^{-k}\left(F_{\lambda}^{X}\right)^{*}\left(\tau_{k}^{0}[M, h](x, \cdot)\right)=\left.\frac{d^{k}}{d(s / \lambda)^{k}}\right|_{\rho=0} t^{0}\left[M,\left((s / \lambda)^{-2}\left(F_{s}^{X}\right)^{*} g,(s / \lambda)^{2} m^{2}, \kappa\right)\right](x, \cdot) \\
& =\left.\frac{d^{k}}{d \rho^{k}}\right|_{\rho=0} t^{0}\left[M,\left(\lambda^{-2} g_{s}, \lambda^{2} m^{2}, \kappa\right)\right](x, \cdot)=\tau_{k}^{0}\left[M, S_{1 / \lambda} h\right](x, \cdot)
\end{aligned}
$$

where we used the covariance of $t^{0}$ in the first and fourth equality to factor in and out the $\left(F_{\lambda}^{X}\right)^{*}$ term. Moreover, if $\lambda \in(0,1], 1 / \lambda \in[1, \infty)$, thus by almost homogeneous scaling of $t^{0}[M, h]$ under physical scaling, $\tau_{k}^{0}\left[M, S_{1 / \lambda} h\right](x, \cdot)=(1 / \lambda)^{D}\left(\tau_{k}^{0}[M, h](x, \cdot)+\sum_{i} \ln ^{i}(\lambda) w_{i}[M, h]\right)$, therefore we get
that

$$
\begin{equation*}
\lambda^{-r} \sum C[h](x) e_{x}^{*} u^{0}\left(\lambda \dot{x}_{1}, \ldots, \lambda \dot{x}_{p}\right)=\lambda^{k-D-r}\left(\tau_{k}^{0}[M, h](x, \cdot)+\sum_{i} \ln ^{i}(\lambda) w_{i}[M, h]\right) \tag{4.34}
\end{equation*}
$$

The quantity $\lambda^{-r}\left\langle\tau_{k}^{0}[M, h](x, \lambda \cdot), f\right\rangle$ is bounded for every $f \in \in \mathcal{D}\left(V^{p} \backslash\{0\}\right)$ whenever $-r+k-D>0$. Similarly, when estimating the other seminorms we can take advantage of (4.34): given any $\chi, l, V$ as above, we see that

$$
\begin{aligned}
& \left\|\lambda^{k-D}\left(F(\lambda)^{X}\right)^{*} u^{0}\right\|_{\chi, q, V} \leq C(h) \lambda^{-r}\left\langle\chi \tau_{k}^{0}[M, h](x, \lambda \cdot), e^{i\left(\sum_{j} \dot{x}_{j} \eta_{j}\right)}\right\rangle \\
& =\lambda^{k-D-r}\left(\left\langle\chi \tau_{k}^{0}[M, h](x, \cdot), e^{i\left(\sum_{j} \dot{x}_{j} \eta_{j}\right)}\right\rangle+\sum \ln (\lambda)\left\langle\chi w_{i}[M, h], e^{i\left(\sum_{j} \dot{x}_{j} \eta_{j}\right)}\right\rangle\right)
\end{aligned}
$$

Each of the terms inside pairings is rapidly decreasing along the direction in the cone $V$ by hypothesis and is independent of $\lambda$; then again whenever $-r+k-D>0$ the above quantity is bounded, thus we conclude that the scaled distributions $\tau_{k}^{0}[M, h](x, \cdot)$, and therefore each of the $u^{0}$ belong in $E_{k-D}\left(V^{p} \backslash\{0\}\right)$. The argument for the proof for the distributions $r^{0}[M, h]$ is similar for boundedness in the Hörmander topology follows from the following calculation:

$$
\begin{aligned}
& N!r_{N}^{0}[M, h]\left(x, \lambda \dot{x}_{1}, \ldots, \lambda \dot{x}_{p}\right)=\int_{0}^{1}(1-\rho)^{N} \frac{d^{N+1}}{d \rho^{N+1}}\left(F_{\lambda}^{X}\right)^{*} t^{0}\left[M, h_{\rho}\right]\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right) d \rho \\
& =\int_{0}^{1}(1-\rho)^{N} \frac{d^{N+1}}{d \rho^{N+1}} t^{0}\left[M,\left(s^{-2}\left(F_{s}^{X}\right)^{*} g, s^{2} m^{2}, \kappa\right)\right]\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right) d \rho \\
& =\lambda^{N} \int_{0}^{\lambda}(1-s / \lambda)^{N} \frac{d^{N+1}}{d \rho^{N+1}} t^{0}\left[M, S_{1 / \lambda} h_{\rho}\right]\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right) d \rho
\end{aligned}
$$

finally, using the almost homogeneous scaling of $r_{N}^{0}$ with respect to the scaling of the background geometry, we obtain

$$
\begin{align*}
\lambda^{-r} r_{N+1}^{0}[M, h]\left(x, \lambda \dot{x}_{1}, \ldots, \lambda \dot{x}_{p}\right)= & \lambda^{N-D-r}\left(\int_{0}^{\lambda}(1-s / \lambda)^{N} \frac{d^{N+1}}{d \rho^{N+1}} t^{0}\left[M, h_{\rho}\right]\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right) \frac{1}{\lambda} d \rho\right. \\
& \left.+\sum_{j} \ln (\lambda)^{j} \int_{0}^{\lambda}(1-s / \lambda)^{N} \frac{d^{N+1}}{d \rho^{N+1}} w^{0}\left[M, h_{\rho}\right]\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right) \frac{1}{\lambda} d \rho\right) . \tag{4.35}
\end{align*}
$$

Notice that the integral contributions give rise to distributions in the variables $\left(\lambda, x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right)$, which however are smooth in $\lambda$, therefore when calculating

$$
\sup _{\lambda \in(0,1]}\left|\lambda^{N-D}\left(F_{\lambda}^{X}\right)^{*} r_{N}^{0}[M, h](x, f)\right| \leq c^{\prime}, \sup _{\lambda \in(0,1]}\left\|\lambda^{N-D}\left(F(\lambda)^{X}\right)^{*} r_{N}^{0}[M, h](x, \cdot)\right\|_{\chi, q, \Upsilon^{\prime}} \leq C^{\prime}
$$

we can estimate the $\lambda$ dependence with appropriate constants. Thus $r_{N}^{0}[M, h](x, \cdot) \in E_{N-D}\left(V^{p} \backslash\{0\}\right)$.

This proof allow us to extend the distributions $u^{0}, r_{N+1}^{0}[M, h] \in \mathcal{D}^{\prime}\left(V^{p} \backslash\{0\}\right)$ to distributions in $\mathcal{D}^{\prime}\left(V^{p}\right)$ according to Theorem 4.1.5 and Theorem 4.1.6. In this case we need not a precise estimation of the wave front set of the extension, thus in (iv) of Theorem 4.2.5 we could have just controlled boundedness of $u^{0}, r^{0}[M, h](x)$ in the standard topology of $\mathcal{D}^{\prime}\left(V^{p} \backslash 0\right)$, however, the arguments developed there will prove important for the next result.

Theorem 4.2.6. Let $\tau_{k}^{0}[M, h](x, \cdot), r_{N}^{0}[M, h](x, \cdot) \in \mathcal{D}^{\prime}\left(V^{p} \backslash\{0\}\right)$ be the distributions defined as in (4.30) and (4.31), then there exists extensions $\tau_{k}[M, h](x, \cdot), r_{N}[M, h](x, \cdot)$ such that

$$
t_{J}[M, h](x, \cdot) \doteq \sum_{k=0}^{N} \tau_{k}[M, h](x, \cdot)+r_{N}[M, h](x, \cdot)
$$

satisfies all requirements given in Lemma 4.2.3. Moreover, if $\mathbb{R}^{d} \ni s \mapsto h_{s}$ is a compactly supported variation of the background geometry, the distributions $\tau_{k}^{0}\left[M, h_{s}\right](x, \cdot), r_{N}^{0}\left[M, h_{s}\right](x, \cdot) \in \mathcal{D}^{\prime}\left(\mathbb{R}^{d} \times\right.$ $\left.\left(V^{p} \backslash\{0\}\right)\right)$ admits extensions $\tau_{k}\left[M, h_{s}\right](x, \cdot), r_{N}\left[M, h_{s}\right](x, \cdot)$ such that

$$
t_{J}\left[M, h_{s}\right](x, \cdot) \doteq \sum_{k=0}^{N} \tau_{k}\left[M, h_{s}\right](x, \cdot)+r_{N}\left[M, h_{s}\right](x, \cdot)
$$

with $t_{J}\left[M, h_{0}\right]=t_{J}[M, h]$ and

$$
\mathrm{WF}\left(t_{J}\left[M, h_{s}\right]\right) \subset\left\{\left(s, x, x_{1}, \ldots, x_{p}, \zeta, \xi_{1}, \ldots, \xi_{p+1}\right):\left(x_{1}, \ldots, x_{p+1}, \xi_{1}, \ldots, \xi_{p+1}\right) \in \Gamma_{p+1}^{T}\left(M, h_{s}\right)\right\}
$$

Proof. We will proceed in three steps: first we extend the distributions $\tau_{k}^{0}[M, h], r_{N}[M, h]$ and $\tau_{k}^{0}\left[M, h_{s}\right], r_{N}\left[M, h_{s}\right]$ as distributions on $\mathcal{D}^{\prime}\left(\Omega \times V^{p}\right)$ and $\mathcal{D}^{\prime}\left(\mathbb{R}^{d} \Omega \times V^{p}\right)$ respectively, then in the remaining steps we establish the wave front set of those extensions.

Step 1. Each $\tau_{k}^{0}[M, h]$ can be extended to the diagonal by extending the distributions $u^{0}$. Indeed, by property $(i v)$ in Theorem 4.2.5, the divergence degree of those distributions will be controlled, thus by Theorem 4.2 .6 we can find an extension $u$ of $u^{0}$. Lemma 4.1 in [41] ensures that $u$ can be chosen to be $S O(1, n-1)$-equivariant. As a result, we define the extension $\tau_{k}[M, h]\left(x, x_{1}, \ldots, x_{p}\right)=\sum C^{a_{1}, \ldots, a_{r}}[h](x) e_{x}^{*} u_{a_{1}, \ldots, a_{r}}\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right)$, which with the appropriate choice of $u$ is local and covariant. If we chose $N$ big enough, i.e. $N+1-D+n \cdot p>0$. By Theorem 4.1.5 we can extend uniquely the distribution $r_{N}^{0}[M, h](x)$ directly by

$$
\begin{equation*}
r_{N}[M, h](x) \doteq \lim _{\epsilon \rightarrow 0}\left(1-\chi_{\epsilon^{-1}}\right) r_{N}^{0}[M, h](x) \tag{4.36}
\end{equation*}
$$

In particular, uniqueness of the extension will imply locality and covariance. The scaling properties of the extended distributions $r_{N}[M, h]$ and each $\tau_{k}[M, h]$ remain the same as those of $t[M, h]$. The extension of the distributions $\tau_{k}^{0}\left[M, h_{s}\right], r_{N}^{0}\left[M, h_{s}\right]$ works in the same way noticing the following facts

- the expansion

$$
\begin{equation*}
t^{0}\left[M, h_{s}\right](x, \cdot)=\sum_{k=0}^{N} \tau_{k}^{0}\left[M, h_{s}\right]\left(x_{0} \cdot\right)+r_{N}^{0}\left[M, h_{s}\right](x, \cdot) \tag{4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{k}^{0}\left[M, h_{s}\right](x, \cdot)=\sum_{r} C^{a_{1} \ldots a_{r}}\left[h_{s}\right](x) e_{x}(s)^{*} u_{a_{1} \ldots a_{r}}^{0} \tag{4.38}
\end{equation*}
$$

$$
\begin{equation*}
r_{N}^{0}\left[M, h_{s}\right](x, \cdot)=\frac{1}{N!} \int_{0}^{1}(1-\rho)^{N} \frac{d^{N+1} t^{0}\left[M,\left(h_{s}\right)_{\rho}\right]}{d \rho^{N+1}}(x, \cdot) d \rho \tag{4.39}
\end{equation*}
$$

can be performed in analogy with (4.31) due to the fact that $t^{0}\left[M, h_{s}\right](x, f)$ is jointly smooth in $(s, x)$ by the induction hypothesis and $(x i)$ in Definition 4.2.2;

- the coefficients $C^{a_{1} \ldots a_{r}}\left[h_{s}\right](x)$ are jointly smooth in $(s, x)$ and the distributions $r_{N}^{0}\left[M, h_{s}\right](x)$, $u_{a_{1} \ldots a_{r}}^{0}$ satisfy bounds

$$
\sup _{\lambda \in(0,1]}\left|\lambda^{k-D}\left(F_{\lambda}^{X}\right)^{*} u^{0}(f)\right| \leq c, \sup _{\lambda \in(0,1]}\left|\lambda^{N+1-D}\left(F_{\lambda}^{X}\right)^{*} r_{N}^{0}\left[M, h_{s}\right](x, f)\right| \leq c^{\prime}
$$

for any $f \in \mathcal{D}\left(V^{p} \backslash 0\right)$, repeating the same arguments used for the proof of $(i v)$ in Theorem 4.2.5.
We remark that $\left.r_{N}^{0}\left[M, h_{s}\right]\right|_{s=0} \equiv r_{N}^{0}[M, h],\left.\tau_{k}\left[M, h_{s}\right]\right|_{s=0} \equiv \tau_{k}[M, h]$.
Step 2. Next we look at the wave front sets of $r_{N}[M, h]$ and each $\tau_{k}[M, h]$. Since those are known off the diagonal we have to estimate just the newly added singularities in $\Delta_{p+1}(M)$. We claim that

$$
\begin{aligned}
& \left.\mathrm{WF}\left(\tau_{k}[M, h]\right)\right|_{\Delta_{p+1}(\Omega)} \subset N^{*} \Delta_{p+1}(\Omega) \\
& \left.\mathrm{WF}\left(r_{N}[M, h]\right)\right|_{\Delta_{p+1}(\Omega)} \subset N^{*} \Delta_{p+1}(\Omega)
\end{aligned}
$$

Notice that this time we are actually thinking of $\tau_{k}[M, h]$ as a distribution in $\mathcal{D}^{\prime}\left(\Omega^{p+1}\right)$. By construction $\tau_{k}[M, h]\left(x, x_{1}, \ldots, x_{p}\right)=\sum C^{a_{1}, \ldots, a_{r}}[h](x) e_{x}^{*} u_{a_{1}, \ldots, a_{r}}\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right)$, consider the (local) diffeomorphism $\left(x, x_{i}\right) \rightarrow\left(x, \bar{e}_{x}\left(x_{i}\right)\right)$, if $u$ has a certain wave front set $\mathrm{WF}(u)$, by [44, Theorem 8.4.2] the pull-back distribution $C[h](x) e_{x}^{*} u\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right)$ will have wave front set given by

$$
\begin{aligned}
& \mathrm{WF}\left(C[h](x) e_{x}^{*} u\right) \subseteq\{ \left(x, e_{x}\left(\dot{x}_{1}\right), \ldots, e_{x}\left(\dot{x}_{p}\right) ; \xi+\sum_{i=1}^{p} \frac{\partial \bar{e}_{x}\left(x_{i}\right)}{\partial x} \eta_{i}, \frac{\partial \bar{e}_{x}\left(x_{1}\right)}{\partial x_{1}} \eta_{1}, \ldots, \frac{\partial \bar{e}_{x}\left(x_{p}\right)}{\partial x_{p}} \eta_{p}\right) \\
&\left.\in \dot{T}^{*} \Omega^{p+1}:\left(\dot{x}_{1}, \ldots, \dot{x}_{p} ; \eta_{1} \ldots, \eta_{p}\right) \in \mathrm{WF}(u)\right\}
\end{aligned}
$$

By the microlocal spectrum condition, we know that $C[h] u$ is smooth in the $x$ variable, thus $\xi=0$. Moreover we have the identity

$$
\frac{\partial \bar{e}_{x}^{\mu}\left(x_{i}\right)}{\partial x^{\nu}}=-\frac{\partial e_{x_{i}}^{\mu}\left(\dot{x}_{i}\right)}{\partial \dot{x}_{i}^{\alpha}} \frac{\partial \bar{e}_{x_{i}}^{\alpha}(x)}{\partial x^{\nu}}
$$

which evaluated in the coincidence limit $x_{i} \rightarrow x$ yields

$$
\frac{\partial \bar{e}_{x}^{\mu}\left(x_{i}\right)}{\partial x^{\nu}}=-\delta_{\alpha}^{\mu} \frac{\partial \bar{e}_{x}^{\alpha}\left(x_{i}\right)}{\partial x_{i}^{\nu}}
$$

As a result, we get
$\left.\overline{\mathrm{WF}\left(\tau_{k}[M, h]\right)}\right|_{\Delta_{p+1}(\Omega)} \subseteq\left\{\left(x, \ldots, x ;-\sum_{i=1}^{p} \xi_{i}, \xi_{1}, \ldots, \xi_{p}\right) \in \dot{T}^{*} \Omega^{p+1}:\left(x_{1}, \ldots, x_{p} ; \xi_{1}, \ldots, \xi_{p}\right) \in \dot{T}^{*} \Omega^{p}\right\}$.
It remains to show that $\left.\operatorname{WF}\left(r_{N}[M, h]\right)\right|_{\Delta_{p+1}(\Omega)} \subseteq N^{*} \Delta_{p+1}(\Omega)$. Here we proceed as follows: first we note that $r^{0}[M, h](x, \cdot) \in \mathcal{D}^{\prime}\left(V^{p} \backslash\{0\}\right)$ can be seen as a distribution $r^{0}[M, h] \in \mathcal{D}^{\prime}\left(\Omega \times\left(V^{p} \backslash\{0\}\right)\right)$ depending smoothly on the first factor. Notice that $r^{0}[M, h] \in E_{N-D}\left(\Omega \times\left(V^{p} \backslash\{0\}\right)\right)$, for the vector
field $X=\sum_{i=1}^{p} \dot{x}_{i}^{a} \frac{\partial \dot{x}_{i}^{a}}{}$ is an Euler vector field for the submanifold $\Omega \times\{0\} \subset \Omega \times V^{p}$, therefore we can adapt the proof of Theorem 4.2.5 and get $r^{0}[M, h] \in E_{N-D}\left(\Omega \times\left(V^{p} \backslash\{0\}\right)\right)$. We claim that $r^{0}[M, h]$ satisfies the conormal landing condition

$$
\left.\overline{\mathrm{WF}\left(r_{N}^{0}[M, h]\right)} \cap T^{*}\left(\Omega \times V^{p}\right)\right|_{\Omega \times\{0\}} \subset N^{*}(\Omega \times\{0\}) .
$$

If that was true, since

$$
\bar{e}_{.}^{p}: \Omega^{p+1} \ni\left(x, x_{1}, \ldots, x_{p}\right) \mapsto\left(x, \dot{x}_{1}, \ldots, \dot{x}_{p}\right)=\left(x, \bar{e}_{x}\left(x_{1}\right), \ldots, \bar{e}_{x}\left(x_{p}\right)\right) \in \Omega \times V^{p}
$$

is a diffeomorphism, (ii) in Proposition 4.1.3 implies that

$$
\left.E_{N-D, N^{*}(\Omega \times\{0\})}\left(\Omega \times\left(V^{p} \backslash\{0\}\right)\right) \simeq E_{N-D, N^{*}\left(\Delta_{p+1}(\Omega)\right)}\left(\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)\right)\right),
$$

thus by uniqueness of the extension combined with Theorem 4.1.6 we obtain $\left.\mathrm{WF}\left(r_{N}[M, h]\right)\right|_{\Delta_{p+1}(\Omega)} \subset$ $N^{*} \Delta_{p+1}(\Omega)$.

We are thus left with showing that $r^{0}[M, h]$ satisfies the conormal landing condition. Instead of doing this directly, we show that $\left.\overline{\left.\mathrm{WF} t^{0}[M, h]\right)}\right|_{\Delta_{p+1}(\Omega)} \subseteq N^{*} \Delta_{p+1}(\Omega)$ which together with (4.40) implies our claim. To do so we proceed by induction over $p$. When $p=0$, we are in the case of Wick powers, where the dependence is smooth; so we assume that the condition holds for any $n<p$. By Theorem 4.3 in [11] and equation (31) therein, in $\Omega^{p+1} \backslash \Delta_{p+1}(\Omega)$ we can write

$$
\begin{equation*}
t[M, h]\left(x_{0}, x_{1}, \ldots, x_{p}\right)=\sum_{I} t_{I}^{0}\left(x_{I}\right) t_{I^{c}}^{0}\left(x_{I^{c}}\right) \prod_{i \in I, j \in I^{c}} H_{F}^{a_{i j}}\left(x_{i}, x_{j}\right) \tag{4.41}
\end{equation*}
$$

where $I \cup I_{c}=\{0, \ldots, p\}$ is any partition with $I \neq \emptyset,\{0, \ldots, p\}$ and $H_{F}^{a_{i j}}$ the $a_{i j}$ th power of the Feynman propagator. We stress that the latter distribution is well defined since we are avoiding the diagonal. By (i) in Lemma 4.1.10 we have that $\left.\overline{\mathrm{WF}\left(H_{F}^{a_{i j}}\right)}\right|_{\Delta_{2}(\Omega)} \subset N^{*} \Delta_{2}(\Omega)$, moreover by the induction hypothesis each $t_{I}$ satisfies

$$
\left.\overline{\left.\mathrm{WF} t_{I}^{0}[M, h]\right)}\right|_{\Delta_{|I|}(\Omega)} \subseteq N^{*} \Delta_{|I|}(\Omega) .
$$

If we denote by $\mathrm{pr}_{I}$ the projection mapping $M^{p+1} \ni\left(x, \ldots, x_{p}\right) \mapsto x_{I} \in M^{|I|}$; then again, by [44, Theorem 8.4.2], we have

$$
\begin{equation*}
\left.\mathrm{WF}\left(t^{0}[M, h]\right)\right|_{U_{I}} \subset\left\{\operatorname { p r } _ { I } ^ { * } \left(\mathrm{WF}\left(t_{I}^{0}[M, h]\right)+\operatorname{pr}_{I^{c}}^{*}\left(\mathrm{WF}\left(t_{I^{c}}^{0}[M, h]\right)+\sum_{i \in I, j \in I^{c}} \operatorname{pr}_{i j}^{*}\left(\mathrm{WF}\left(H_{F}^{a_{i j}}\right)\right)\right\} .\right.\right. \tag{4.42}
\end{equation*}
$$

Taking the closure of (4.42) in $T^{*} U_{I}$ for each $I$, yields

$$
\left.\overline{\mathrm{WF}\left(t^{0}[M, h]\right)}\right|_{\Delta_{p+1}(\Omega)} \subset N^{*} \Delta_{p+1}(\Omega) .
$$

Consequently $r_{N}^{0}[M, h]$ satisfies the conormal landing condition and together with Theorem 4.1.6 we obtain

$$
\left.\mathrm{WF}\left(r_{N}[M, h]\right)\right|_{\Delta_{p+1}(\Omega)} \subseteq N^{*} \Delta_{p+1}(\Omega) .
$$

Step 3. Lastly, we are left with showing that the parameterized extensions $r_{N}\left[M, h_{s}\right], \tau_{k}\left[M, h_{s}\right]$ described in the first step do satisfy the parameterized microlocal spectrum condition (iv) in Lemma 4.2.3. We claim even more: if $h_{s}$ is a compactly supported variation with $s \in \mathbb{R}^{d}$, then

$$
\begin{aligned}
& \left.\overline{\mathrm{WF}\left(\tau_{k}^{0}\left[M, h_{s}\right]\right)} \cap T^{*}\left(\mathbb{R}^{d} \times \Omega^{p+1}\right)\right|_{\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)} \subset N^{*}\left(\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)\right), \\
& \left.\overline{\mathrm{WF}\left(r_{N}^{0}\left[M, h_{s}\right]\right)} \cap T^{*}\left(\mathbb{R}^{d} \times \Omega^{p+1}\right)\right|_{\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)} \subset N^{*}\left(\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)\right), .
\end{aligned}
$$

To show this claim we can repeat the previous argument noting that:

- $\tau_{k}^{0}\left[M, h_{s}\right](x, \cdot)=\sum C^{a_{1}, \ldots, a_{r}}\left[h_{s}\right](x) e_{x}(s)^{*} u_{a_{1}, \ldots, a_{r}}^{0}(\cdot)$; therefore the dependence on $s \in \mathbb{R}^{d}$ is localized in the coefficient $C\left[h_{s}\right]$ (which is a scalar constructed out of tensors built out of $j^{r} h_{s}$ for some order $r \in \mathbb{N})$ and in the mapping $e_{x}(s): V \subset T_{x} \Omega^{p} \rightarrow \Omega_{x} \times \cdots \times \Omega_{x}:\left(\dot{x}_{1}, \ldots, \dot{x}_{p}\right) \mapsto$ $\left(e_{x}(s)\left(\dot{x}_{1}\right), \ldots, e_{x}(s)\left(\dot{x}_{p}\right)\right)$. The combination induces a diffeomorphism $\mathbb{R}^{d} \times \Omega \times \Omega^{p} \rightarrow \mathbb{R}^{d} \times$ $\Omega \times V^{p}$, therefore studying the pullback of the wave front set of $\mathrm{WF}\left(u^{0}\right)$ as done for (4.40), yields

$$
\begin{align*}
\left.\overline{\mathrm{WF}\left(\tau_{k}^{0}\left[M, h_{s}\right]\right)}\right|_{\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)} \subseteq\{ & \left(s, x, \ldots, x ; 0,-\sum_{i=1}^{p} \xi_{i}, \xi_{1}, \ldots, \xi_{p}\right) \in \dot{T}^{*} \Delta_{p+1}(\Omega)  \tag{4.43}\\
& \left.:\left(x_{1}, \ldots, x_{p} ; \xi_{1}, \ldots, \xi_{p}\right) \in \dot{T}^{*} \Omega^{p}\right\} .
\end{align*}
$$

- Similarly, to establish that $r_{N}^{0}\left[M, h_{s}\right]$ satisfies the conormal landing condition, we apply the same induction argument used above, noting that the basic case $p=0$, is handled by Wick powers, and that for generic $p$ the causal factorization

$$
\begin{equation*}
t\left[M, h_{s}\right]\left(x, x_{1}, \ldots, x_{p}\right)=\sum_{I} t_{I}^{0}\left[M, h_{s}\right]\left(x_{I}\right) t^{0}\left[M, h_{s}\right]_{I^{c}}\left(x_{I^{c}}\right) \prod_{i \in I, j \in I^{c}} H_{F}\left[M, h_{s}\right]^{a_{i j}}\left(x_{i}, x_{j}\right), \tag{4.44}
\end{equation*}
$$

still holds. Combining the inductive hypothesis $\left.\overline{\left.\mathrm{WF} t_{I}^{0}\left[M, h_{s}\right]\right)}\right|_{\Delta_{|I|}(\Omega)} \subseteq N^{*}\left(\mathbb{R}^{d} \times \Delta_{|I|}(\Omega)\right)$ and (ii) in Lemma 4.1.10, we can apply Theorem 4.1.6 and obtain $\left.\mathrm{WF}\left(r_{N}\left[M, h_{s}\right]\right)\right|_{\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)} \subseteq$ $N^{*}\left(\mathbb{R}^{d} \times \Delta_{p+1}(\Omega)\right)$.

This concludes the proof for the existence.

### 4.2.2 Uniqueness of time ordered products

To conclude this section we establish the uniqueness result for time ordered products. In the proof of the existence of such products we constructed uniquely the product up to the diagonal, therefore different prescriptions for, say the $p$ th order product, ought to differ only in $\Delta_{p}(M)$; that is, they differ by a renormalization choice. Theorem 4.2.7 and Corollary 4.2.8 strictly characterize such choices.

Theorem 4.2.7. Let $\mathfrak{A}_{\mu l o c}(M, h) \subset \mathfrak{A}_{\mu c}(M, h)$ the algebra of microlocal functionals in the background geometry ( $M, h$ ).
(a) Given two prescriptions $\left\{T_{p}\right\}_{p \in \mathbb{N}},\left\{\widetilde{T}_{p}\right\}_{p \in \mathbb{N}}$ for time ordered products, there exists a family of natural transformations $\left\{Z_{p}: \otimes^{p} \mathfrak{A}_{\mu l o c} \Rightarrow \mathfrak{A}_{\mu l o c}\right\}_{p \in \mathbb{N}}$ inducing linear mappings $Z_{p}[M, h]$ :
$\otimes^{p} \mathfrak{A}_{\mu l o c}(M, h) \rightarrow \mathfrak{A}_{\mu l o c}(M, h)$, uniquely defined by

$$
\begin{equation*}
\left(\frac{i}{\hbar}\right)^{p} \widetilde{T}_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)=\sum_{\pi \in \mathcal{P}(\{1, \ldots, p\})}\left(\frac{i}{\hbar}\right)^{|\pi|} T_{|\pi|}[M, h]\left(\otimes_{I \in \pi} Z_{|I|}[M, h]\left(\otimes_{i \in I} A_{i}\right)\right) \tag{4.45}
\end{equation*}
$$

where $\pi$ is a partition of the set $\{1, \ldots, p\}$ into $|\pi|$ smaller subsets $I_{1}, \ldots, I_{|\pi|}$. Satisfying the following conditions:
(i) Covariance. Let $\chi:(M, h) \rightarrow\left(M^{\prime}, h^{\prime}\right)$ be a causality preserving isometric embedding, then for each $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, we have

$$
Z_{p}\left[M, \chi^{*} h^{\prime}\right]\left(A_{1}, \ldots, A_{p}\right)=Z_{p}\left[M^{\prime}, h^{\prime}\right]\left(\mathfrak{A}_{\chi}\left(A_{1}\right), \ldots, \mathfrak{A}_{\chi}\left(A_{p}\right)\right)
$$

(ii) Support properties. Given $A_{i} \in \mathfrak{A}_{\mu l o c}(M, h)$ with $i=1, \ldots, p$, we have

$$
\operatorname{supp}\left(Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right)=\bigcap_{j=1}^{p} \operatorname{supp}\left(A_{j}\right)
$$

(iii) Symmetry. The mapping $Z_{p}$ is symmetric under permutation of its arguments, that is, given any permutation $\sigma$ of the set $\{1, \ldots, p\}$,

$$
Z_{p}[M, h]\left(A_{\sigma(1)}, \ldots, A_{\sigma(p)}\right)=Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)
$$

(iv) Initial value. $Z_{0}[M, h]=0$ for all background geometries $(M, h)$;
(v) Scaling. If each $A_{j} \in \mathfrak{A}_{\mu l o c}(M, h)$ scales almost homogeneously with degree $\rho_{j}$ under the rescaling of parameters $h \rightarrow S_{\lambda} h$, then $Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right) \in \mathfrak{A}_{\mu l o c}(M, h)$ scales almost homogeneously with scaling degree $\sum_{j=1}^{p} \rho_{j}$;
(vi) Field independence. Given $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, we have

$$
d Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)[\varphi]=\sum_{j=1}^{p} Z_{p}[M, h]\left(A_{1}, \ldots, d A_{j}[\varphi], \ldots, A_{p}\right)
$$

(vii) Unitarity. If $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, then

$$
Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)^{*}=Z_{p}[M, h]\left(A_{1}^{*}, \ldots, A_{p}^{*}\right)
$$

(viii) Action Ward identity. Let $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$ such that at least one, say $A_{1}$, has the form $A_{1}=\alpha_{H}^{-1}\left(F_{1}\right)$ where

$$
F_{1}(\varphi)=\int_{M} j^{r} \varphi^{*}(d \theta)
$$

for some $n-1$-form $\theta \in \Omega_{n-1}\left(J^{r} M\right)$, then

$$
Z_{p}\left(A_{1}, \ldots, A_{p}\right)=0
$$

(ix) $\varphi$-Locality Let $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, denote by $A_{i}^{\left[k_{1}\right]}$ the Wick ordering of the $k$ th
order truncated Taylor series of $F_{i}=\alpha_{H}\left(A_{i}\right)$ in $0 \in C^{\infty}(M)$, then

$$
Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)=Z_{p}[M, h]\left(A_{1}^{\left[k_{1}\right]}, \ldots, A_{p}^{\left[k_{p}\right]}\right)+O\left(\hbar^{\lfloor p(k+1) / 2\rfloor+1}\right)
$$

( $x$ ) Microlocal spectrum condition ( $\mu S C$ ). Given any $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, consider the formal integral kernel associated to the functional derivative $d^{k}\left(\alpha_{H}\left(Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right)\right)[\varphi]$, we require that for every $\varphi \in C^{\infty}(M)$,

$$
\begin{equation*}
\mathrm{WF}\left(d^{k}\left(\alpha_{H}\left(Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right)\right)[\varphi]\right) \subset N^{*} \Delta_{k}(M) \tag{4.46}
\end{equation*}
$$

(xi) Parameterized microlocal spectrum condition ( $P \mu S C$ ). If $(M, h)$ is a background geometry and $\mathbb{R}^{d} \ni s \mapsto h_{s} \in \Gamma^{\infty}(H M)$ any compactly supported variation of $h$; we require that for every $\varphi \in C^{\infty}(M)$ and every $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$,

$$
\begin{aligned}
& \mathrm{WF}\left(d^{k}\left(\alpha_{H}\left(Z_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right)\right)\right)[\varphi]\right) \\
& \subset\left\{\left(s, x_{1}, \ldots, x_{k}, \zeta, \xi_{1}, \ldots, \xi_{k}\right):\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in N^{*} \Delta_{k}(M)\right\} .
\end{aligned}
$$

(b) If $\left\{T_{p}\right\}_{p \in \mathbb{N}}$ is a family satisfying all requirements of Definition 4.2.2, and $\left\{Z_{p}\right\}_{p \in \mathbb{N}}$ another family satisfying properties (i)-(xi) in (a) above; given any $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$, setting

$$
\left(\frac{i}{\hbar}\right)^{p} \widetilde{T}_{p}[M, h]\left(A_{1}, \ldots, A_{p}\right) \doteq \sum_{\pi \in \mathcal{P}(\{1, \ldots, p\})}\left(\frac{i}{\hbar}\right)^{|\pi|} T_{|\pi|}[M, h]\left(\otimes_{I \in \pi} Z_{|I|}[M, h]\left(\otimes_{i \in I} A_{i}\right)\right),
$$

yields another prescription for a time ordered product according to Definition 4.2.2.
Proof. For notational sake we shall omit the $[M, h]$ form $T_{p}[M, h], Z_{p}[M, h]$. We start with (a). We define the family $\left\{Z_{p}\right\}$ by induction over $p$. First we note that (iv) in Definition 4.2.2 is consistent with

$$
\widetilde{T}_{0}(A)=1_{\mathfrak{A}_{\mu c}}=T_{0}(A) .
$$

Next, suppose we have constructed $\left\{Z_{k}\right\}_{k<p}$, from (4.45) define

$$
\begin{aligned}
& Z_{p}\left(A_{1} \ldots, A_{p}\right) \doteq\left(\frac{i}{\hbar}\right)^{p-1} \widetilde{T}_{p}\left(A_{1}, \ldots, A_{p}\right)-\left(\frac{i}{\hbar}\right)^{p-1} T_{p}\left(A_{1}, \ldots, A_{p}\right) \\
&-\sum_{\substack{\pi \in \mathcal{P}\{\{1, \ldots, p\}) \\
|\pi| \neq n}}\left(\frac{i}{\hbar}\right)^{|\pi|-1} T_{|\pi|}\left(\bigotimes_{I \in \pi} Z_{|I|}\left(\bigotimes_{i \in I} A_{i}\right)\right)
\end{aligned}
$$

The right hand side can always be constructed since it involves the mappings $\left\{Z_{k}\right\}_{k<p}$ and the two time ordered products. We stress that for $p=1$, (4.45) yields $Z_{1}=i d_{\mathfrak{A}_{\mu l o c}}$ which is consistent since $T_{1}(A)=A=\widetilde{T}_{1}(A)$ for any $A \in \mathfrak{A}_{\mu l o c}(M, h)$. The element $Z_{p}$ constructed above will be local and covariant by $(i)$ in 4.2.2 and the inductive hypothesis applied to $\left\{Z_{k}\right\}_{k<p}$. This argument also shows that properties $(i i i),(v),(v i),(v i i i),(i x)$ in (a) Theorem 4.2.7 hold. To show (ii), suppose that at least a pair of elements $A_{1}, A_{2}$ have mutually disjoint supports, i.e. $S_{1}=\operatorname{supp}\left(A_{1}\right) \cap \operatorname{supp}\left(A_{2}\right)=$ $S_{2}=\emptyset$. Then there is $I \subset\{1, \ldots, p\}$ for which any support $S_{i}=\operatorname{supp}\left(A_{i}\right), i \in I$ has $S_{i} \notin J^{-}\left(S_{j}\right)$ for
all $j \in I^{c}$; by assumption, at the very least $\{1\} \subset I,\{2\} \subset I^{c}$. Combining the causal factorization axiom of time ordered products with the inductive assumptions we get

$$
\begin{aligned}
& \left(\frac{i}{\hbar}\right)^{1-p} Z_{p}\left(A_{i}, \ldots, A_{p}\right) \\
& =\widetilde{T}_{|I|}\left(\bigotimes_{i \in I} A_{i}\right) \star \widetilde{T}_{\left|I^{c}\right|}\left(\bigotimes_{j \in I^{c}} A_{j}\right)-T_{|I|}\left(\bigotimes_{i \in I} A_{i}\right) \star T_{\left|I^{c}\right|}\left(\bigotimes_{j \in I^{c}} A_{j}\right) \\
& -\sum_{\substack{\pi_{1} \in \mathcal{P}(I), \pi_{2} \in \mathcal{P}\left(I_{c}\right) \\
\left|\pi_{1}\right| \neq 1 \&\left|\pi_{2}\right| \neq 1}}\left(\frac{i}{\hbar}\right)^{\left|\pi_{1}\right|+\left|\pi_{2}\right|-p} T_{\left|\pi_{1}\right|}\left(\bigotimes_{I_{1} \in \pi_{1}} Z_{\left|I_{1}\right|}\left(\bigotimes_{i \in I_{1}} A_{i}\right)\right) \star T_{\left|\pi_{2}\right|}\left(\bigotimes_{I_{2} \in \pi_{2}} Z_{\left|I_{2}\right|}\left(\bigotimes_{j \in I_{2}} A_{j}\right)\right) \\
& =\left(\sum_{\substack{\pi_{1} \in \mathcal{P}(I)}}\left(\frac{i}{\hbar}\right)^{\left|\pi_{1}\right|-|I|} T_{\left|\pi_{1}\right|}\left(\bigotimes_{\substack{ \\
I_{1} \in \pi_{1}}}^{Z_{\left|I_{1}\right|}}\left(\bigotimes_{i \in I_{1}} A_{i}\right)\right)\right) \\
& \\
& \star\left(\sum_{\substack{\pi_{2} \in \mathcal{P}\left(I^{c}\right)}}\left(\frac{i}{\hbar}\right)^{\left|\pi_{2}\right|-\left|I^{c}\right|} T_{\left|\pi_{2}\right|}\left(\bigotimes_{I_{2} \in \pi_{2}} Z_{\left|I_{2}\right|}\left(\bigotimes_{j \in I_{2}} A_{j}\right)\right)\right)-T_{|I|}\left(\bigotimes_{i \in I} A_{i}\right) \star T_{\left|I^{c}\right|}\left(\bigotimes_{j \in I^{c}} A_{j}\right) \\
& \quad-\sum_{\substack{\pi_{1} \in \mathcal{P}(I), \pi_{2} \in \mathcal{P}\left(I_{c}\right) \\
\left|\pi_{1}\right| \neq 1 \&\left|\pi_{2}\right| \neq 1}}\left(\frac{i}{\hbar}\right)^{\left|\pi_{1}\right|+\left|\pi_{2}\right|-p} T_{\left|\pi_{1}\right|}\left(\bigotimes_{I_{1} \in \pi_{1}} Z_{\left|I_{1}\right|}\left(\bigotimes_{i \in I_{1}} A_{i}\right)\right) \star T_{\left|\pi_{2}\right|}\left(\bigotimes_{I_{2} \in \pi_{2}} Z_{\left|I_{2}\right|}\left(\bigotimes_{j \in I_{2}} A_{j}\right)\right) .
\end{aligned}
$$

The above quantity is identically zero since the last two terms cancel the first one. The argument for $(x)$ and $(x i)$ is similar so we just give the latter: consider a compactly supported variation $h_{s}$ of the background geometry $h$, since each $A_{i}$ is local the wave front set of $d^{k} \alpha_{H_{s}}\left(A_{i}\right)$ will be in $N^{*}\left(\mathbb{R}^{d} \times \Delta_{k}(M)\right)$. Using (4.45),

$$
\begin{aligned}
& \left(\frac{i}{\hbar}\right)^{1-p} d^{k}\left(\alpha_{H_{s}}\left(Z_{p}\left(A_{1}, \ldots, A_{p}\right)\right)\right)[\varphi]\left(x_{1}, \ldots, x_{k}\right)=d^{k}\left(\alpha_{H_{s}}\left(\widetilde{T}_{p}\left(A_{1}, \ldots, A_{p}\right)\right)\right)[\varphi]\left(x_{1}, \ldots, x_{k}\right) \\
& \quad-\sum_{\pi \in \mathcal{P}(\{1, \ldots, p\})}\left(\frac{i}{\hbar}\right)^{|\pi|-p} d^{k}\left(\alpha_{H_{s}}\left(T_{|\pi|}\left(\bigotimes_{I \in \pi} Z_{|I|}\left(\bigotimes_{i \in I} A_{i}\right)\right)\right)\right)[\varphi]\left(x_{1}, \ldots, x_{k}\right)
\end{aligned}
$$

By Faà di Bruno's formula and the field independence of time ordered products (property (vi) in Definition 4.2.2), we can write the terms involving $Z_{|I|}$ 's on the right hand side of the above equation as

$$
d^{|\sigma|} T_{|\pi|}^{H_{s}}\left(\bigotimes_{j=1}^{|\pi|} d^{\left|J_{j}\right|} Z_{\left|I_{j}\right|}^{H_{s}}\left(\bigotimes_{i \in I} \alpha_{H_{s}}\left(A_{i}\right)\right)[\varphi]\right)
$$

where $I_{1}, \ldots, I_{|\pi|} \in \pi$ are the elements of the partition of $\{1, \ldots, p\}, \sum_{i}\left|J_{i}\right|=k$ and $T_{p}^{H}=$ $\alpha_{H} \circ T_{p} \circ \otimes^{p} \alpha_{H}^{-1}, Z_{p}^{H} \doteq \alpha_{H} \circ Z_{p} \circ \otimes^{p} \alpha_{H}^{-1}$. Since the right hand side of the above equality is zero whenever $\operatorname{supp}\left(A_{i}\right) \cap \operatorname{supp}\left(A_{j}\right)=\emptyset$ for some $i, j \in\{1, \ldots, p\}$, we can estimate

$$
\begin{array}{r}
\left.\mathrm{WF}\left(d^{k} Z_{p}^{H_{s}}\left(\alpha_{H_{s}}\left(A_{1}\right), \ldots, \alpha_{H_{s}}\left(A_{p}\right)\right)[\varphi]\right) \subset \mathrm{WF}\left(d^{k} \widetilde{T}_{n}^{H_{s}}\left(\alpha_{H_{s}}\left(A_{1}\right), \ldots, \alpha_{H_{s}}\left(A_{p}\right)\right)\right)\right|_{\mathbb{R}^{d} \times \Delta_{k}(M)} \\
\left.\bigcup \bigcup \mathrm{WF}\left(d^{|\sigma|} T_{|\pi|}^{H_{s}}\left(\bigotimes_{j=1}^{|\pi|} d^{\left|J_{j}\right|} Z_{\left|I_{j}\right|}^{H_{s}}\left(\bigotimes_{i \in I} \alpha_{H_{s}}\left(A_{i}\right)\right)[\varphi]\right)\right)\right|_{\mathbb{R}^{d} \times \Delta_{k}(M)}
\end{array}
$$

That the first gives the right wave front set when restricted comes readily from property (xi) in

Definition 4.2.2, the other terms are composition of distributions

$$
d^{|\sigma|} T_{|\pi|}^{H_{s}}\left(\bigotimes_{j=1}^{|\pi|} d^{\left|J_{j}\right|} Z_{\left|J_{j}\right|}^{H_{s}}\left(\bigotimes_{i \in I} \alpha_{H_{s}}\left(A_{i}\right)\right)[\varphi]\right)
$$

which are well defined for

$$
\left\{\left(s, x_{i}, \zeta, \xi_{i}\right)\right\} \in \mathrm{WF}_{\mathrm{pr}_{i}}\left(d^{|\sigma|} T_{|\pi|}^{H_{s}}\left(G_{1}, \ldots, G_{|\pi|}\right)[\varphi]\right)=\emptyset, \quad \forall i=1, \ldots,|\sigma| .
$$

Arguing using Theorem 8.2.14 in [44] we can estimate

$$
\begin{aligned}
& \left.\mathrm{WF}\left(d^{|\sigma|} T_{|\pi|}^{H_{s}}\left(\bigotimes_{j=1}^{|\pi|} d^{\left|J_{j}\right|} Z_{\left|\left.\right|_{j}\right|}^{H_{s}}\left(\bigotimes_{i \in I} \alpha_{H_{s}}\left(A_{i}\right)\right)[\varphi]\right)\right)\right|_{\mathbb{R}^{d} \times \Delta_{k}(M)} \\
& \quad \subset\left\{\left(s, x_{1}, \ldots, x_{k}, \zeta, \xi_{1}, \ldots, \xi_{k}\right):\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in N^{*} \Delta_{k}(M) \backslash\{0\}\right\} .
\end{aligned}
$$

Next we show $i i)$. Let $A_{j} \in \mathfrak{A}_{\mu l o c}(M, h)$ for $j=1, \ldots, p$, define

$$
\begin{equation*}
\widetilde{T}_{p}\left(A_{1}, \ldots, A_{p}\right)=\sum_{\pi \in \mathcal{P}(\{1, \ldots, p\})}\left(\frac{i}{\hbar}\right)^{|\pi|-p} T_{|\pi|}\left(\otimes_{I \in \pi} Z_{|I|}\left(\otimes_{i \in I} A_{i}\right)\right) \tag{4.47}
\end{equation*}
$$

using that by hypothesis properties 1$),(i i i),(i v),(v),(v i),(v i i),(v i i i),(i x)$ hold in the right hand side of (4.47), then they trivially hold on the left hand side as well. For $(x)$, note that the term appearing to the right hand side of (4.47) is of the form

$$
d^{|\sigma|} T_{|\pi|}^{H}\left(\bigotimes_{j=1}^{|\pi|} d^{\left|J_{j i}\right|} Z_{\left|I_{j}\right|}^{H}\left(\bigotimes_{i \in I} \alpha_{H}\left(A_{i}\right)\right)[\varphi]\right)
$$

where $\sum_{j=1}^{|\pi|} \sum_{l=1}^{|\sigma|}\left|J_{j l}\right|=k$. By Theorem 8.2.14 in [44] we have

$$
\begin{aligned}
& \mathrm{WF}\left(d^{k} T_{|\pi|}^{H}\left(\otimes_{I \in \pi} Z_{|I|}^{H}\left(\otimes_{i \in I} \alpha_{H}\left(A_{i}\right)\right)\right)[\varphi]\right) \subset\left\{\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{k}\right) \in T^{*} M^{k} \backslash 0:\right. \\
& \left.\quad \exists\left(y_{1}, \ldots, y_{|\sigma|}, \eta_{1}, \ldots, \eta_{|\sigma|}\right) \in \mathrm{WF}\left(d^{|\sigma|} T_{|\pi|}^{H}\right),\left(x_{J_{i l}}, y_{l}, \xi_{J_{j l},}, \eta_{l}\right) \in \operatorname{WF}\left(Z_{\left|I_{j}\right|}^{H}\left(\bigotimes_{i \in I} \alpha_{H}\left(A_{i}\right)\right)[\varphi]\right)\right\} \\
& \quad \subset \Gamma_{k}^{T}(M, h) .
\end{aligned}
$$

A similar reasoning shows that $\widetilde{T}^{H}$ does indeed satisfy also the parameterized microlocal spectrum condition as well. Finally we show that causality holds. Suppose $A_{1}, \ldots, A_{p} \in \mathfrak{A}_{\mu l o c}(M, h)$ and $I \subset\{1, \ldots, p\}$ with the property that each $i \in I$ has $\operatorname{supp}\left(A_{i}\right) \notin J^{-}\left(\operatorname{supp}\left(A_{j}\right)\right) \forall j \in I^{c}$, then we
evaluate

$$
\begin{aligned}
& \widetilde{T}_{p}\left(A_{1}, \ldots, A_{p}\right)=\sum_{\substack{\pi \in \mathcal{P}(\{1, \ldots, p\})}}\left(\frac{i}{\hbar}\right)^{|\pi|-p} T_{|\pi|}\left(\bigotimes_{I \in \pi} Z_{|I|}\left(\bigotimes_{i \in I} A_{i}\right)\right) \\
& =\sum_{\substack{\pi=\pi^{\prime} \cup \pi^{\prime \prime} \\
\pi^{\prime} \in \mathcal{P}(I), \pi^{\prime \prime} \in \mathcal{P}\left(I^{c}\right)}}\left(\frac{i}{\hbar}\right)^{|\pi|-p} T_{|\pi|}\left(\bigotimes_{I^{\prime} \in \pi^{\prime}} Z_{\left|I^{\prime}\right|}\left(\bigotimes_{i \in I^{\prime}} A_{i}\right) \bigotimes_{I^{\prime \prime} \in \pi^{\prime \prime}} Z_{\left|I^{\prime \prime}\right|}\left(\bigotimes_{j \in I^{\prime \prime}} A_{j}\right)\right) \\
& =\sum_{\substack{\pi^{\prime} \in \mathcal{P}(I) \\
\pi^{\prime \prime} \in \mathcal{P}\left(I^{c}\right)}}\left(\frac{i}{\hbar}\right)^{\left|\pi^{\prime}\right|-|I|} T_{\left|\pi^{\prime}\right|}\left(\bigotimes_{I^{\prime} \in \pi^{\prime}} Z_{\left|I^{\prime}\right|}\left(\bigotimes_{i \in I^{\prime}} A_{i}\right)\right) \star\left(\frac{i}{\hbar}\right)^{\left|\pi^{\prime \prime}\right|-\left|I^{c}\right|} T_{\left|\pi^{\prime \prime}\right|}\left(\bigotimes_{I^{\prime \prime} \in \pi^{\prime \prime}} Z_{\left|I^{\prime \prime}\right|}\left(\bigotimes_{j \in I^{\prime \prime}} A_{j}\right)\right) \\
& =\widetilde{T}_{|I|}\left(\bigotimes_{i \in I} A_{i}\right) \star \widetilde{T}_{\left|I^{c}\right|}\left(\bigotimes_{j \in I^{c}} A_{j}\right)
\end{aligned}
$$

where, in the second equality, we used that each $Z_{k}$ is supported along the diagonal effectively canceling all terms with mixed indices from $I$ and $I^{c}$ and in the last we applied the causality axiom in 4.2.2.

Corollary 4.2.8. In the hypothesis of (a) Theorem 4.2.7, combining $\varphi$-locality with field independence, for a fixed perturbative order $\hbar$, the mapping $Z_{p}$ is completely determined by the action on Wick powers. Moreover

$$
\begin{align*}
& Z_{p}[M, h]\left(\phi_{(M, h, H)}^{k_{1}}, \ldots, \phi_{(M, h, H)}^{k_{p}}\right)\left(x_{1}, \ldots, x_{p}\right) \\
& =\sum_{J \leq K}\binom{K}{J} C_{(M, h)}^{K-J}\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{p}\right) \phi_{(M, h, H)}^{J}\left(x_{1}, \ldots, x_{p}\right) \tag{4.48}
\end{align*}
$$

where $K=\left(k_{1}, \ldots, k_{p}\right), J=\left(j_{1}, \ldots, j_{p}\right)$ are multi-indices, $\phi_{(M, h, H)}^{J}\left(x_{1}, \ldots, x_{p}\right)$ is the formal integral kernel of the $\mathfrak{A}_{\mu c}$-valued distribution associated to the multilocal functional $\phi_{(M, h)}^{j_{1}}\left(x_{1}\right) \cdots \phi_{(M, h)}^{j_{p}}\left(x_{p}\right)$. The coefficients $C_{(M, h)}^{K-J}(x)$ are polynomials in scalars constructed out all possible tensor-like object of $j^{r} h \in \Gamma^{\infty}\left(J^{r} H M\right)$ for some fixed order $r$. Finally, each $C_{(M, h)}^{K-J}$ scales homogeneously with degree $\sum_{i=1}^{p}\left(k_{i}-j_{i}\right) \frac{n-2}{2}$ under physical scaling defined in (3.9).

Proof. By $\varphi$-locality, axiom ( $i x$ ) in Theorem (4.2.7), arguing as in the proof of Lemma 4.2.3 evaluating $Z_{p}\left(A_{1}, \ldots, A_{p}\right)$, up to some fixed order in $\hbar$, depends only on the evaluation of elements of the form $Z_{p}^{K}\left(\phi_{(M, h, H)}^{k_{1}}, \ldots, \phi_{(M, h, H)}^{k_{p}}\right)$, where $K=\left(k_{1}, \ldots, k_{p}\right)$ is a multi-index. Again we can forget about algebra elements carrying derivatives using the Action-Ward identity (axiom (viii) in Theorem 4.2.7). We stress that by $\phi_{(M, h, H)}^{j_{i}}\left(x_{i}\right)$, in (4.48), we mean the integral kernel associated to the algebra value distribution $\phi_{(M, h, H)}^{j_{i}}: \mathcal{D}(M) \rightarrow \mathfrak{A}_{\mu c}(M, h)$. The proof goes through double induction over the multi-index $K$ and the number $p$ of variables. First we assume that $Z_{q}^{J}$ have been defined for all $J \leq K$ and $q \leq p$, then (4.45) defines $Z_{p+1}^{K}$ in terms of the previous coefficients and the time ordered products $T, \widetilde{T}$. Fix a value of $p$ and increase the multi-index $K$ by 1 in one of its components. Let

$$
\begin{align*}
\Psi_{p}^{0}\left(x_{1}, \ldots, x_{p}\right) \doteq & Z_{p}^{K}\left(\phi_{(M, h, H)}^{k_{1}}, \ldots, \phi_{(M, h, H)}^{k_{p}}\right)\left(x_{1}, \ldots, x_{p}\right) \\
& -\sum_{J<K}\binom{K}{J} C_{(M, h)}^{K-J}\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{p}\right) \phi_{(M, h, H)}^{J}\left(x_{1}, \ldots, x_{p}\right), \tag{4.49}
\end{align*}
$$

where $J<K$ if $j_{i_{0}}<k_{i_{0}}$ for at least one $i_{0} \in\{1, \ldots, p\}$ and $j_{i} \leq k_{i}$ for all $i \in\{1, \ldots, p\}, i \neq i_{0}$. Consider therefore

$$
\begin{aligned}
& d \Psi_{p}^{0}[\varphi]\left(x_{1}, \ldots, x_{p}, y\right)=d Z_{p}^{K}\left(\phi_{(M, h, H)}^{k_{1}}, \ldots, \phi_{(M, h, H)}^{k_{p}}\right)[\varphi]\left(x_{1}, \ldots, x_{p}, y\right) \\
& \quad-\sum_{J<K}\binom{K}{J} C_{(M, h)}^{K-J}\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{p}\right) d\left(\phi_{(M, h, H)}^{J}\left(x_{1}, \ldots, x_{p}\right)\right)[\varphi](y) \\
& =\sum_{i=1}^{p}\left(k_{i} Z_{p}^{K-1_{i}}\left(\phi_{(M, h, H)}^{k_{1}}, \ldots, \phi_{(M, h, H)}^{k_{i}-1}, \ldots, \phi_{(M, h, H)}^{k_{p}}\right)\left(x_{1}, \ldots, x_{p}, y\right)\right. \\
& \left.\quad-\sum_{J<K} j_{i}\binom{K}{J} C_{(M, h)}^{K-J}\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{p}\right) \phi_{(M, h, H)}^{J-1_{i}}\left(x_{1}, \ldots, x_{p}\right)\right) \delta\left(x_{i}, y\right) .
\end{aligned}
$$

Taking into account (4.49) and using the binomial identity $j\binom{k}{j}=k\binom{k-1}{j-1}$ for each index $i=1, \ldots, p$, we get that
$d \Psi_{p}^{0}[\varphi]\left(x_{1}, \ldots, x_{p}, y\right)$
$=\sum_{i=1}^{p}\left(\sum_{J \leq K-1_{i}} k_{i}\binom{K-1_{i}}{J} C_{(M, h)}^{K-J-1_{i}}\left(x_{1}\right)-\sum_{J<K} j_{i}\binom{K}{J} C_{(M, h)}^{K-J}\left(x_{1}\right)\right) \phi_{(M, h, H)}^{J-1_{i}}\left(x_{1}, \ldots, x_{p}\right) \delta\left(x_{1}, \ldots, x_{p}, y\right)$.
$=0$.

Thus implying that $\Psi_{p}^{0}\left(x_{1}, \ldots, x_{p}\right)$ is a $c$-number. In particular given the support property of $Z_{p}$ we necessarily have (see Theorem 5.2 .3 in $[44]) \Psi_{n}^{0}[M, h]\left(x_{1}, \ldots, x_{p}\right)=C_{K}[M, h]\left(x_{1}\right) \delta\left(x_{1}, \ldots, x_{p}\right) 1_{(M, h)}$. Confronting with (4.49) $C_{K}\left[M, h_{t}\right]\left(x_{1}\right)$ must scale homogeneously with degree $\frac{n-2}{2}\left(\sum_{i=1}^{p} k_{i}-j_{i}\right)$. Taking $f \in C^{\infty}\left(M^{p-1}\right)$ with $\left.f\right|_{\Delta_{p-1}(M)} \equiv 1$, we define

$$
\begin{equation*}
C_{K}[M, h](x)=\int_{M^{p-1}} f\left(x_{2}, \ldots, x_{p}\right) \Psi_{p}^{0}[M, h]\left(x_{1}, \ldots, x_{p}\right) d \mu_{g}\left(x_{1}, \ldots, x_{p}\right) \tag{4.50}
\end{equation*}
$$

A standard propagation of singularity argument shows that the coefficient defined by (4.50) is smooth, that is $C_{K}[M, h] \in C^{\infty}(M)$. The mapping $\Gamma^{\infty}(H M) \ni h \mapsto C_{K}[M, h] \in C^{\infty}(M)$ is weakly regular since the right hand side of (4.49) smeared with $f$ defines a weakly regular mapping $\Gamma^{\infty}(H M) \ni h \mapsto \Psi_{p}^{0}[h](\cdot, f) \in C^{\infty}\left(\mathbb{R}^{d} \times M\right)$ by axiom $(x i)$ in Theorem 4.2.7. Moreover, by locality and covariance (property 1) in Theorem 4.2.7), $\Psi_{p}^{0}[h](x, f)$ does depend at most on the germ of $h$ at $x$. We can now apply Theorem 3.3 .10 to show that the coefficients $C_{K}[M, h](x)$ are polynomials in the scalars obtained from coefficients of $j^{r} h, h \in \Gamma^{\infty}(M \leftarrow H M)$, with finite jet order $r$ bounded globally and with homogeneous scaling having degree $\frac{n-2}{2}\left(\sum_{i=1}^{p} k_{i}-j_{i}\right)$.
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[^0]:    ${ }^{1}$ This result can be found e.g. in Problem 1-C pp. 11-12 of [55] and will be therefore called "Milnor's exercise". It was originally proved in [63]. A more recent proof can be found in Lemma 35.8 and Corollary 35.9 pp . 300-301 in [48]. We also remark that a consequence of the above result (see e.g. in Corollary 35.9 pp .301 in [48]) is the following: for any two manifolds $M, N$ there is a bijective mapping

    $$
    C^{\infty}(M, N) \rightarrow \operatorname{Hom}\left(C^{\infty}(M, \mathbb{R}), C^{\infty}(N, \mathbb{R})\right), \quad f \rightarrow f^{*}
    $$

[^1]:    ${ }^{2}$ An algebra $\mathcal{A}$ has the $C^{\infty}$-ring structure if, given any $a_{1}, \ldots, a_{n} \in \mathcal{A}, f \in C^{\infty}\left(\mathbb{K}^{n}, \mathbb{K}\right)$, there are mappings $\rho_{f}: \times^{n} \mathcal{A} \rightarrow \mathcal{A}$ such that if $g \in C^{\infty}\left(\mathbb{K}^{m}, \mathbb{K}\right), f_{i} \in C^{\infty}\left(\mathbb{K}^{n}, \mathbb{K}\right)$ with $i=1, \ldots, m$ then

    $$
    \rho_{h}\left(\rho_{f_{1}}\left(a_{1}, \ldots, a_{n}\right), \ldots, \rho_{f_{m}}\left(a_{1}, \ldots, a_{n}\right)\right)=\rho_{h \circ\left(f_{1}, \ldots, f_{m}\right)}\left(a_{1}, \ldots, a_{n}\right) .
    $$

[^2]:    ${ }^{1}$ More precisely they satisfy a $\operatorname{Diff}(F)$ valued C Cech 2-cocycle. For the definition of the latter, let $\mathcal{F}$ be a (pre)sheaf of $R$-modules over a topological space $M$ and $\left\{U_{\alpha}\right\}_{\alpha \in A}$ a cover of $M$. Setting $U_{\alpha_{0}, \ldots, \alpha_{p}} \doteq U_{\alpha_{0}} \cap \cdots \cap U_{\alpha_{p}}$ we define the C ech $p$-cochain as

    $$
    \check{C}^{p}(M, \mathcal{F}) \doteq \prod_{\alpha_{0}, \ldots, \alpha_{p} \in A^{p+1}} \mathcal{F}\left(U_{\alpha_{0}, \ldots, \alpha_{p}}\right) .
    $$

[^3]:    ${ }^{2}$ A fibered manifold is a generalization of fiber bundles in which however different fibers are not required to be diffeomorphic.

[^4]:    ${ }^{3}$ The $C O^{\infty}$ topology on $C^{\infty}(M, N)$, where $M, N$ are differentiable manifolds, is the topology for which $j^{\infty}$ : $C^{\infty}(M, N) \rightarrow\left(C\left(M, J^{\infty}(M, N), \tau_{C O}\right)\right.$ is an embedding where $\tau_{C O}$ is the compact open topology generated by subsets of the form (2.1). Then since $\Gamma^{\infty}(M \leftarrow B) \subset C^{\infty}(M, B)$ we can endow it with the subset $C O^{\infty}$-topology.

[^5]:    ${ }^{4}$ A subset $U$ of $E$ is called: absorbent if given any $x \in E$, there is $\lambda \in \mathbb{R}$ such that $x \in \lambda U$; balanced if $x \in U \Rightarrow-x \in U$.
    ${ }^{5}$ A subset $H$ of the space of linear mappings $\mathfrak{L}(E, \mathbb{R})$ is equicontinuous if for each neighborhood $V$ of $0 \in \mathbb{R}$, there is a neighborhood $U$ of $0 \in E$ such that for all $u \in H, u(U) \subset V$.

[^6]:    ${ }^{6}$ Here we assume that the manifold is not compact, otherwise $C_{c}^{\infty}(M)=C^{\infty}(M)$ can be endowed with the Fréchet space structure of Example 1.3.1.

[^7]:    ${ }^{7}$ The bornology of a locally convex vector space $X$ is the family of its bounded subsets, i.e. those subsets $B \subset X$ such that for all neighborhood $U$ of 0 there is $\lambda \in \mathbb{R}$ which $B \subset \lambda U$. Saying that a convenient smoothness is bornological refers to the fact that it depends on the bounded subsets of the topology. Therefore refining the topology while keeping the same bounded subsets does not alter the set of smooth curves $C^{\infty}(X)$.

[^8]:    ${ }^{1}$ In the sense of the infinite dimensional manifold structure of $\Gamma^{\infty}(M \leftarrow B)$

[^9]:    ${ }^{2}$ The term ultralocal has been introduced in [28] to signify that the mapping $u_{\varphi}$ does just depend on the point values of the mappings $\psi, \varphi$ without dependence on higher derivatives of the two.
    ${ }^{3}$ See Section 1.2.1 for the definition of weakly regular mapping.

[^10]:    ${ }^{4}$ In adherence to standard clFT, we use real functionals, which makes involution a trivial operation; we remark though that one could repeat mutatis mutandis everything with $\mathbb{R}$ replaced by $\mathbb{C}$, then involution is not trivial anymore.

[^11]:    ${ }^{5}$ In the subsequent calculations we can assume, without loss of generality, that $\vec{Y}_{1}+\vec{Y}_{-1} \in u_{\varphi_{0}}^{\prime}\left(\mathcal{U}_{\varphi_{0}}^{\prime}\right)$, for if this is not the case we can use an argument involving Lemma 2.3.8 to make this expression meaningful.

[^12]:    ${ }^{6}$ We recall, as in Definition 1.3.21, that a mapping is conveniently smooth if it maps smooth curves in $\mathcal{U}_{\varphi}$ to smooth curves of $\mathcal{D}\left(\left.E\right|_{Q}\right)$.

[^13]:    ${ }^{7}$ A complete exposition can be found in [52].

[^14]:    ${ }^{8}$ We require that at least one of the entries has compact support.

[^15]:    ${ }^{9}$ We say that a Hausdorff locally convex space E is nuclear if given any other locally convex space F we have $E \otimes_{\pi} F \simeq E \otimes_{\epsilon} F$, where the two are the tensor product space respectively endowed with the quotient topology and with the canonical topology associated to the space of continuous bilinear mappings : $E_{\sigma}^{\prime} \times F_{\sigma}^{\prime} \rightarrow \mathbb{R}$ equipped with the topology of uniform convergence on products of equicontinuous subsets of $E^{\prime}$ and $F^{\prime}$. For more detail see either [61] or [70].

[^16]:    ${ }^{10}$ See Proposition 5.3.1 in [61].

[^17]:    ${ }^{1}$ The frame bundle of $M$, denoted $L(M)$ is the set $\cup_{x \in M}\left\{\left(e_{x}\right)\right\}$, where $\left\{e_{x}\right\}$ is the set of basis of the tangent space $T_{x} M$. If a set of coordinates $\left(U_{a},\left\{x^{\mu}\right\}\right)$ are chosen on $M$, one can induce trivializations on $L(M)$ by setting

    $$
    t_{a}\left(e_{x}\right)=\left(x^{\mu},\left(e_{x}\right)_{a}^{\mu}\right)
    $$

    where $\left(e_{x}\right)_{a}^{\mu} \in G L(n, \mathbb{R})$ is the matrix associated to the change of basis $\partial_{\mu} \rightarrow\left(e_{x}\right)_{a}$.

[^18]:    ${ }^{2}$ In the relation below $\pi \in \mathcal{P}(\{1, \ldots, n\})$ is a partition by $|\pi|$ elements $I_{1}, \ldots, I_{|\pi|}$ of $\{1, \ldots, n\}$ and $f_{I}=\otimes_{i \in I} f_{i}$. This requirement is consistent with Theorem 4.2 and Corollary 4.3 in [65] and ensures that the $n$-point functions $\omega_{2}$ exhibit a wave front set satisfying the microlocal spectrum condition $(\mu \mathrm{SC})$, that is $\mathrm{WF}\left(\omega_{2}\right) \subset \Gamma_{n}(M, h)$ where the latter is the set of points $\left(x_{1}, \ldots, x_{q}, \xi_{1}, \ldots, \xi_{q}\right) \in \dot{T}^{*} M^{n}$ with the following property: any point $x_{i}$ is connected at least to some other point $x_{j}$ via a lightlike geodesic $\gamma_{i \rightarrow j}$ and

    $$
    g^{\sharp} \xi_{i}=\sum_{e \in\{1, \ldots, q\}} \dot{\gamma}_{e \rightarrow i}\left(x_{i}\right)-\sum_{s \in\{1, \ldots, q\}} \dot{\gamma}_{i \rightarrow s}\left(x_{i}\right),
    $$

    where the first sum is taken on all future directed lightlike geodesics starting at some other point $x_{e}$ and ending at $x_{i}$, while the second is taken over all future directed lightlike geodesics starting at $x_{i}$ and ending at some other point $x_{s}$.

[^19]:    ${ }^{3}$ From here we will identify elements omega of $\operatorname{Had}(M, h)$ with their symmetric parts due to the fact that the causal propagator $\mathcal{G}_{(M, h)}$ is uniquely defined. When we will be investigating Wick powers, we will also deliberately identify H with the Hadamard parametrix (3.43) since microlocal functionals need just $H$ to be defined along the diagonal, in which case, by [64, Theorem 5.1] it coincides with the expression (3.43), therefore identifying $\operatorname{Had}(M, h)$ with $\operatorname{Par}(M, h)$.

[^20]:    ${ }^{4}$ We will be more precise in the proof of Theorem 3.3.15 on how to construct this isomorphism of off-shell microlocal algebras. We stress that in the on-shell case, in [47, Definition 3.5], this isomorphism can be constructed even for the whole microcausal algebra (e.g. see Lemma 4.1 in [40]. Then for any $\left.f \in \mathcal{D}(M), \alpha_{H}\left(\Phi_{\left(M, h_{s}\right)}^{k}(f)\right) \in \mathcal{F}_{\text {loc }}(M, h)\right)$. This is however not true in our case for in general two algebras of microcausal functionals with respect to different metric are in general not isomorphic. For details see [22, Remark 3.5].

[^21]:    ${ }^{5}$ See [47] Definition 2.2
    ${ }^{6} \mathrm{~A}$ compactly supported variation of $\sigma_{0} \in \Gamma^{\infty}\left(M \leftarrow B_{1}\right)$ is a smooth family of sections $\sigma_{s} \in \mathrm{pr}_{2}^{*} B_{1} \rightarrow \mathbb{R}^{d} \times M$, with $\mathrm{pr}_{2}: \mathbb{R}^{d} \times M \rightarrow M:(s, x) \mapsto x$, such that there is a compact subset $K$ of $M$ for which $\left.\sigma\right|_{\mathbb{R}^{d} \times M \backslash \operatorname{pr}_{2}^{-1}(K)} \equiv \sigma_{0}$ is constant along the $\mathbb{R}^{d}$ factor.

[^22]:    ${ }^{7}$ For example for the Riemann tensor $R^{\alpha \beta}{ }_{\mu \nu}$, the action by the matrix $A$ is given by $A_{\alpha^{\prime}}^{\alpha} A_{\beta^{\prime}}^{\beta} \bar{A}_{\mu}^{\mu^{\prime}} \bar{A}_{\nu}^{\nu^{\prime}} R^{\alpha^{\prime} \beta^{\prime}}{ }_{\mu^{\prime} \nu^{\prime}}$, where $\bar{A}$ denotes the inverse matrix of $A$.

[^23]:    ${ }^{8}$ Notice that, by [50, Remark 42.2] the smooth curves : $\mathbb{R} \rightarrow \Gamma^{\infty}(M \leftarrow H M)$ are the same whether the latter space is endowed with the convenient smooth structure of [50, Theorem 42.1] or with the Bastiani smooth of Theorem 2.2.2. Therefore, using an argument similar to that employed in the proof of Lemma 2.2.3, we can show that all regular variation are smooth curves : $\mathbb{R} \rightarrow \Gamma^{\infty}(M \leftarrow H M)$.

[^24]:    ${ }^{1}$ For here on we shall denote by $\dot{T}^{*} U$ the cotangent space of $U$ minus the graph of the null section.

[^25]:    ${ }^{2}$ We are justified in taking a compact subset since the wave front set is evaluated by multiplying the distribution with a test function.

[^26]:    ${ }^{3}$ The more general form of distributions $f^{(k)}[0]\left(x_{1}, \ldots, x_{k}\right)$ does however contain derivatives, in which case $f^{(k)}[0]\left(x_{1}, \ldots, x_{k}\right)=\sum f^{(k)}[0]\left(x_{1}\right) \nabla^{j_{1}}\left(x_{1}\right) \cdots \nabla^{j_{k}}\left(x_{k}\right) \delta\left(x_{1}, \ldots, x_{k}\right)$, however using the Action Ward identity we can bring those derivative outside the time ordered product and later on put them back. The proof of the consistency of the Action Ward Identity axiom with the other renormalization conditions can be found in Proposition 3.1 pp .21 of [42]

