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Introduction

Classical algebraic approach to field theories: state of the art

The mathematical treatments of classical field theories find inspiration and draw ideas from two
main sources: the Hamiltonian and Lagrangian formalisms of classical mechanics. If one intends also
to include relativistic phenomena then there remain essentially only two rigorous frameworks, both
emphasizing the geometric viewpoint: the multisymplectic approach (see [36], [35], [29]) and another
related to the formal theory of partial differential equations (see [27], [52]). They have several points
in common and there is now a highly developed formalism leading to rigorous calculus of variations.
The concept of dynamics plays a distinguished role here: usually it is assigned by some PDEs called
equations of motion. It has to be regarded as a lucky coincidence that equations of motions in
physical theories can be obtained via the principle of least action once some a priori object, the
Lagrangian has been fixed. In this geometrical setting the notion of solutions is implemented as a
submanifold of an appropriate jet bundle. We stress that this formalism carefully avoids treating
the intrinsic infinite dimensional degrees of freedom of the configuration spaces.
On the other hand, there exists another treatment of classical mechanics that emphasises more the
algebraic and the analytic structures and is intrinsically infinite dimensional, which is named after
the pioneering works of von Neumann ([57]) and Koopman ([49]) and works directly in Hilbert
spaces. We could use another independent mathematical viewpoint which, combining algebraic
geometry and quantum mechanics, naturally leads to an infinite dimensional setting: one can show
that

“if M is a second countable differentiable manifold then the ring of morphisms
Hom(C∞(M,R),R) is canonically isomorphic to M ”1 ;

this implies that properties of the manifold M might be encoded into the algebra of smooth func-
tions C∞(M,R). These ideas converged in the last decade when another treatment was developed:
it also drew inspirations from perturbative quantum field theories in the algebraic fashion (see e.g.
[9]). This approach is close in spirit to the von Neumann-Koopman formalism and emphasises
more the observables point of view by dealing directly with the configuration space as an infinite
dimensional space.

1This result can be found e.g. in Problem 1-C pp. 11-12 of [55] and will be therefore called "Milnor’s exercise".
It was originally proved in [63]. A more recent proof can be found in Lemma 35.8 and Corollary 35.9 pp. 300-301
in [48]. We also remark that a consequence of the above result (see e.g. in Corollary 35.9 pp. 301 in [48]) is the
following: for any two manifolds M , N there is a bijective mapping

C∞(M,N)→ Hom
(︁
C∞(M,R), C∞(N,R)

)︁
, f → f∗

where f∗(g) = g ◦ f is the pull-back mapping.

1



It is then natural to endow the infinite dimensional space of field configurations with a manifold
structure and later define observables as smooth functions therein. If one is willing to generalise the
setting of [49, 57] to field theories finds immediately an insurmountable difficulty, namely, a result
by Eells and Elworthy (see [24], [25]) constrains a configuration space, viewed as a second countable
Hilbert manifold, to be smoothly embedded into its ambient space, i.e., it is just an open subset of
the ambient Hilbert space. If, instead of Hilbert manifolds, one allows for Banach manifolds other
difficulties emerge: by a result of [58], if G is a Lie Group with Banach manifold structure and
acts transitively, effectively (i.e. the only element of the isotropy group of G is the identity) and
smoothly on a compact finite dimensional manifold M , then G has to be finite dimensional. This is
problematic since the action of Diff(M) on M is transitive and effective; however, the above result
cannot be smooth in the Banach smooth structure. Hence, we need to bypass those facts of life and
find a clever replacement. The solution is offered regarding the configuration space as an infinite
dimensional manifold modelled over locally convex spaces (see e.g. [38, 50, 54]). Here, one relies
heavily on the clarifications given in the last thirty years about the most appropriate calculus on
such spaces (see, e.g., [2, 50]).
Based on the ideas exposed above, and using as inputs also some crucial notions belonging to mi-
crolocal analysis, the authors of [14] described the case of scalar field theories on globally hyperbolic
spacetimes. Observables (or equivalently functionals) are implemented as spacetime compactly
supported smooth functions over the infinite dimensional manifold of scalar field configurations en-
dowed with Bastiani smooth calculus and are classified with respect to regularity conditions typical
of microlocal analysis. Instead of introducing dynamics by variation of an action functional, the
latter is equivalently introduced by differentiation, in the smooth structure described above, of mi-
crolocal functionals. The old variational setting is essentially recovered using the characterization
of microlocal functionals [14, Proposition 2.2]. It is important to notice that observables treated
henceforth are off-shell, i.e. no extra dynamical condition is imposed on them; this is especially
relevant in the context of quantum field theory where often quantum fields are studied on-shell. In
this thesis we avoid working on shell focusing on the more general off-shell approach.
Once a dynamic, that is a family of microlocal functionalsinducing the same normally hyperbolic
linearized equation, is chosen, the authors introduce a Poisson structure on the space of functionals
by the Peierls bracket (c.f [14, Definition 3.5]). It can be showed the the Poisson bracket of two
microlocal functionals is well defined however, it fails to be microlocal, therefore the space of mi-
crolocal functionals is enlarged to the bigger space of microcausal functionals (c.f. [14, Definition
3.6]) by optimally constraining the singularity structure of such observables. It is then shown (see
[14, Proposition 3.4 and Corollary 3.3]) that the Poisson bracket of two microcausal functionals is
well defined, closed and satisfies the Jacobi identities.
The space of microcausal functionals has many properties: it can be given the topology of a nuclear
locally convex space (see [14, Theorem 4.1 and the discussion in Remark 4.3]), has the C∞-ring
structure2 ([14, Theorem 4.2]), by (i) − (iii) in [14, Proposiotion 4.1] one can generate partitions
of unity with microcausal functionals on the configuration space and, by (iv) − (v) in the same

2An algebra A has the C∞-ring structure if, given any a1, . . . , an ∈ A, f ∈ C∞(Kn,K), there are mappings
ρf : ×nA → A such that if g ∈ C∞(Km,K), fi ∈ C∞(Kn,K) with i = 1, . . . ,m then

ρh
(︁
ρf1(a1, . . . , an), . . . , ρfm(a1, . . . , an)

)︁
= ρh◦(f1,...,fm)(a1, . . . , an).

The field K can either be R or C.
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proposition, an analogue of Milnor’s exercise (see e.g. Problem C-1 pp. 11 in [55]) in the infinite
dimensional setting holds.
On-shell observables are finally defined as elements of the quotient of the space of microcausal func-
tionals (i.e. off-shell observables) by the ideal (with respect to the pointwise product) of functionals
vanishing on solutions of the dynamic. An alternative is to define this ideal as the set of function-
als which are kinematical derivations of the (family) microlocal action inducing the dynamic. The
latter is also an ideal for the Poisson structure ([14, Proposition 4.2]) but it is an open problem to
determine the relation between those two definitions.

Functional approach to quantum field theories: state of the art

Algebraic quantum field theory is an axiomatic, mathematically rigorous framework to study quan-
tum field theories originating from [37]. The idea is to assign a suitable ∗-algebra with product ⋆ to
the physical system under consideration, then once a state on this algebra has been assigned, one
can use the GNS reconstruction theorem to recover the standard quantum mechanical approach.
The above ∗-algebra must also be endowed with an additional product: the time-ordered product ·T .
The latter is easily defined for regular functionals, and can be extended to microlocal functionals,
however it cannot be defined for general microcausal functionals. The ⋆ product is the deformation
quantization product, the other defines the S-matrix which is crucial in perturbation theories to
treat interactions. The definition of the ·T product is plagued by various problems such as the
IR and UV divergences as well as the need to work in formal series of the quantum deformation
parameter. The latter is generally tolerated, the first is cured by assuming the interactions have
compact support whereas to cure the UV-divergence problem requires some work. For instance,
a general framework based on the the ideas of Bogoliubov, Parasiuk, Hepp, Zimmermann (see for
details [5, 39, 72, 73]) which form the backbone of the BPHZ-renormalization scheme aims at elim-
inating divergences at each perturbative order in ℏ by expressing time-ordered products in terms of
Feynman diagrams and then subtracting ad-hoc counterterms. Later on, in [26], Epstein and Glaser
implemented a renormalization scheme with extra physically relevant constraints (e.g. unitarity and
causality) which are shown to be conserved at each renormalization step. These renormalization
scheme, i.e. the subtractions of terms, is not unique and was shown in [62] that the renormal-
ization freedom is tightly constrained by the requirements made in the Epstein-Glaser framework;
moreover, the different renormalization terms were precisely those of the Stückelberg-Petermann
renormalization group (see [69]).
The approach described above uses many features of Minkowski spacetime, moreover renormaliza-
tion is carried out in Fock spaces. In generalizing this approach to curved spacetimes, one runs into a
set of problems: first of all translational invariance (more generally Poincaré covariance) is generally
lost, no vacuum state is present, it is not possible to use Fourier transform methods to regularize
Feynman diagrams and there is no general connection between the Euclidean and Lorentzian theory
such as Osterwalder-Schrader theory (see [60] for details). Those problems where given a solution
by using ideas from Epstein-Glaser, the introduction of microanalytical techniques that substituted
the Fourier transform with the analysis of singularities by means of the wave front set. In particular,
Radzikowski showed in [64] that microlocal analysis allows a key characterization of the spectrum
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condition in terms of wave front sets. Building on these results Brunetti, Fredenhagen and col-
laborators produced a framework, (see [11, 12]) to study quantum field theory in curved (globally
hyperbolic) spacetimes which did not require a vacuum state or any Fourier transform methods.
This framework was reminiscent of the one provided by [37] for Minkowski spacetime, which stated
a set of axioms describing the properties of a C∗-algebra of observables associated to each spacetime
region. Building on this approach, but dropping the rather strong requirement of C∗-algebra in
favor of the weaker ∗-algebra of formal power series in ℏ, the authors of [10, 11] derived what is now
called perturbative algebraic quantum field theory (pAQFT for short). The next step was to replace
Poincaré covariance: this was accomplished by introducing the principle of locality and covariance
for quantum field theories ([15, 40]) which was then extended to time-ordered products in [40–42].
The locally covariant formulation of quantum field theories is set up in categorical terms by requir-
ing that quantum fields to be natural transformations; however, at its core, this formulation implies
that quantum processes ought to be localizable in spacetime and that the setting of the theory is
not a just a fixed spacetime, but a family of spacetimes isometrically embedded into one another.
In Chapters 3 and 4 we employ the off-shell functional formalism of [9, 14] to the end of completely
removing the analyticity requirements from the renormalization scheme of [40, 41]. More precisely,
we shall generalize the microlocal spectrum condition to time-ordered products while reestablishing
the existence and uniqueness results. To start the Epstein-Glaser induction step for perturbative
renormalization it is fundamental to show the existence of Wick powers satisfying the weak regu-
larity requirement of [47].

Structure of the thesis and main results

Chapter 1: Preliminaries

In this chapter we collect all the notions that will be employed in the subsequent chapters. In
particular, we shall focus on some differential geometry (Section 1.1, Section 1.2) and on locally
convex spaces and two notions of calculus therein (Section 1.3, Section 1.3.3, Section 1.3.4).

Chapter 2: Non-trivial bundles and algebraic classical field theory

The aim of this chapter is to extend the classical algebraic approach of [14] from scalar field to fields
of generic non-trivial bundles. In Section 2.1 and 2.2 we introduce the topology and the infinite
dimensional manifold structure for spaces of mappings. In Section 2.3 we describe the notions of ob-
servables/functionals as compactly space-time supported (Theorem 2.3.1), smooth (Theorem 2.3.3)
functions on the manifold Γ∞(M ← B). Classes of functionals are presented (Theorem 2.3.5) and
characterized in more intuitive ways (Theorem 2.3.9 and 2.3.11). Then we study a general class
of action functionals which admits normally hyperbolic linearized differential equation and define,
in 2.4.4, the Peierls bracket, to make the letter a closed operation, in Theorem 2.4.6 and Theo-
rem 2.4.9, we enlarge the space of microlocal functionals to microcausal functionals: Fµc(B,U , g).
Finally we show that the Peierls bracket satisfies the Jacobi identity (Theorem 2.4.11). Finally, we
characterize Fµc(B,U , g) with the structure of a nuclear locally convex space (Theorem 2.5.3), show
that it has the C∞ ring property (Theorem 2.5.4) and other additional properties in Theorem 2.5.5.

Andrea Moro 4



In Theorem 2.6.1, we show, for the case of scalar field theories, the density of regular functionals
into microcausal functionals.

Chapter 3: Functional formalism in quantum field theory: Wick powers

The aim of this chapter is to generalize the definition of Wick powers in [47] to off-shell Wick
powers and show their existence. Specifically, in Section 3.1 we introduce the notion of natural
bundle together with the example of the bundle of background geometries which we use throughout
the rest of the thesis. Crucial for the characterization results of Theorem 3.3.10 are Theorem 3.1.8
and Theorem 3.1.9. In Section 3.2 we derive the local expression of the Hadamard parametrix.
In Section 3.3 we introduce the algebraic functional formalism for quantum field theories. This
leads to the creation of the abstract algebra of microcausal functionals (3.54) which possess a
deformation quantization product ⋆. We define off-shell Wick powers in Theorem 3.3.9, along the
lines of [47] we show their characterization result in Theorem 3.3.10. Finally, using the equivalence
of weak regularity and convenient smoothness in Theorem 3.3.12 we show existence of Wick powers
(Theorem 3.3.15).

Chapter 4: Functional formalism in quantum field theory: Time ordered prod-
ucts

The aim of this chapter is to extend the parameterized microlocal spectrum condition (i.e. condi-
tion (iv) in [47]) to time-ordered products, then show existence and uniqueness results with the
new definition given. We start by collecting in Section 4.1 the results concerning the extensions
of distributions to submanifolds. Then in Section 4.2 we present the definition of time-ordered
products c.f. Theorem 4.2.2. Our definition does use the functional formalism (e.g. to prescribe
the singularity structure) and is off-shell. In Section 4.2.1, we present the inductive construction
to establish the existence of time-ordered products. This relies on the fact that renormalization is
equivalent to extending certain distributions, and culminates with Theorem 4.2.5 and 4.2.6. Finally
in Theorem 4.2.7, as in the case of Wick powers, we characterize how two families of time-ordered
products may differ, and in Corollary 4.2.8 we further specialize this result.
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Chapter 1

Preliminaries

We describe the content of this chapter:

In Section 1.1 we shall recall some topological properties of a Lorentzian manifold related to the
causality concept. Also a notion of Cauchy hypersurface (Definition 1.1.1) is introduced together
with the notion (Definition Definition 1.1.4) and properties (Theorem 1.1.6) of globally hyperbolic
manifolds.

In Section 1.2 we introduce the notion of bundle (Definition 1.2.1), which has a geometric rel-
evance on its own, but, on top of that, gives Physics a toolkit to place physical entities such as
fields (see (1.2) defining the space of fields). We will also specify certain special classes of bundles
and introduce connections. Then we describe the Petree-Slovák Theorem (Theorem 1.2.7) which is
a characterization of finite order differential operators between sections of bundles. The relevance
of this theorem lies in its applications: we use it in Proposition 2.3.11 to characterize microlocal
functionals as local integrals of Lagrangians, and in Theorem 3.3.10, Theorem 4.2.7 to characterize
families of Wick powers and Time-ordered products. Among finite order differential operators we
shall pay close attention to second order globally hyperbolic operators i.e. wave equations (c.f.
Definition 1.1.4) and how, in this special case, we can derive a strong framework for solving wave
equations geometrically (c.f. Theorem 1.2.16).

In Section 1.3 we recall same basics facts about locally convex spaces and detail the constructions
of the topological vector spaces structures on the spaces of smooth functions C∞(M), C∞c (M),
generalizing those to spaces of sections of vector bundles Γ∞(M ← E), Γ∞c (M ← E) and their
duals: the spaces of distributions. En passant, we also briefly recall the notion of wave front set for
distributions and how this can be used to compose integral kernels with singularities. Handling wave
front sets is of paramount importance throughout the thesis and constitutes an essential part of the
microanalytical formalism for quantum field theories. Finally we will describe two possible notions
of calculus on locally convex spaces. The first one is Bastiani calculus which is a generalization of
calculus in Banach spaces (for details, we refer to [2, 53] and [38] for the case of Fréchet spaces).
On the one hand this calculus is very natural for it enjoys many of the properties of calculus: being
smooth is stable under compositions, the chain rule holds and one can also define integrals. On
the other hand, Bastiani calculus does not posses the following Cartesian closedness property: if

6



1.1. Selected topics in Lorentzian geometry

E, F, G are locally convex spaces, then

C∞
(︁
E,C∞(F,G)

)︁
≃ C∞

(︁
E × F,G

)︁
. (1.1)

Beyond being a somewhat natural categorical request for a calculus in locally convex spaces, it has
great practical utility in our case due to the joint smoothness requirement that enters the definition
of Wick powers (see (iv) in Definition 3.3.9). A suitable candidate satisfying (1.1), called convenient
calculus, is provided in [50]: it satisfies most of the natural properties of calculus (e.g. smoothness
is stable under compositions, the chain rule holds and integrals of curves are well defined), however,
it has quite a drawback: smooth mappings may fail to be continuous (see Proposition 2.2 and §2
of [34]). In the particular case of Fréchet spaces however, convenient calculus and Bastiani calculus
are equivalent (see (iv) Proposition 1.3.23).

1.1 Selected topics in Lorentzian geometry

Let (M, g) be a Lorentzian manifold. At each x ∈ M we can choose coordinates for which
gx = diag(−1, 1, . . . , 1) = η.A non-zero tangent vector vx ∈ TxM is called timelike if gx(vx, vx) < 0,
lightlike or null if gx(vx, vx) = 0, spacelike if gx(vx, vx) > 0.

At each point of M we can define a direction of time, more precisely, we seek a way to give a
consistent notion of future-directed and past-directed for any timelike tangent vector on TM . Since
the latter set is the interior of a cone with two disconnected components, we can consistently pick
one of those two cones and call it future-directed if there is a global timelike vector field X. From
now on we shall assume that whenever we work with a Lorentzian manifold, it will have a time
orientation, i.e. a global timelike vector field X defining a future orientation.

If x, y ∈ M , we write x ≪ y if there exist a future directed, timelike smooth curve γ joining
x to y, x ≤ y if either x = y or there is a future directed, causal smooth curve γ joining x to y;
in the latter case we write x < y. The sets I±(x) = {y ∈ M : x ≪ y}, J±(x) = {y ∈ M : y ≤ x}
are respectively called the chronological future/past of x, causal future/past of x. Analogously,
if U ⊂ M is open, we denote by I±(U) (resp. J±(U)) the sets ∪x∈UI±(x) (resp. ∪x∈UJ±(x)).
Note that the sets J±(U) are in general nor open neither closed, for example, consider spacetime
(R2\[−2, 2]× 1,diag(−1, 1)) and J+((2, 0)). However, one can show that the sets I±(x) are always
open; therefore, taking intersections of the form I+(x) ∩ I−(y) we get a family of open sets, which
we call chronological open diamonds by the shape they have on Minkowski spacetime. Such a family
defines a topology on M , called the Alexandrov topology. By construction (those sets are already
open in M with its standard topology) the Alexandrov topology is coarser than the original one.
In the same spirit one can construct a family of causal diamonds by

J(x, y)
.
= J+(x) ∩ J−(y).

If A ⊆M , is called future (past) compact if J+
M (x) ∩A (J−M (x) ∩A) is compact ∀x ∈M .

Next we present the necessary tools to define globally hyperbolic spacetimes, i.e. those space-

Andrea Moro 7



1.1. Selected topics in Lorentzian geometry

times where the Cauchy problem can be defined in a meaningful way. If A is a subset of M , we call
it achronal if every timelike curve intersects it at most once, acausal if every causal curve intersects
A at most once. Any achronal subset is acausal, while the opposite is not always true, for example,
in any closed lightlike cone on Minkowski spacetime, which is achronal, a light ray passing through
the vertex and any other point of the boundary is a causal curve intersecting A infinitely many
times.

Definition 1.1.1. A subset Σ of M is called Cauchy hypersurface if every inextendible timelike
curve on M meets Σ in exactly one point.

If M admits a Cauchy surface Σ, given any y ∈M and any maximally extended timelike curve
γ through y, then γ will intersect Σ at some point x, and we will have either x = y or x≪ y, y ≪ x.
As a result, we can write M as the disjoint union M = I+(Σ)

⨆︁
Σ
⨆︁
I−(Σ). Intuitively, a Cauchy

hypersurface is the locus of points on the manifold where all the past is known, (in the sense that
past particles and light rays will hit the surface), and the future is predictable given some notion
of evolution.

Definition 1.1.2. Let M be a time-oriented Lorentzian manifold, then

(i) M is called causal if there are not closed causal curve on M ,

(ii) U ⊆M open is called causally convex if any causal curve connecting points of U is contained
in U ,

(iii) M is strongly causal at x ∈ M if every open neighborhood of x contains an open causally
convex neighborhood. If this condition holds in very point, then M is called strongly causal.

Theorem 1.1.3. (Kronheimer, Penrose) A time oriented Lorentz manifold (M, g) is strongly
causal if and only if the Alexandrov topology coincides with the original topology on M .

Definition 1.1.4. A time-oriented Lorentzian manifold (M, g) is called globally hyperbolic if

(i) M is causal,

(ii) ∀x, y ∈M all diamonds JM (x, y) are compact.

Definition 1.1.5. Let (M, g) time-oriented Lorentzian manifold and t :M → R a continuous map,
then t is called a

(i) time function if it is strictly increasing along all future directed causal curves,

(ii) temporal function if it is smooth with grad(t) is future directed and timelike,

(iii) Cauchy time function if it is a time function whose level sets are Cauchy hypersurfaces,

(iv) Cauchy temporal function if it is a temporal function whose level sets are Cauchy hypersur-
faces.

Andrea Moro 8



1.2. Fiber bundles

We remark how computing the flow of the gradient of a Cauchy temporal function t gives us a
diffeomorphism between hypersurfaces, moreover, since timelike curves intersects a given level set
of t (which is a Cauchy hypersurface) exactly once then we create a diffeomorphism

M ≃ t(M)× Σt0

for some reference time t0 ∈ t(M) and Σt0 = t−1(t0). This gives us a very strong necessary
topological condition for M to admit a Cauchy temporal function, and as we will immediately see
for global hyperbolicity.

Theorem 1.1.6. Let (M, g) be a connected time oriented Lorentz manifold, then the following are
equivalent

(i) (M, g) is globally hyperbolic,

(ii) There exist a topological Cauchy hypersurface,

(iii) There exist a smooth spacelike Cauchy hypersurface.

In this case there is a Cauchy temporal function t and (M, g) is isometrically diffeomorphic to
the product manifold

(︁
R× Σ, βdt2 − gt

)︁
where β ∈ C∞(R × Σ) is a positive function and gt ∈

Γ∞(S2T ∗Σ) is a Riemannian metric on Σ depending smoothly on t. Moreover, each level set Σt =
{(t, σ) ∈ R× Σ} ⊆M of the temporal function t is a smooth spacelike Cauchy hypersurface.

The equivalence of (i) and (ii) was shown in [33], whereas the remaining claims in [3, 4].

1.2 Fiber bundles

In this section we introduce the notion of bundle (Definition 1.2.1), which has a geometric importance
of its own, but, on top of that, gives physics a toolkit to place physical entities such as fields (see (1.2)
defining the space of fields). We will also specify certain special classes of bundles and introduce
connections.

Definition 1.2.1. A fiber bundle is a quadruple (B, π,M,F ), where B, M , F are smooth manifold
called respectively the bundle, the base and the typical fiber, such that:

(i) π : B →M is a smooth surjective submersion;

(ii) there exists an open covering of the base manifold M , {Uα}α∈A admitting, for each α ∈ A,
diffeomorphisms tα : π−1(Uα)→ Uα × F , called trivializations, which are fiber respecting i.e.
pr1 ◦ tα = π|π−1(Uα).

Given Uα, Uβ subsets of M , we can define the transition functions gαβ : Uαβ × F → F : (x, y) ↦→
gαβ(x, y)

.
= pr2 ◦ tα ◦ t−1β (x, y).

We remark that pr1 ◦ tα = π|π−1(Uα) implies pr1 = π ◦ t−1α , thus tα(π−1(x)) ≃ F for all x ∈ M ,
moreover, by the very definition of trivializations, for any x ∈ M the transition functions gαβ
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1.2. Fiber bundles

evaluated at x are elements of Diff(F ). Furthermore, the mappings gαβ do satisfy cocycle1 relations,
that is for any x ∈ Uα ∩ Uβ ∩ Uγ ≡ Uαβγ , by substituting the definition of g···(x, ·), we have

gαβ(x, ·) ◦ gβγ(x, ·) ◦ gγα(x, ·) = idF .

Usually via trivialization it is possible to construct charts of B via those of M and F . We call
those fibered coordinates and denote them by (xµ, yi) with the understanding that Greek indices
denote the base coordinates and Latin indices the standard fiber coordinates. The product of two
manifolds is always a bundle which is called trivial, whereas general bundles are not trivial. For
notational simplicity, we also denote by B|x the set π−1(x), x ∈M .

Given two fiber bundles (Bi, πi,Mi, Fi), i = 1, 2, we define a fibered morphism as a pair (Ψ, ψ),
where Ψ : B1 → B2, ψ : M1 → M2 are smooth mappings, such that π2 ◦Ψ = ψ ◦ π1, sometimes ψ
is referred to as the base projection of Ψ.

Proposition 1.2.2.

(i) Let π : B → M be a proper surjective submersion and M be connected, then B is a fiber
bundle with projection π and base M .

(ii) Let M , F be manifolds, {Uα}α∈A an open covering of M and gαβ : Uαβ → Diff(F ) be a
cocycle. Then there exists a unique (modulo isomorphisms) fiber bundle B with base M , fiber
F and gαβ as transition functions.

We remark how Proposition 1.2.2 gives us two methods to construct bundles: in the first, one
considers a fibered manifold2 and then adds extra hypothesis (M is connected and π is proper) to
force all fibers to be diffeomorphic; in the second, one construct the bundle out of the base and
fiber as a quotient set with equivalence relations given by the transition functions. Because of (i)
in Prop 1.2.2 we can denote fiber bundles by either (B, π,M) or π : B → M understanding that
the typical fiber can be taken, modulo diffeomorphism, as π−1(x) for some x ∈ M . In the sequel

1More precisely they satisfy a Diff(F ) valued C̆ech 2-cocycle. For the definition of the latter, let F be a (pre)sheaf
of R-modules over a topological space M and {Uα}α∈A a cover of M . Setting Uα0,...,αp

.
= Uα0 ∩ · · · ∩ Uαp we define

the C̆ech p-cochain as
Č

p
(M,F) .=

∏︂
α0,...,αp∈Ap+1

F(Uα0,...,αp).

In addition, consider the mapping

δpF : Č
p
(M,F)→ Č

p+1
(M,F), δpF =

p+1∑︂
i=1

(−1)pF(ραi
α0,...,αp+1

)

where ραi
α0,...,αp+1

is the restriction mapping from Uα0,...ˆ︂αi,...,αp+1
to Uα0,...,αp+1 . For example, if p = 1, then

δ1F (f)αβγ = fβγ |Uαβγ − fαγ |Uαβγ + fαβ |Uαβγ .

An element f ∈ Č
p
(M,F) is called p-cocycle if δpF (f) = 0. In our case, the sheaf is C∞(︁

·,Diff(F )
)︁
, the group

operation is, instead of addition, the composition of elements of Diff(F ) and the resulting C̆ech 2 cocycles are
elements gαβ : Uαβ → Diff(F ) satisfying

gαβ |Uαβγ ◦ (gγβ)
−1|Uαβγ ◦ gγα|Uαβγ = idDiff(F ).

2A fibered manifold is a generalization of fiber bundles in which however different fibers are not required to be
diffeomorphic.
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1.2. Fiber bundles

we shall prefer the latter notations unless we need to specify the typical fiber.

In the sequel we will often use pullback bundles: given a bundle π : B →M , a manifold N and
a smooth mapping ψ : N →M , the pullback bundle φ∗B is defined via the commutative diagram

ψ∗B B

N M

ψ∗π

π∗ψ π

ψ

as the set of points {(y, b) ∈ N ×B : ψ(y) = π(b)}.

We now list some relevant classes of bundles, which are related to special choices of the typical
fiber F . First we introduce vector bundles, the latter are particular fiber bundles whose standard
fiber is a vector space.

Definition 1.2.3. A bundle (B, π,M, V ) is a vector bundle if the standard fiber V is a vector space
and the transition functions gαβ are Gl(V )-valued for each α, β.

We denote fibered coordinates on vector bundles by {xµ, vi}. Given (E, π,M, V ), (F, ρ,M,W )

vector bundles over the same base manifold, it is possible to construct a third vector bundle
(E ⊗ F, π ⊗ ρ,M, V ⊗ W ) called the tensor product bundle whose standard fiber is the tensor
product of the standard fibers of the starting bundles.

As any other manifolds, B admits vector fields X ∈ X(B), we will often use a particular kind
of vector fields: they are called vertical vector fields and are defined as the set Xvert(B) = {X ∈
Γ∞(TB → B) : Tπ(X) = 0}, where π : B → M is the bundle projection and Tπ : TB → TM

denotes the its tangential lift. We will denote by ΦXt : B → B the flow of any vector field on B,
and assume in the rest of this work that the parameter t varies in an appropriate interval which has
been maximally extended. Note that if X ∈ Xvert(B), then ΦXt is a fibered morphism whose base
projection ϕ is the identity over M . Vertical vector fields can be seen as sections of the vertical
vector bundle, (V B .

= ker(Tπ), τV , B) which is easily seen to carry a vector bundle structure over
B.

Definition 1.2.4. A bundle (P, π,M,G) is a principal bundle if the standard fiber is a Lie group
and the transition functions gαβ acts on G as left translations i.e. gαβ(x) : G→ G : h ↦→ gαβ(x) · h
for each x ∈ Uαβ and each h ∈ G.

With such a trivialization we can decompose points p ∈ P as (x, g) ∈ Uα×G, defining rh : P →
P, p = (x, g) ↦→ p · h = (x, g · h) yields a smooth global right action of G on P called the principal
right action. Similarly to Proposition 1.2.2, one has an alternative definition of principal bundles:

Lemma 1.2.5. Let π : P →M be a surjective submersion, G a Lie group acting freely on P on the
right such that the orbits of the action are exactly the fibers π−1(x). Then P → M is a principal
bundle with structure group G.
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1.2. Fiber bundles

If (Pi, πi,Mi, Gi), i = 1, 2 are principal bundles, a principal θ-morphism between them is a
triplet (Ψ, ψ, θ), where Ψ : P1 → P2, ψ : M1 → M2 is a fiber bundle morphism and θ : G1 → G2 a
homomorphism of Lie groups, satisfying

rθ(h) ◦Ψ = Ψ ◦ rh ∀h ∈ G.

When G1 = G2 ≡ G and θ = idG then we simply call it principal morphism. An intuitive exam-
ple of principal bundle is constructed as follows: let G be a Lie group acting freely on a manifold
M , then M/G is a well defined manifold and, by Lemma 1.2.5, (M,π,M/G,G) is a principal bundle.

We denote by
Γ∞(M ← B) = {φ :M → B, smooth : π ◦ φ = idM} (1.2)

the space of sections of the bundle. In physical terminology the latter are also-called field config-
urations or simply fields. We shall later on put a topology and then an infinite dimensional manifold
structure on Γ∞(M ← B). We stress that for a generic bundle the space of global smooth sections
might be empty, for example when considering nontrivial principal bundles, therefore we assume
that whenever we invoke the presence of fields, Γ∞(M ← B) is not empty. This is always the case,
for example, when dealing with vector or trivial bundles.

Another notion of interest, necessary for calculus of variations, are jet bundles. Heuristically they
geometrically formalize PDEs. For general references see [48] chapter IV section 12 or [66]. Rather
than giving the most general definition, we simply recall the bundle case. Given any fiber bundle
(B, π,M,F ), two sections, φ1, φ2 are kth-order equivalent in x ∈ M , which we write φ1 ∼kx φ2, if
for all f ∈ C∞(B), γ ∈ C∞(R,M) having γ(0) = x, the Taylor expansion at 0 of order k of f ◦φ1◦γ
and f ◦ φ2 ◦ γ coincide. The relation ∼kx becomes then an equivalence relation and we denote by
jkxφ the equivalence class with respect to φ. Setting JkxB

.
= Γ∞x (M ← B)/ ∼kx, where Γ∞x (M ← B)

are the germs of local sections of B defined on a neighborhood of x. The kth order jet bundle is

JkB
.
=
⨆︂
x∈M

JkxB.

The latter inherits the structure of a fiber bundle with base either M , B or any J lB with l < k. If
{xµ, yj} are fibered coordinates on B, we induce fibered coordinates {xµ, yj , jjµ, . . . , yjµ1...µk} where
Greek indices are symmetric. The latter coordinates embody the geometric notion of PDEs. The
differential d of the manifold JkB can be the split into a horizontal dh and a vertical dv component
in Jk+1B, this defines a double complex for the differential forms of Ω•(JkB). In particular the
horizontal differential can be written in coordinates as

dµ =
∂

∂xµ
+ yiµ

∂

∂yi
+ . . .+ yiµλ1···λk

∂

∂yiλ1···λk
.

Given the family {(JrB, πr)}r∈N with πr : JrB →M we can calculate its inverse limit (J∞B, π∞)

called the infinite jet bundle over M , it can be seen as a fiber bundle where the standard fiber R∞ is
a Fréchet topological vector space. Its sections denoted by j∞φ are called infinite jet prolongations.

Andrea Moro 12



1.2. Fiber bundles

A principal connection on a principal fiber bundle (P, π,M,G), is a mapping Γ : TP → V P

such that Γ ◦ Γ = Γ, Im(Γ) = V P , Tprg ◦ Γ = Γ ◦ Tprg for each p ∈ P and g ∈ G. Usually for
applications we write the connection in components with

ω = dxµ ⊗
(︁
∂µ − ωAµ (x)rA

)︁
where {rA}A=1,...,dim(G) is a basis of the Lie algebra g of G made by right invariant vector fields. It is
possible to show that any principal fiber bundle admits a principal connection (see [48, Lemma 11.3]).
Using the jet bundle formalism, one can define the so-called bundle of connection as Conn(P )

.
=

J1P/G where the quotient is taken over the equivalence relation induced by the jet prolongation
of order one of the principal right action. Choosing a connection amounts to selecting a section of
the latter bundle over M . Given a connection ω one can define a notion of covariant derivative of
a section of the principal bundle, ρ, along a vector field ξ ∈ X(M) as follows:

∇ξρ
.
= Tρ(ξ)− ω̂(ξ) ◦ ρ

where ω̂ is the horizontal lift of vector fields of M to horizontal bundle HP .
= ker(ω) ⊂ TP . This

latter application is uniquely determined once a connection ω is chosen.

1.2.1 Petree-Slovák’s Theorem

A differential operator is a mapping between sections of smooth bundles P : Γ∞(M ← B) →
Γ∞(M ← C). Generally speaking, the mapping P can be as complicated as possible, the most
simple example of differential operator we can think of is the one induced by a fibered morphism

JrB C

M M

Ψ

πk ρ

ψ

Given a section φ of B →M we can manufacture a differential operator P by requiring

P [φ](x) = Ψ ◦ jrφ(x). (1.3)

Whereas general differential operators might be very complicated, this particular one is quite nice
since it is induced at the bundle level; it is clear however that not all differential operators can have
this form. We therefore seek an answer to the question of what conditions one needs to impose on
P to guarantee that it takes the form (1.3). A necessary condition is readily apparent: P ought
to be local, that is P [φ](x) depends only on the germ of φ at x. The Petree-Slovák theorem gives
sufficient conditions for differential operators P to have the form (1.3).

Definition 1.2.6. We say that P : Γ∞(M ← B) → Γ∞(M ← C) is a differential operator of
globally bounded order if there is r ∈ N and a fibered morphism (Ψ, idM ) : JrB → C such that
P [φ](x) = Ψ ◦ jrφ(x); furthermore P is a differential operator of locally bounded order if, given any
x ∈ M and φ0 ∈ Γ∞(M ← B), there are a compact neighborhood K ∋ x, an open neighborhood
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1.2. Fiber bundles

U = {φ : jrφ(K) ⊂ V ⊂ JrB} of φ0 in the CO∞-topology 3 and a smooth mapping Ψ : V → C

such that P [φ](x) = Ψ ◦ jrxφ for all φ ∈ U .

Before stating the theorem, let us mention the other condition entering as hypothesis besides
locality. Consider a jointly smooth family of mappings Φ : R×M → B such that

• for each t ∈ R fixed, Φt :M → B is a smooth section;

• there is a compact subset H ⊂M such that for all x /∈ H, Φt(x) is constant in t.

We call such a family of mappings a one parameter compactly supported variation. We say that a
differential operator P : Γ∞(M ← B) → Γ∞(M ← C) is weakly regular if given any compactly
supported variation Φ, the mapping P [Φ] : R×M → C, defined by P [Φ](t, x) = P [Φt](x), is again
a compactly supported variation.

Theorem 1.2.7 (Petree-Slovák’s Theorem). Let B → M , C → M be bundles and P : Γ∞(M ←
B)→ Γ∞(M ← C) be a local, weakly regular mapping, then P is of locally bounded order.

The proof of this theorem can be found in e.g. [48, § 19.7], [67] or [56]. To get more out of this
result, i.e. globally bounded order of the operator one needs extra hypothesis, some of which are
discussed in [71].

1.2.2 Differential operators

Lastly, we further study differential operators of global bounded order between sections of vector
bundles (Definition 1.2.8) among those we are interested in normally hyperbolic operators (Defini-
tion 1.2.11). Those are special since are almost invertible: they admit retarded and advanced Green
operators (c.f. in Theorem 1.2.16).

Let E →M and F →M be vector bundles over the same n dimensional manifold M .

Definition 1.2.8. A linear mapping D : Γ∞(M ← E)→ Γ∞(M ← F ) is a differential operator of
order k if:

(i) for any open subset U ⊂ M , D can be restricted to a linear map DU : Γ∞(U ← E|U ) →
Γ∞(U ← F |U ) such that ∀σ ∈ Γ∞(U ← E)

DU (σU ) = (Dσ)U ;

(ii) given any local chart (U, x) there exists smooth coefficients Di1,...,ir,β
α totally symmetric in the

Latin indices i·, such that

Ds|U =
∑︂

0≤r≤k
Dµ1,...,µr,j
k

∂rsk

∂xµ1 . . . ∂xµr
fj ,

where ek ∈ Γ∞(U ← E|U ), fj ∈ Γ∞(U ← F |U ) are the local base sections of the two vector
bundles. Denote by DiffOpk(E,F ) the set of k-th order differential operators.

3The CO∞ topology on C∞(M,N), where M, N are differentiable manifolds, is the topology for which j∞ :
C∞(M,N)→

(︁
C(M,J∞(M,N), τCO

)︁
is an embedding where τCO is the compact open topology generated by subsets

of the form (2.1). Then since Γ∞(M ← B) ⊂ C∞(M,B) we can endow it with the subset CO∞-topology.

Andrea Moro 14



1.2. Fiber bundles

If D ∈ DiffOpk(E,F ) then the principal symbol

σk(D) = Dµ1,...,µk,j
i

∂

∂xµ1
⊙ . . .⊙ ∂

∂xµk
⊗ ei ⊗ fj (1.4)

is a globally defined smooth section of Γ∞(SkTM ⊗E∗⊗F ) called the leading symbol or principal
symbol of D.

Lemma 1.2.9. Let σ ∈ Γ∞(M ← E) and ω ∈ Γ∞c (M ← E∗ ⊗ Λm(M)), define a pairing

(σ, ω) ↦→ ⟨s, ω⟩ =
∫︂
M
ω(σ). (1.5)

This pairing is bilinear and non-degenerate. Furthermore ⟨σ, fω⟩ = ⟨fσ, ω⟩

Proof. Suppose that ⟨σ, ω⟩ = 0 for all ω ∈ Γ∞c (M ← E∗ ⊗ Λm(M)) if σ(x) ̸= 0 for some x, then
σ ̸= 0 for a neighborhood U of x as well. Let ψ be a positive bump function ψ supported in U ,
if θ is a positive density with θ|x ̸= 0, ⟨σ, ψθ⟩ > 0. Thus σ = 0. Similarly if ⟨σ, ω⟩ = 0 for all
σ ∈ Γ∞(M ← E), then ω = 0. The other claim is straightforward.

Proposition 1.2.10. Let D ∈ DiffOpk(E,F ), then its restriction D : Γ∞c (M ← E)→ Γ∞c (M ← F )

admits a unique adjoint representation with respect to the pairing defined above. Moreover, the
adjoint

DT : Γ∞(M ← F ∗ ⊗ Λm(M))→ Γ∞(M ← E∗ ⊗ Λm(M))

a differential operator of order k.

Proof. Fix a partition of unity {χi}i∈I subordinate to a covering of charts {(Ui, xµ)}i∈I , then

Dσ|Ui =
∑︂

0≤r≤k

1

r!
Dµ1,...,µr,j
k |Ui

∂rσk

∂xµ1 . . . ∂xµr
fj .

Consider an element of Γ∞(F ∗⊗Λm(M)) of the form ω|Ui = ωjϵµ1...µnf
j ⊗ dxµ1 ∧ . . .∧ dxµn , where

ϵµ1...µn is the well known Levi-Civita tensor and ωj ∈ C∞(U); then

⟨Dσ, ω⟩ =
∫︂
M
ω(Dσ) =

∑︂
i

∫︂
Ui

χiω(Dσ)

using the partition of unity we can write in coordinates the above integral and then integrate by
parts, obtaining

∑︂
i∈I

0≤r≤k

∫︂
Ui

1

r!
χiωjD

µ1,...,µr,j
k

∂rσk

∂xµ1 . . . ∂xµr
ϵµ1...µndx

µ1 ∧ . . . ∧ dxµn

=
∑︂
i∈I

0≤r≤k

∫︂
Ui

(−1)r

r!
σk
∂r
(︂
χiωjD

µ1,...,µr,j
k

)︂
∂xµ1 . . . ∂xµr

ϵµ1...µndx
µ1 ∧ . . . ∧ dxµn ,

where we wrote the density measure of M induced by the coordinates {xµ} using Levi-Civita symbol
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ϵµ1...µn . Clearly

µ(i)
.
=
∑︂

0≤r≤k

(−1)r

r!

∂r

∂xµ1 . . . ∂xµr

(︁
χiωjD

µ1,...,µr,
k

)︁
µekϵµ1...µmdx

µ1 ∧ . . . ∧ dxµm

=
∑︂

0≤r≤k

(−1)r

r!

∂r

∂xµ1 . . . ∂xµr

(︁
χiωjD

µ1,...,µr,
k

)︁
µekϵµ1...µmdx

µ1 ∧ . . . ∧ dxµm

is a section of Γ∞c (Ui ← (E∗ ⊗ Λn(M))|Ui), furthermore, it can be checked directly that
∑︁

i ˜︁µi ∈
Γ∞c (M ← E∗ ⊗ Λn(M)). Setting

D†ω =
∑︂
i

ω(i), (1.6)

we get
⟨Dσ, ω⟩ = ⟨σ,D†ω⟩.

It is clear from the local form that D† is of order k.

Definition 1.2.11. Let E → M be a vector bundle with base a Lorentzian manifold, a second
order differential operator D : Γ∞(M ← E) → Γ∞(M ← E) is called normally hyperbolic if its
principal symbol can be written as

σ2(D) =
1

2
g−1 ⊗ idE

where g is the Lorentzian metric on M .

Lemma 1.2.12. Let D be a normally hyperbolic differential operator, then one can always choose
an appropriate fiber connection on E such that for all σ ∈ Γ∞(M ← E),

Dσ =
(︂
gµν∇µνσi +Bj

i σ
i
)︂
ej ,

where ∇ is the covariant derivative induced from the connection.

Proof. Fix some local chart (xµ, ei) on E, then we can represent Dσ as(︂1
2
Dµνj
i ∂µνσ

i +Dµj
i ∂µσ

i +Dj
iσ

i
)︂
ej .

Any connection on E induces a covariant derivative ∇: given X ∈ X(M), σ ∈ Γ∞(M ← E) we
have ∇Xσ = Xµ∇µσiei where ∇µsi = ∂µs

i +Γijµs
j . Using a torsionless connection on M (e.g. the

Levi-Civita connection of the spacetime metric g) it is possible to calculate

∇µ∇νsi = ∂µνs
i + Γijµ∇νsj − Γαµν∇αsi + ∂µΓ

i
jνs

j + Γijν∇µsj − ΓijνΓ
j
kµs

k.

Substituting into the expression for Dσ, we find

Dσ =
(︂1
2
Dµνj
i ∇µ∇νσ

i +
[︂1
2
Dαβj
i Γµαβ +Dµj

i − ΓikνD
µνj
i

]︂
∇µσi +

[︂
ΓlkµΓ

k
iνD

µνj
l −Dµj

k Γkiµ +Dµ
i

]︂
σi
)︂
ej .

Since Dµνj
i = gµνδji , we can set

Γjkµ
.
= gµν

(︂1
2
Dαβj
k +Dνj

k

)︂
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It can be shown, rather laboriously, that the above equation defines the Christoffel symbols of a
connection on E.

Having developed the notion of Cauchy hypersurface in Definition 1.1.1, we can give a precise
formulation of the Cauchy problem. One the one hand, a Cauchy surface on a globally hyperbolic
spacetime will secure the well-posedness for any evolution type problem on M , on the other, to talk
about evolution of quantities (that is fields) in M we need some dynamic: fortunately enough, we
have discussed differential operators. As usual we assume that (M, g) is a Lorentzian, time-oriented
globally hyperbolic manifold and Σ is a spacelike Cauchy hypersurface. Since at any point x ∈ Σ,
TxΣ ⊆ TxM is spacelike, there is a unique unitary, timelike, future directed vector nx ∈ TxM , that
is

g(nx, v) = 0 ∀ v ∈ TxΣ,

g(nx, nx) = 1.

The vector field n : Σ ∋ x ↦→ nx is called the future directed normal vector field of Σ.

Let D : Γ∞(M ← E) → Γ∞(M ← E) be a normally hyperbolic differential operator. We
consider the wave equation

Dσ = gµν∇µνσ +Bσ = θ

σ, θ ∈ Γ∞(M ← E) and the related Cauchy problem

Dσ = θ,

σ|Σ = σ0 ∈ Γ∞(M ← E|Σ),

∇nσ|Σ = σ1 ∈ Γ∞(M ← E|Σ).

We try to solve this problem by constructing distributional solution Fx ∈ Γ−∞(M ← E)⊗E∗x⊗
Λn(M)x such that

DFx = δx

where δx is viewed as a E∗x ⊗ Λm(M)p-valued distributional section of E, that is if µ ∈ Γ∞0 (E∗ ⊗
Λm(M)), then δx(µ) = µ(x) ∈ E∗x⊗Λn(M)x. If Fp satisfies DFx = δx is called fundamental solution
of D at x ∈M . If, moreover, there exists fundamental solutions F±x satisfying

supp(F±x ) ⊆ J±(x),

then F±x is called advanced or retarded fundamental solution of D at x ∈M .

Definition 1.2.13. Let (M, g) be a globally hyperbolic Lorentzian manifold, D a normally hyper-
bolic differential operator, then a continuous linear map

G± : Γ∞c (M ← E)→ Γ∞(M ← E)

satisfying

(i) D ◦G± = idΓ∞
c (M←E),
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(ii) G± ◦ D|Γ∞
c (M←E) = idΓ∞

c (M←E),

(iii) supp(G±(σ)) ⊆ J±(supp(σ)) for all σ ∈ Γ∞c (M ← E),

is called advanced/retarded Green operator for D.

Theorem 1.2.14. Let (M, g) be globally hyperbolic, and D in DiffOp2(E) normally hyperbolic. For
every x ∈M there is a unique global advanced and retarded fundamental solution

F± : Γ∞c (M ← E∗) ∋ µ ↦→ F±(µ) ∈ Γ∞(M ← E∗)

of D† at x, that is
D†F±(µ) = µ

is a continuous mapping in the appropriate topologies.

Theorem 1.2.15. Let (M, g) be globally hyperbolic, D ∈ DiffOp2(E) be normally hyperbolic. As-
sume that {F±x }x∈M is a family of global advanced and retarded fundamental solutions of D†, with
the properties of Theorem 1.2.14, then given σ ∈ Γ∞c (M ← E) define, using the pairing (1.5),

µ
(︁
G±σ

)︁
= F∓(µ)(σ).

The mappings G± : Γ∞c (M ← E)→ Γ∞(M ← E) defined above are Green operators for D.

Proof. From
µ
(︁
DG±σ

)︁
= D†(µ)

(︁
G±σ

)︁
= F∓(D†µ)σ = µ(σ)

and
µ
(︁
G±Dσ

)︁
= F∓(µ) (Dσ) = D†F∓(µ)σ = µ(σ)

we immediately get the first two properties of Green operators. The continuity follows from the
fact that F∓ is continuous and the above calculations. We then look at supports which explains the
flip from ± to ∓. Fix a section µ ∈ Γ∞c (M ← E∗ ⊗ Λn(M)), then supp(F∓(µ)) ⊆ J∓(supp(µ)), so
F∓(µ)(σ) vanish if J∓(supp(µ))∩supp(σ) = ∅ which is equivalent to say J±(supp(σ))∩supp(µ) = ∅.
Thus, if x /∈ J±(supp(σ)) and we choose some µ with J±(supp(σ)) ∩ supp(µ) = ∅ then µ (G±σ) =
F∓(µ)(σ) = 0, so G±σ = 0, which proves that supp(G±σ) ⊆ J±(supp(σ)). The other statement is
analogous.

The final result sums up everything there is to know for Green functions:

Theorem 1.2.16. Let E →M be a vector bundle with base a globally hyperbolic Lorentzian manifold
and let D ∈ DiffOp2(E) be a normally hyperbolic differential operator. Then D admits global Green
operators G±M : Γ∞c (M ← E)→ Γ∞(M ← E) and their causal propagator G = G+−G−, satisfying
the following properties:

(i) Continuity. G±, G are continuous linear operators where Γ∞c (M ← E) has the LF-topology
described in 1.3.1 and Γ∞(M ← E) the Fréchet topology described in 1.3.1; and admit a
continuous and linear extension to the spaces Γ−∞± (M ← E) topological dual to Γ∞∓ (M ←
E) = {σ ∈ Γ∞(M ← E) : ∀x ∈M supp(u⃗) ∩ J∓(x) is compact }.
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(ii) Support Properties.
supp(G±u) ⊂ J±(supp(u)

for all u ∈ Γ−∞± (M ← E).

(iii) Cauchy problem. For every v ∈ Γ−∞c (M ← E) and spacelike Cauchy hypersurface i : Σ ↪→
M with supp(v) ⊆ I±(Σ) and all u0, u̇0 ∈ Γ∞c (M ← i∗E) there is a unique u± ∈ Γ−∞(M ←
E) with

Du± = v,

supp(u±) ⊆ J±
(︁
supp(u0) ∪ supp(u0̇)

)︁
∪ J±(supp(v)).

The section u± also depends continuously on v, u0 and u̇0.

(iv) Wave Front Sets.

WF(G±) = {(x, x; ξ,−ξ) ∈ Ṫ ∗(M ×M) with (x; ξ) ∈ Ṫ ∗M}

∪ {(x1, x2; ξ1, ξ2) ∈ Ṫ
∗
(M ×M) with (x1, x2; ξ1,−ξ2) ∈ BiChgγ},

WF(GM ) = {(x1, x2; ξ1, ξ2) ∈ Ṫ
∗
(M ×M) with (x1, x2; ξ1,−ξ2) ∈ BiChgγ};

where BiChgγ is the bicharacteristic strip of the lightlike geodesic γ, i.e. the set of points
(x1, x2; ξ1, ξ2) such that there is an interval [0,Λ] ⊂ R for which (x1, ξ1) = (γ(0), g♭γ̇(0)) and
(x2,−ξ2) = (γ(Λ), g♭γ̇(Λ)).

(v) Propagation of Singularities. Given u ∈ Γ−∞± (M ← E), (x, ξ) ∈ WF(G±(u)) if ei-
ther (x, ξ) ∈ WF(u) or there is a lightlike geodesic γ and some (y; η) ∈ WF(u) such that
(x, y; ξ,−η) ∈ BiChgγ. Similarly, (x, ξ) ∈WF(G(u)) if there is a lightlike geodesic γ and some
(y, η) ∈WF(u) such that (x, y; ξ,−η) ∈ BiChgγ.

We remark that in the above theorem the notation Γ−∞(M ← E) denotes distributional sections
of the vector bundle E, i.e. continuous linear mappings Γ∞c (M ← E)→ C, where the first space is
endowed with the usual limit Fréchet topology. We also recall that the wave front set at x ∈M of a
distributional section u of a vector bundle E of rank k is calculated as follows: fixing a trivialization
(Uα, tα) on E, then locally u is represented by k distributions ui ∈ D′(Uα), each of which will have
its own wave front set. Then we set

WF(u)
.
=

k⋃︂
i=1

WF
(︁
ui
)︁
. (1.7)

It is possible to show that choosing a different trivialization in the vector bundle give rise to a smooth
vertical fibered morphism which does not alter the wave front set, as a result (1.7) is independent
of the trivialization chosen and hence well defined.
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1.3 Locally convex vector spaces and calculus on them

1.3.1 Locally convex spaces

Generally speaking a locally convex space (LCS) E is a topological vector space (TVS), i.e., a vector
space E with a topology compatible with vector addition and scalar multiplication, such that the
basis of neighborhoods of 0 ∈ E is made by convex subsets. The reason for this definition is
motivated by the fact that it would be desirable to have, as neighborhoods of 0, the closest things
possible to balls. Convexity is therefore the condition allowing this construction; however, it should
be noted that in general TVSs there is no guarantee of finding such a basis. It can be shown (e.g. in
[70, Proposition 7.6]) that a LCS is equivalently described by a family of seminorms generating the
basis of the topology. A seminorm is a mapping p : E → R continuous in the vector space topology
of E satisfying

(i) p(x) ≥ 0 for all x ∈ E;

(ii) p(x+ y) ≤ p(x) + p(y) for all x, y ∈ E;

(iii) p(αx) = |α|p(x) for all x ∈ E, α ∈ R.

Most of the times we do not describe locally convex spaces by giving a TVS structure admitting
a base of convex subsets for the topology, instead, we give a family of seminorms and then induce
a topology from this family checking that the latter is compatible with the vector space structure.
Clearly each Banach space is also a locally convex one, the next best things are Fréchet spaces.
Those are complete, metrizable locally convex spaces. Before giving some relevant examples, we
describe two more properties that locally convex spaces can have. A LCS E is barreled if every
absorbing, balanced, closed, convex subset U4 is a neighborhood of 0 ∈ E. It is a Montel space
if it is Hausdorff, barreled and if every closed bounded subset is compact. Montel spaces are very
fascinating: indeed, the Banach-Alaoglu theorem states that, in Banach spaces, closed and bounded
subsets of the strong dual are never compact, but only weakly compact and therefore weakly con-
vergent sequences in dual are generally not strongly convergent; however, in Montel spaces closed
bounded subsets of the strong dual are compact ([70, Proposition 34.6]) and therefore weak and
strong convergence in dual of Montel spaces are equivalent. The second property we wish to intro-
duce is nuclearity. We can introduce this property by trying to give a topology to the space E ⊗ F
given locally convex spaces E, F . There are essentially two ways to do this: on the one hand, we
can regard E×F → E⊗F as a quotient space and endow it with the quotient topology, we denote
it by E ⊗π F ; on the other hand, if we denote by E′σ the dual of E with the topology of pointwise
convergence, then one can show (see for instance [70, Proposition 42.4]) that E ⊗ F is isomorphic
to the space B(E′σ, F

′
σ) of continuous bilinear mappings E′σ × F ′σ → R. Then one can induce a

topology on E ⊗F by inducing, on B(E′σ, F
′
σ), the topology of uniform convergence on products of

equicontinuous5 set of E′ and F ′, we then denote this topology by E ⊗ϵ F . In general the two are
not equivalent and the π-topology is finer, however, when doing tensor product of locally convex
spaces it is desirable to have a unique topology and not choose between the two. We therefore call

4A subset U of E is called: absorbent if given any x ∈ E, there is λ ∈ R such that x ∈ λU ; balanced if
x ∈ U ⇒ −x ∈ U .

5A subset H of the space of linear mappings L(E,R) is equicontinuous if for each neighborhood V of 0 ∈ R, there
is a neighborhood U of 0 ∈ E such that for all u ∈ H, u(U) ⊂ V .
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E nuclear if for any other locally convex space F the completions of the tensor products E ⊗π F
and E⊗ϵ F are topologically isomorphic. For additional details on nuclear spaces see [70, Chapters
50, 51] as well as [61].

A very important example of Fréchet space, which we use throughout this thesis, is the space
C∞(M) of smooth functions on a differentiable manifold M . To differentiate from other topologies
one can give the latter space (see for instance the WO∞-topology in Section 2.1), we shall denote
it by E(M) when endowed with its Fréchet structure.

Example (Fréchet space structure of E(M)).

We start by considering the two families of seminorms

(A) given an atlas {(Ui, ui)}i∈I for M and K ⊂M compact, consider the seminorms

pK,n,Ui,ui : f ↦→ sup
i∈I

sup
x∈K∩Ui, j≤n

|∂j(f ◦ u−1i )(x)|; (1.8)

(B) given any (Riemannian) metric on M , denote by ∇ its covariant derivative, then consider the
seminorms

pK,n,∇ : f ↦→ sup
x∈K, j≤n

|∇jf(x)|, (1.9)

with K ⊂M compact subset.

That those families are indeed seminorms can be inferred by employing basic estimates. The
seminorms of (A) are clearly well defined since only finitely many Ui intersect each K, the drawback
is that they depend, a priori, on the differential structure chosen. Those of (B), instead, do not
depend on the smooth structure but on the choice of some connection to carry out the covariant
differentiation.

Lemma 1.3.1. The family of seminorms in (A)(respectively (B)) do not depend on the smooth
structure (respectively on the connection) chosen. Moreover the two families are equivalent, i.e.
there are positive real constants c1, c2 for which

c1pK,n,∇(f) ≤ pK,n,Ui,ui(f) ≤ c2pK,n,∇(f) (1.10)

for all f ∈ C∞(M).

We stress that the main consequence of Lemma 1.3.1 is that on C∞(M) the topologies induced
by the families of seminorms (A) or (B) do coincide and therefore do not depend on the atlas or the
connection chosen to perform calculations but only on the compact subset and the differentiation
order. We shall henceforth denote pn,K the seminorms on D(M).

Proof. That two families with two different atlases in (A) are equivalent follows directly from the
fact that in the intersection Ui ∩ ˜︁Uj the transition mapping ui ◦ ˜︁u−1j is a smooth diffeomorphism
and is therefore bounded in K ∩Ui ∩ ˜︁Uj . That two different connections induces equivalent families
in (B) follows from induction:

• if n = 1, then ∇f ≡ ∂f ≡ ˜︁∇f ;
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• if n is arbitrary then we can write

∇nf = ∂(∇n−1f) +
∑︂

Γ(∇n−1f)

where the sum is linear in the Christoffel symbols Γ of the connection and features n terms.
Then

∇nf − ˜︁∇nf = ∂
(︁
∇n−1f − ˜︁∇n−1f)︁+∑︂(Γ− ˜︁Γ)∇n−1f +

∑︂˜︁Γ(︁∇n−1f − ˜︁∇n−1f)︁
by the induction hypothesis one can estimate the coefficients

(︁
∇n−1f− ˜︁∇n−1f)︁ appropriately,

(Γ− ˜︁Γ) are the smooth coefficients of a (1, 2) tensor which can be estimated by a constant in
the compact K.

Finally, let {ψi} be a partition of unity subordinated to the atlas {(Ui, ui)}; recall that in a chart
∇nf = ∂nf +

∑︁
q(∂,Γ)f where q is a polynomial of order at most n− 1, then we can estimate

pK,n,∇(f) = sup
j≤n,K

⃓⃓
∇j
(︁∑︂

i

ψif
)︁⃓⃓
≤ sup

j≤n,K

∑︂
i

⃓⃓
∇j(ψif)

⃓⃓
≤ sup
j≤n,K

∑︂
i

⃓⃓⃓(︁
∂j(ψif ◦ u−1i )

)︁
+
∑︂

0≤k<j
Γj−k∂k(ψif ◦ u−1i )

)︁⃓⃓⃓
≤
∑︂
i

pK,n,Ui,ui(ψif) +
∑︂

i, 0≤k≤j≤n
C(Γ, j − k)pK,j,Ui,ui(ψif)

≤
∑︂
i

Ci(Γ)
(︁

sup
0≤j≤n

pK,j,Ui,ui(ψif)
)︁
≤ c1pK,n,Ui,ui(f).

The other estimate follows similarly if we notice that ∇nf = ∂(∇n−1f) +
∑︁

Γ(∇n−1f) so that we
can estimate pK,1,Ui,ui(∇n−1f) ≤ CpK,n,∇(f), iterating this procedure and we arrive at

pK,n,Ui,ui(f) ≤ c2pK,n,∇(f).

Remark. To check that the topology induced by any of the two seminorms in (A) or (B) is compatible
with the vector space structure of C∞(M), we can check that it satisfies conditions (3.1)-(3.5) in
[70, Theorem 3.1]. (3.1) holds since the zero function belongs to any convex ball {pn,K ≤ ϵ}, (3.2)
follows from property (ii) of the seminorm, (3.3) from λ{pn,K ≤ ϵ} = {pn,K ≤ λϵ} for any λ ∈ R
and finally, by (iii) any ball {pn,K ≤ 1} is absorbing and balanced thus satisfying conditions (3.4)

and (3.5).

That C∞(M) is metrizable follows from that fact than since M is locally compact and second
countable, it admits an exhaustion by compact subsets Kl, then pn,Kl

is a countable basis of the
above locally compact topology.

Finally completeness of C∞(M) can be obtained by showing:

Lemma 1.3.2. The topology of E(M) described above coincides with the topology of uniform con-
vergence with all derivatives on compact subsets.

Proof. If fn → f in E(M), then each neighborhood {g ∈ C∞(M) : pn,K(g − f) ≤ ϵ} of f must
contain each fn for n big enough, therefore in the compact subset K the functions fn and f differ
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uniformly (together with all derivatives) by at most ϵ, thus fn → f converges uniformly in K with
all its derivatives. Viceversa, if jnfn → jnf converges uniformly in K, then, for n sufficiently big,
fn ∈ B1/k(f){g ∈ D(M) : pn,K(g − f) ≤ 1/k}.

Notice also that by [70, Theorem 51.5 together with its Corollary] C∞(M) is nuclear.

Example (LF space structure of D(M)).

Another space of significative interest is the space C∞c (M) of compactly supported functions on
a manifold M .6 We topologize it as follows: first, note that for any compact subset K ⊂ M the
space C∞K (M) of smooth functions supported inside K can be given a Fréchet space structure with
seminorms {pn,K}n∈N analogously to Example 1.3.1; secondly, given any exhaustion {Kn}n∈N by
compact subsets of M , we can see C∞c (M) as the strict countable inductive limit

C∞c (M) = lim−→
n∈N

C∞Kn
(M)

and endow the former space with the final topology with respect to the mappings in : C∞Kn
(M) ↪→

C∞c (M). In particular, a neighborhood U of 0 ∈ C∞c (M) will be open if and only if U ∩C∞Kn
(M) is

an open neighborhood of 0 for each n ∈ N. Any such space is called a limit Fréchet space (or LF-
space for short) and by [70, Theorem 13.1] it is complete, moreover (see for instance [59, Proposition
3.39]) the final topology on C∞c (M) does not depend on the exhaustion chosen. Although C∞c (M)

is not Banach nor Fréchet, one can show that it is Montel and nuclear (see [70, Proposition 34.4
and Theorem 51.5 together with its Corollary]). We will denote D(M) the space C∞c (M) with the
final topology induced by mappings C∞Kn

(M) ↪→ C∞c (M) .
We stress that both examples can be straightforwardly generalized to encompass the spaces of

smooth sections of vector bundles. Therefore, if E → M is a vector bundle, Γ∞(M ← E) can be
given the structure of a nuclear Fréchet space, whereas Γ∞c (M ← E) becomes a nuclear, Montel,
LF-space.

1.3.2 Distributions

A distribution u on M is a linear continuous functional

u : D(M)→ R

where D(M) is endowed with the LF-space structure. This implies that an element u of the algebraic
dual is a distribution if and only if

u : C∞K (M)→ R

is continuous for each compact K ⊂ M , or, equivalently, that for each K ⊂ M compact there is
n ∈ N, a positive constant c such that

|u(f)| ≤ c sup
j≤n

pj,K(f), f ∈ C∞K (M).

6Here we assume that the manifold is not compact, otherwise C∞
c (M) = C∞(M) can be endowed with the Fréchet

space structure of Example 1.3.1.
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We denote by D′(M) the spaces of distributions. We stress that since each C∞K (M) is a Fréchet
space, then continuity of u can also be tested by sequential continuity. Any smooth function
g ∈ C∞(M) induces a distribution by choosing a measure dµ on M and defining

f ↦→
∫︂
M
g(x)f(x)dµ(x).

This last example inspires us to define distributional sections of vector bundles. Let E → M

be a vector bundle and E′ → M its dual bundle here we can choose two different definitions of
distributional sections: either

• we require that Γ∞(M ← E) embeds into the space of distributional sections,

or

• we define it as the space of continuous linear mappings Γ∞c (M ← E)→ R.

In the second case we have that Γ∞
(︁
M ← E′ ⊗ Λm(M)

)︁
embeds into the space of distributions

instead of Γ∞(M ← E). This is true since, given µ ∈ Γ∞
(︁
M ← E′ ⊗ Λm(M)

)︁
, it is natural to

define
X ∈ Γ∞(M ← E) ↦→

∫︂
M
⟨X,µ⟩(x) ∈ R.

Definition 1.3.3. Let E → M be a vector bundle, a distributional section is a continuous linear
map

s : Γ∞c (M ← E)→ R.

We denote by Γ−∞c (M ← E) the space of distributional sections.

As in the previous case, since Γ∞c (M ← E) is a LF space, continuity of s : Γ∞c (M ← E) → R
is to be tested on each Γ∞K (M ← E), thus s is continuous if and only if for each compact K ⊂ M ,
there is a positive constant c and n ∈ N such that

|s(X)| ≤ c sup
j≤n

pj,K(X).

An important notion with distributions is their support:

Definition 1.3.4. Let U ⊆ M be open and s ∈ Γ−∞(M ← E), the restriction of s to U is the
distribution

s|U (X) = s(X), X ∈ Γ∞c (U ← E|U ).

The support of s is the set
supp(s) =

⋂︂
A⊂Mclosed
s|M\A=0

A.

We remark that playing with partitions of unity it is possible to endow Γ−∞(M ← E) with the
structure of a fine sheaf. This in particular implies the principle of localization: a distributional
section is the zero section if and only if for every point x ∈M there is an open neighborhood U ∋ x
such that s|U = 0. If we denote by Γ−∞c (M ← E) the set of compactly supported distributions, then
one can show that it is isomorphic to the space of continuous linear mappings s : Γ∞(M ← E)→ R,
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i.e. the dual of the Fréchet space Γ∞(M ← E).

Next we briefly recall the definition and properties of the wave front set that will be used
throughout this thesis. Let U ⊂ M be an open subset. We will henceforth denote, by Ṫ

∗
U the

cotangent bundle minus the graph of the zero sections.

Definition 1.3.5. Let u ∈ D′(U), the wavefront set of u, WF (u), is the complement in Ṫ
∗
U of the

set of points (x0, ξ0) ∈ T ∗U such that there are :

(i) χ ∈ D(U) with χ(x0) = 1,

(ii) an open conic neighborhood V ⊂ Rn of ξ0, with

sup
ξ∈V

(1 + |ξ|)N |ˆ︂χu(ξ)| <∞
for all N ∈ N and all ξ ∈ V .

Intuitively, Definition 1.3.5 tells us not only where the distribution u is singular in U , but also,
via the Fourier transform, in which direction on the cotangent bundle T ∗U u fails to be smooth.

Proposition 1.3.6. Let u ∈ D′(U).

(i) If φ ∈ C∞(U), then
WF(φu) ⊂WF(u).

(ii) Let now α be a multi-index, then

WF(∂αu) ⊂WF(u).

(iii) If D is a differential operator with smooth coefficients then

WF(Du) ⊂WF(u).

Let us make some examples of calculations of wave fronts. We will calculate the wave fronts of
the following distributions:

δ0 : C
∞
c (R)→ R, f ↦→ f(0),

vϵ = lim
ϵ→0

1

x+ iϵ
: C∞c (R)→ R, f ↦→ lim

ϵ→0

∫︂
R

f(x)

x+ iϵ
dx,

δ∆ : C∞c (Rn)→ R, f ↦→
∫︂
R
f(x, . . . , x)dx,

where the notation ∆ refers to the small diagonal {(x1, . . . , xn) ∈ Rn : x1 = · · · = xn} of Rn, and
δ∆ is the diagonal delta. For the Dirac delta we have that

ˆ︃χδ0(ξ) = 1√
2π
⟨δ0, χeiξx⟩ =

χ(0)√
2π
,
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then either supp(χ) ∋ 0 in which case ˆ︃χδ0(ξ) is not rapidly decreasing, or 0 /∈ supp(χ) which hasˆ︃χδ0(ξ) ≡ 0. So WF(δ0) = {(0, ξ) ∈ Ṫ
∗R}.

For the second distribution observe that it is smooth in all of R minus the origin, also

ˆ︁vϵ(ξ) = 1√
2π

lim
ϵ→0

∫︂
R

eiξx

x+ iϵ
dx.

Evaluating via the residue theorem yields

ˆ︁vϵ(ξ) = −√2πi lim
ϵ→0

θ(ξ)e−ξϵ = −
√
2πiθ(ξ),

where θ is the Heaviside distribution. As a result, if f is smooth and supported in a neighborhood
of the origin ˆ︂fvϵ(ξ) = ∫︂

R
f̂(η)v̂ϵ(ξ − η)dη = −i

√
2π

∫︂ ξ

−∞
f̂(η)dη,

if ξ < 0, then |ξ| < |η| and⃓⃓⃓⃓∫︂ ξ

−∞
f̂(η)dη

⃓⃓⃓⃓
=

⃓⃓⃓⃓∫︂ ξ

−∞
f̂(η)

(1 + |η|)N

(1 + |η|)N
dη

⃓⃓⃓⃓
≤ (1 + |ξ|)−N

⃓⃓⃓⃓∫︂ ξ

−∞
f̂(η)(1 + |η|)Ndη

⃓⃓⃓⃓
≤ cf (1 + |ξ|)−N

if ξ > 0, the above estimate is not possible and we just have
⃓⃓⃓∫︁ ξ
−∞ f̂(η)dη

⃓⃓⃓
≤ c′f . Thus WF(vϵ) =

{(0, ξ) ∈ Ṫ ∗R, ξ > 0}.

Finally, consider the diagonal delta δ∆, let f ∈ C∞c (Rn)

ˆ︃fδ∆(ξ1, . . . , ξm) = ∫︂
R
f(x, . . . , x)ei(ξ1+...+ξm)x.

We immediately note that when f is supported outside the diagonal the integral is identically zero,
hence rapidly decreasing. On the other hand if supp(f)∩∆nR ̸= ∅ we can, provided ξ1+. . .+ξn ̸= 0,
integrate by parts, getting

(1 + |ξ|)N
⃓⃓⃓ˆ︃fδ∆(ξ1, . . . , ξn)⃓⃓⃓ ≤ (1 + |ξ|)N

(ξ1 + . . .+ ξn)M

∫︂
R

⃓⃓
∂Mx f(x, . . . , x)

⃓⃓
dx.

Choosing an appropriate M ∈ N makes the right hand side bounded by a constant. Finally, if
ξ1 + . . . + ξn = 0 along the diagonal ˆ︃fδ∆(ξ1, . . . , ξn) is a constant depending on f , which is not
rapidly decreasing. To sum up we have WF(δ∆) = {(x, . . . , x; ξ1, . . . , ξn) ∈ Ṫ

∗Rn : ξ1+. . .+ξn = 0}.

With the notion of wave front set, the space of distributions D′(U) can be endowed with a
topology which is finer than the usual dual topology of D(U). Let Υ ⊂ T ∗U be a cone (i.e.
Υx ⊂ T ∗xU is a closed cone for any x ∈ U) and define D′Υ(U) as the space of distributions whose
wave front set is contained in Υ, then we induce a topology via the seminorms⎧⎨⎩pf (u) = |u(f)|,pq,χ,Υ(u) = supξ /∈Υ(1 + |ξ|)q|ˆ︂χu(ξ)|, (1.11)
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where f, χ ∈ D(U), q ∈ N. The latter is called Hörmander topology, it is finer then the subspace
topology D′Υ(U) ⊂ D′(U) and equal when Υ = T ∗U .

Theorem 1.3.7. Let ψ : U1 → U2 be a smooth function and Υ be a closed cone in Ṫ
∗
U2 with

N∗ψ
.
=
{︂
(ψ(x), ξ) ∈ Ṫ ∗U2 : x ∈ U1 ψ

∗ξ = 0
}︂
∩Υ = ∅,

then there exist a unique sequentially continuous extension DΥ(U2) → Dψ∗Υ(U1) of ψ∗ : E(U2) →
E(U1).

This result is of paramount importance for defining the wave front set for distributions on
manifolds. Notice that if ψ : U1 → U2 is a diffeomorphism, N∗ψ is trivial, and by Theorem 1.3.7
WF(ψ∗u) = ψ∗WF(u). Next we consider a n-dimensional manifold M with charts {(Uα, ϕα)}α∈A;
given u ∈ D′(M), we can define its localization along charts uα = (ϕ−1α )∗u = (ϕα)∗u and if x ∈ Uα,
set

WFx,α(u)
.
= ϕ∗αWF((ϕα)∗u). (1.12)

Direct application of Theorem 1.3.7 shows that 1.12 is independent from the chart used.

A particular use of the wave front set is the product of distributions. For instance let u, v
∈ D′(U), and consider the distribution u⊗ v ∈ D′(U × U) defined by

u⊗ v(ϕ, ψ) = u(ϕ)v(ψ).

Lemma 1.3.8. Let u, v ∈ D′(U), then

WF(u⊗ v) ⊂WF(u)×WF(v) ∪WF(u)× supp(v) ∪ supp(u)×WF(v).

Moreover if i : U → U : x ↦→ (x, x) is the diagonal immersion, and {(x, ξ) ∈ WF(u)} ∩ {(x,−ξ) ∈
WF(v)} = ∅, the product u · v = i∗(u⊗ v) is well defined and

WF(uv) ⊂WF(u) ∪WF(v) ∪ (WF(u) +WF(v)),

where WF(u) +WF(v) = {(x, ξ + η) : (x, ξ) ∈WF(u), (x, η) ∈WF(v)}.

Corollary 1.3.9. If i : Σ → U is an embedding, then u ∈ D′(U) can be restricted to Σ if N∗Σ =

{(x, ξ) ∈ T ∗U : x ∈ Σ, ξ(v) = 0 ∀v ∈ TxΣ} ∩WF(u) = ∅.

We conclude by mentioning some results about integral kernels and their wave front sets. For
the proof of those statements we refer to [44].

Theorem 1.3.10. Let V ⊂ Rn, U ⊂ Rn be open subsets, and K ∈ D′(V × U), then for every
ϕ ∈ C∞c (U), K(·, ϕ) ∈ D′(V ) has

WF(K(·, ϕ)) ⊂ {(x, ξ) ∈ T ∗V : (x, y; ξ, 0) ∈WF(K) and y ∈ supp(ϕ)}

For some K ∈ D′(V × U) we shall denote WF(K)V
.
= {(x, ξ) ∈ T ∗V : (x, y; ξ, 0) ∈ WF(K)}
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and similarly WF(K)U
.
= {(y, η) ∈ T ∗U : (x, y; 0, η) ∈ WF(K)}. Let additionally WF′(K) be

{(x, y; ξ,−η) ∈ T ∗(V × U) : (x, y; ξ, η) ∈WF(K)}.

Theorem 1.3.11. Let V ⊂ Rn, U ⊂ Rn, W ⊂ Rp be open subsets, K1 ∈ D′(V × U), K2 ∈
D′(U×W ). Suppose that WF(K2)∩WF′(K1) = ∅ and that the map pr2 : supp(K2)→W is proper,
then there is a unique way of defining the composition distribution K1 ◦K2 ∈ D′(V ×W ) such that

WF′(K1 ◦K2) ⊂
(︁
V × {0} ×WF′(K2)W

)︁
∪ (WF(K1)V ×W × {0})

∪ {(x, z; ξ, ζ) ∈ T ∗(V ×W ) : ∃(y, η) ∈ T ∗U

: (x, y; ξ,−η) ∈WF(K1), (y, z; η,−ζ) ∈WF(K2)} .

Similarly, we can define the notion of wave front set for distributions on vector bundles. Let
π : E → M be a vector bundle and let {(π−1(Uα), tα)}α be a family of trivializations of E. If
s ∈ Γ−∞c (M ← E) is a distribution, (tα)∗s = (s1, . . . , sk) where k is the dimension of the fiber of E
and each si ∈ D′(M). Then we set

WF(s) = ∪ki=1WF(si). (1.13)

By Theorem 1.3.7 we can show that the above definition does not depend on the trivialization chosen.
Moreover we can straightforwardly generalize Lemma 1.3.8, Theorem 1.3.10 and Theorem 1.3.11 to
distributional sections of Γ−∞c (M ← E).

1.3.3 Bastiani calculus on locally convex spaces

The first notion of calculus in locally convex spaces we introduce is the so-called Bastiani calculus,
its origin can be traced back to [2, 53]. We shall use it as a notion of calculus on the topological
spaces of mapping we will use in Chapter 2. Here we introduce the basic definitions and properties.

In the sequel we will use complete locally convex spaces and denote them by capital letters X,
Y , Z.

Definition 1.3.12. Let U ⊂ X be an open subset, a mapping P : U ⊂ X → Y is Bastiani
differentiable (or P ∈ C1

B(U, Y )) if the following conditions hold:

(i) limt→0
1
t

(︁
P (x+ tv)− P (x)

)︁
= dP [x](v) exists for all x ∈ U , v ∈ X, giving rise to a mapping

dP : U ×X → Y linear in the second entry;

(ii) The mapping dP : U ×X → Y, (x, v)→ dP [x](v) is jointly continuous.

A technically important result is the Riemann integral for continuous curves γ : [a, b] ⊂ R→ X.

Theorem 1.3.13. Let γ : [a, b] ⊂ R → X be a continuous curve, then there exists a unique object∫︁ b
a γ(t)dt ∈ X such that

(i) for every continuous linear mapping l : X → R

l

(︃∫︂ b

a
γ(t)dt

)︃
=

∫︂ b

a
l(γ(t))dt;
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(ii) for every seminorm pi on X,

pi

(︃∫︂ b

a
γ(t)dt

)︃
≤
∫︂ b

a
pi(γ(t))dt;

(iii) for all continuous curves γ, β,
∫︁ b
a

(︁
γ(t) + β(t)

)︁
dt =

∫︁ b
a γ(t)dt+

∫︁ b
a β(t)

)︁
dt;

(iv) for all λ ∈ R,
∫︁ b
a

(︁
λγ(t)

)︁
dt = λ

(︃∫︁ b
a γ(t)dt

)︃
;

(v) for all a ≤ c ≤ b,
∫︁ b
a γ(t)dt =

∫︁ c
a γ(t)dt+

∫︁ b
c γ(t)dt.

The proof of this result is quite standard (see e.g. [38, Theorem 2.2.1]), it essentially follows
from defined the integral as a Riemann summation in the interval [a, b] whenever γ is a piecewise
straight continuous curves. Finally, noting that the latter space is dense in C([a, b];X), we can
extend the integral by continuity and get uniqueness by the Hahn-Banach theorem.

Lemma 1.3.14. Let U ⊂ X, V ⊂ Y be open subsets, let P : U → Y and Q : V → Z be Bastiani
differentiable mappings such that P (U) ⊂ V , then Q ◦ P : U → Z is Bastiani differentiable and
d(Q ◦ P )[x](v) = dQ[P (x)]

(︁
dP [x](v)

)︁
for each x ∈ U , v ∈ X.

Proof. We claim that P ∈ C1
B(U ;Y ) if and only if there is a continuous mapping L : U×U×X → Y

linear in the third entry such that

P (x1)− P (x2) = L[x1, x2](x1 − x2).

In particular we have L[x, x](v) = dP [x](v). The necessity condition follows by considering the
smooth curve γ(t) = x1 + t(x2 − x1) with t ∈ [0, 1], then dP [γ(t)](v) is a smooth curve for each
v ∈ X, by 1.3.13, define

L[x1, x2](v)
.
=

∫︂ 1

0
dP [γ(t)](v)dt.

It is clear that L is continuous and linear in the third entry, moreover since d
dtP (γ(t)) = dP [γ(t)](x1−

x2) we get L[x1, x2](x1 − x2) = dP [x1](x1 − x2). For the sufficiency condition just note that
1
t

(︁
P (x+ tv)− P (x)

)︁
= L(x, x+ tv)[v], so taking the limit we get our claim. Next suppose that

P (x1)− P (x2) = L[x1, x2](x1 − x2),

Q(y1)−Q(y2) =M [y1, y2](y1 − y2).

Then Q(P (x+tv))−Q(P (x)) =M [P (x+tv), P (x)]
(︁
P (x+tv)−P (x)

)︁
= tM [P (x+tv), P (x)]

(︁
L[x+

tv, x](v)
)︁

thus dividing by t and taking the limit yields d(Q◦P )[x](v) ≡M [P (x), P (x)]
(︁
L[x, x](v)

)︁
=

dQ[P (x)]
(︁
dP [x](v)

)︁
.

Definition 1.3.15. A mapping f : U ⊂ X → Y is k times Bastiani differentiable if dk−1f :

U ×X · · · ×X → Y is Bastiani differentiable. The kth derivative of f at x is defined by recursion

dkf [x](v1, . . . , vk)
.
= lim

t→0

1

t

(︁
dk−1f [x+ tvk](v1, . . . , vk−1)− dk−1f [x+ tvk](v1, . . . , vk−1)

)︁
. (1.14)

Finally, we denote by CkB(U, Y ) the set of k times Bastiani differentiable functions f : U → Y .
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Computing explicitly d
(︁
dk−1f

)︁
in (x, v1, . . . , vk−1), by linearity we get

d
(︁
dk−1f

)︁
[x, v1, . . . , vk−1](vk, w1, . . . , wk−1) =

k−1∑︂
j=1

dk−1f [x](v1, . . . , ˆ︁vj , wj , . . . , vk−1)
+ lim

t→0

1

t

(︁
dk−1f [x+ tvk](v1, . . . , vk−1)− dk−1f [x+ tvk](v1, . . . , vk−1)

)︁
,

we can then see that d
(︁
dk−1f

)︁
is Bastiani differentiable if and only if the limit of (1.14) exists and

is a continuous mapping U ×Xk → Y . We can thus state

Lemma 1.3.16. A mapping f : U ⊂ X → Y is k Bastiani differentiable if and only if for each
0 ≤ j ≤ k all the derivative mappings djf : U ×Xj → Y exists and are jointly continuous.

1.3.4 Convenient calculus on locally convex spaces

We introduce another calculus on locally convex spaces, called convenient calculus, for details
see [50] and references therein. The main difference with Bastiani calculus is that smooth map-
pings need not be continuous, however, this is compensated by Theorem 1.3.22, which asserts that
C∞(U,C∞(V,W )) = C∞(U×V,W ) for any open subsets U, V, W of locally convex spacesX, Y, Z.
This is quite a strong property which will be very useful in Chapter 3.

Definition 1.3.17. Let X be a locally convex space, a continuous curve γ : (a, b) ⊂ R → X is
differentiable is the limit

γ′(s)
.
= lim

t→0

γ(s+ t)− γ(s)
t

exists and defines a continuous curve γ′ : (a, b) → X. We say that γ is k times differentiable if(︁
γ(k−1)

)︁′ exists and is a continuous curve. If γ is differentiable for any k ∈ N, then we say it is
smooth.

This notion of curve induces a topology on the space X which following [51] we call the c∞-
topology. It is constructed as follows: it is the final topology on X with respect to all smooth
curves γ ∈ C∞(R, X), that is the finest topology for which all smooth curves γ : R → X becomes
continuous. Its open subsets will be called c∞-open.

Recall that a sequence {xn} ⊂ X is Mackey-Cauchy if there exists a sequence {µn,m} ⊂ R which
diverges to infinity for which µn,m(xn−xm) ∈ B for a bounded subset B ⊂ X and for all n,m ∈ N.
We say that X is Mackey complete if any Mackey-Cauchy sequence converges. Incidentally, we
remark that by Lemma 2.2 pp.15 in [51], for a locally convex space X, every Mackey-Cauchy net
converges in X if and only if every Mackey-Cauchy sequence converges in X; therefore even if
the topology of X is generated by uncountably many seminorms, it is enough to check Mackey
completeness for sequences.

Definition 1.3.18. A locally convex vector space X is said to be convenient or c∞-complete if any
of the following equivalent conditions hold:

(i) X is Mackey complete;

(ii) any curve γ : R→ X such that l ◦ γ : R→ R is smooth for all l ∈ X ′, is itself smooth;

(iii) X is c∞ closed.
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We observe that (i) Definition 1.3.18 implies that c∞ completeness is a, quite mild, bornological7

condition; whereas (ii) implies that whether a curve γ is smooth can be tested by means of elements
of the topological dual of X. This suggests a strong relationship between bornology and smoothness
of curves. We shall expand this connection below when considering other properties of this topology.

The space C∞(R, X) of smooth curves can be endowed with a locally convex space structure.
The addition and multiplication by scalar are essentially inherited by those on X, the topology is
the topology of uniform convergence on compact subsets of R in each derivative separately. If J ⊂ R
is compact, then seminorms of this space are given by

pi,J,n(γ) = sup
t∈J,k≤n

pi
(︁
γ(k)(t)

)︁
(1.15)

where pi is any seminorm in X. Equivalently this topology can be described as the initial topology
with respect to linear mappings C∞(R, X) → l∞(J,X) : . Notice that a set B in C∞(R, X) is
bounded if and only if for all γ ∈ B, pi,J,n(γ) ≤ C. For any continuous linear functional l ∈ X ′,
l(B) ⊂ R is bounded whenever B is. Since l(γ(k)) = (l ◦γ)(k), then we can state that B ⊂ C∞(R, X)

is bounded if and only if l(B) is bounded in R for each l ∈ X ′.

Proposition 1.3.19. Let f : R2 → X a mapping into a locally convex space (not necessarily
c∞-complete) then the following assertions are equivalent:

(i) f ◦ γ is smooth whenever γ ∈ C∞(R,R2);

(ii) all iterated directional derivatives df [p](v) exists and are locally bounded;

(iii) all iterated partial derivatives of f exists and are locally bounded;

(iv) f∨ : R→ C∞(R, X) is a smooth curve.

Prior to writing the proof, let us cite an important result in [6] known as Boman Theorem:

Theorem 1.3.20 (Boman). Let f : R2 → R a mapping, then the following conditions are equivalent:

(i) all iterated partial derivatives exists and are continuous;

(ii) all iterated partial derivatives exists and are locally bounded;

(iii) for each v ∈ R2 the iterated directional derivatives dnf [x](v) = dn

dtn

⃓⃓
0
f(x + tv) exists and are

locally bounded with respect to x;

(iv) for all smooth curves γ : R→ R2 the composition f ◦ γ is smooth.

Proof of Proposition 1.3.19. We shall prove this result for convenient vector spaces, the general
proof can be found in [51, pp. 29]. The equivalence of (i), (ii), (iii) is essentially trivial: clearly
(i) ⇒ (ii), also (ii) ⇒ (iii) by testing in the cases where v is any vector of the standard basis of
R2, finally (ii)⇒ (i) since (f ◦ γ)(k) can be always expressed as a finite combination of terms of the

7The bornology of a locally convex vector space X is the family of its bounded subsets, i.e. those subsets
B ⊂ X such that for all neighborhood U of 0 there is λ ∈ R which B ⊂ λU . Saying that a convenient smoothness is
bornological refers to the fact that it depends on the bounded subsets of the topology. Therefore refining the topology
while keeping the same bounded subsets does not alter the set of smooth curves C∞(X).
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form ∂i1∂ipf(γ(t))γ
(k1)(t) · · · γ(kp)(t) with ij = 1, 2 and

∑︁
kj = p. To complete the proof, note that

by (ii) in Definition 1.3.18 f∨ ∈ C∞(R, X) if and only if l ◦ f∨ = (l ◦ f)∨ ∈ C∞(R,R). Applying
Theorem 1.3.20 establishes the equivalence of (iv) and (iii).

Definition 1.3.21. A mapping f : U ⊂ X → Y , where U is c∞-open is smooth if for any γ ∈
C∞(R, U), f ◦ γ ∈ C∞(R, Y ). We denote by C∞(U, Y ) the set of smooth mappings between U and
Y .

Comparing Definition 1.3.21 with Definition 1.3.15 one immediately sees that each Bastiani
smooth mapping is conveniently smooth as well. The other implication does not generally hold true
(see for instance [34, §2 and Proposition 2.2] for a counterexample).

The space C∞(U, Y ) is a vector space, we can endow it with a topology as follows: if γ ∈
C∞(R, U), then γ∗ : C∞(U, Y )→ C∞(R, Y ), therefore we give C∞(U, Y ) the initial topology with
respect to the mappings γ∗. We claim that

C∞(U, Y ) = lim←−
γ∈C∞(R,U)

C∞(R, Y )

=

{︃
{fγ}γ ∈

∏︂
γ∈C∞(R,U)

C∞(R, Y ) : fγ ◦ g = fγ◦g ∀g ∈ C∞(R,R)
}︃
.

(1.16)

Notice that any mapping fγ such that fγ ◦ g = fγ◦g for all reparametrization g ∈ C∞(R,R) gives
rise to a mapping f : U → Y by setting f(x) = fγx(t) where γx : t ↦→ x is the constant curve, if
g is any reparametrization, then fγx ◦ g = fγx◦g but γ ◦ g(t) ≡ x thus f is not altered; finally f is
smooth since f ◦ γ ≡ fγ ∈ C∞(R, Y ). On the other hand any smooth function f : U → Y gives rise
to {fγ}γ by setting fγ = f ◦ γ, then fγ ◦ g = f ◦ γ ◦ g = fγ◦g.

Theorem 1.3.22. Let Ui be c∞-open subsets of locally convex spaces Xi for i = 1, 2 not necessarily
Mackey complete. A mapping f : U1 × U2 → Y is smooth if and only if the mapping f∨ : U1 →
C∞(U2, Y ) is smooth.

Proof. Suppose that f∨ : U1 → C∞(U2, Y ) is smooth then, by Definition 1.3.21, this is equivalent
to: f∨ ◦ γ1 : R → C∞(U2, Y ) is smooth for any γ1 ∈ C∞(R, U1). By (1.16), the above statement
is equivalent to γ∗2(f∨ ◦ γ1) : R → C∞(R, Y ) is smooth for any curve γ2 ∈ C∞(R, U2). Finally, by
Proposition 1.3.19, the last assertion is equivalent to

(︁
γ∗2(f

∨ ◦ γ1)
)︁∧

: R2 → Y is smooth ∀γ1 ∈ C∞(R, U1), γ2 ∈ C∞(R, U2).

By construction,
(︁
γ∗2(f

∨ ◦ γ1)
)︁∧

= f ◦ (γ1 × γ2), however, by Definition 1.3.21 this is once again
equivalent to state that f : U1 × U2 → Y is smooth.

A consequence of 1.3.22 is that convenient calculus enjoys the basic properties of calculus that
is

• the chain rule holds, in particular let f : U ⊂ X → Y and gV ⊂ Y → Z be conveniently
smooth mapping with f(U) ⊂ V , then d(g ◦ f)[x](v) = dg[f(x)](df [x](v)). Moreover, if we set
B(X;Y ) the space of bounded (hence conveniently smooth) linear mappings equipped with its
natural topology, the application d : C∞(U, Y )→ C∞

(︁
U,B(X;Y )

)︁
is bounded and smooth;
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• integration of smooth curves can be performed as in Theorem 1.3.13.

In the proposition below we shall list some of the properties of the c∞-topology. As we stressed
above, for any locally convex space X the c∞ topology is a refinement of the initial locally convex
topology, in general however c∞X ≡ (X, τc∞) fails to be a topological vector space.

Proposition 1.3.23. Let X be a locally convex space, the bornologification of X is the finest locally
convex topology on X possessing the same bounded subsets as the initial topology. We denote by Xb

this locally convex space. Then

(i) U ⊂ Xb is open if and only if is c∞-open, an absolutely convex subset U ⊂ Xb is a 0-
neighborhood if and only if it is so for the c∞-topology.

(ii) id : (X, τc∞) → Xb is continuous, hence the c∞-topology is finer then the bornologification of
the initial topology on X.

(iii) If X is metrizable, then c∞X = Xb = X. In particular if X is a Fréchet vector space then it
is a convenient vector space.

(iv) If X is a Fréchet space, U ⊂ X an open subset and Y a locally convex space, then C∞(U, Y ) =

C∞B (U, Y ).

Some comments are due. Condition (i) implies that c∞X possesses all the convex subsets
generating the topology of Xb but might fail to be locally convex due to the appearance of extra
open subsets. As a consequence of this we have (ii). (iii) establishes the important fact that when
X is metrizable, then the c∞-topology coincides with the initial topology, in which case when X

is also complete (that is Fréchet) then it must be Mackey complete as well and thus convenient.
Finally using (iii) and Theorem 1, pp. 71 of [31] we get the key result that convenient smoothness
and Bastiani smoothness do coincide on Fréchet spaces thus implying (iv).

Proposition 1.3.24. Let M be a smooth finite dimensional manifold. The space C∞(M) of all
smooth functions on M is a convenient vector space with respect to the following bornologically
isomorphic descriptions:

(a) the initial topology with respect to mappings

γ∗ : C∞(M)→ C∞(R)

where γ ∈ C∞(R,M) and C∞(R) has the usual Fréchet space structure.

(b) the initial topology with respect to mappings

(u−1α )∗ : C∞(M)→ C∞(Rn,R)

where (Uα, uα)α is the atlas of M and C∞(Rn,R) is endowed with the usual Fréchet space
structure;

(c) the initial structure with respect to mappings

jk : C∞(M)→ C
(︁
M,Jk(M,R)

)︁
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with k ∈ N and C
(︁
M,Jk(M,R)

)︁
endowed with the compact open topology.

Proof. We observe that the topology of uniform convergence on C∞(Rd,R) described in (1.16) does
coincide with the standard Fréchet space topology for all d ∈ N. (b) is the standard Fréchet space
structure introduced in Example 1.3.1, moreover, by Lemma 1.3.2, the locally convex structure in
(c) coincides with that of (b). By (iii) and (iv) of Proposition 1.3.23, (b), (c) induce the same
convenient structure. To show that the convenient structure of (a) is equivalent to that of (b) is to
show that id : C∞(M)(a) → C∞(M)(b) is bounded. By construction

C∞(M)(a) =

{︃
{fγ}γ ∈

∏︂
γ∈C∞(R,M)

C∞(R,R) : fγ ◦ κ = fγ◦κ ∀κ ∈ C∞(R,R)
}︃
.

is a closed subset of
∏︁
γ∈C∞(R,M)C

∞(R,R) with the Tychonoff topology. A subset B is bounded
therein if for all smooth curves γ : R → M , {f ◦ γ ∈ C∞(R,R) : f ∈ B} is bounded, that is, by
(1.15), if for all compacts J ⊂ R, all k ∈ N, there is a constant C > 0 such that

sup
t∈J
|(f ◦ γ)(k)(t)| ≤ C. (1.17)

We can suppose that γ(J) ⊂ Uα, if not we split J into (finite) smaller compact intervals and then
repeat the following argument. If the B was not bounded for (b), there would be f , a sequence
{xn} ⊂ Uα such that supn, j≤k |∇jf(xn)| = ∞, then we construct a smooth curve γ : [0, 1] → Uα

such that γ(1/n) = xn, by assumption supt∈[0,1] |(f ◦ γ)(k)(t)| ≤ C reaching a contradiction. To
construct γ, simply take a piecewise straight curve joining all elements of the sequence, for example

γ(t) = n(1− (n+ 1)t)xn + (n+ 1)(nt− 1)xn+1 if t ∈ [1/(n+ 1), 1/n]

and then mollify appropriately on the edges. On the other hand if B is bounded in the usual Fréchet
space structure, then for each compact K ⊂M , k ∈ N there is C > 0 such that

f ∈ B ⇒ sup
x∈K
j≤k

|∇jf(x)| ≤ C.

If γ : R → M is any smooth curve and J ⊂ R a compact interval, we can assume that γ(J) ⊂ K,
then (f ◦γ)(k) is a polynomial in ∇jf and γ(l), each of which is bounded in K by the above constant,
thus (1.17) is valid.

Proposition 1.3.25. Let π : E →M) be a smooth finite dimensional vector bundle, then

(i) a curve γ : R→ Γ∞(M ← E) is smooth if and only if γ∧ : R×M → E is smooth;

(ii) a curve γ : R→ Γ∞c (M ← E) is smooth if and only if γ∧ : R×M → E satisfies the following
property: for each compact interval I ⊂ R there is a compact subset K ⊂M such that γ∧(t, x)
is constant in t ∈ I for each x ∈M\K.

Proof. We remark that Γ∞(M ← E) and Γ∞c (M ← E) are endowed respectively with the Fréchet
topology and the LF-topology. The smoothness of γ∧ : R ×M → E is equivalently tested on the
respective charts of M , E, therefore we can assume that M , E are open subsets U , V , respectively
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of Rn, Rk. In particular, those are c∞-open subsets, therefore we can apply Theorem 1.3.22 and get
that γ∧ : R×M → E is smooth if and only if γ : R→ C∞(Uα, Vα) with Uα, Vα varying among open
charts neighborhoods. Then we conclude, by a reasoning similar to the one employed in the proof
of Proposition 1.3.24, that this is equivalent to the convenient smoothness of γ : R→ Γ∞(M ← E).

For (ii) we observe that Γ∞c (M ← E) is a strict direct limit of Fréchet spaces, thus γ : R →
Γ∞c (M ← E) is smooth if and only if it factors locally to a smooth curve γ : I ⊂ R→ Γ∞K (M ← E)

for some K ⊂ M . Notice however, that Γ∞K (M ← E) ≃ Γ∞(K ← π−1(K)), thus we can apply
point (i) and conclude.
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Chapter 2

The algebraic approach to classical field
theory

In this chapter we generalize the results of [14] to the more complicated situation in which fields
are sections of fibre bundles. At first sight the idea looks straightforward to implement, however
it contains some not trivial subtleties whose treatment needs a certain degree of care. Indeed, in
our general setting, images of the fields do not take value in vector spaces and moreover, the global
configuration space Γ∞(M ← B) completely lacks any vector space structure, thus admitting only
a manifold structure. This forces us to generalize many notions like the support of functionals,
or their central notion of locality/additivity, over configuration space, which can be given in two
different formulations, one global that uses the notion of relative support already used in [13] and a
local one that uses the notion of charts over configuration space seen as a infinite dimensional man-
ifold. It is gratifying that both notions give equivalent results, as shown e.g. in Proposition 2.3.9.
This added generality does not spoil the existence of a Poisson algebra structure (Theorem 2.4.10,
Theorem 2.4.11), the C∞-ring structure (Proposition 2.5.4), or the existence of partitions of unities
(Proposition 2.5.5) for microcausal functionals. On the contrary, other properties, such as the char-
acterization of microlocal functionals (Proposition 2.3.11) are valid only in the chart neighborhood
in which are derived, we argue, using the variational sequence of [52], that if we do not make extra
assumptions the latter result is not globally1 extensible.

This chapter is organized as follows: Section 2.1 and Section 2.2 are devoted to introduce
the infinite dimensional geometric formalism which will be the starting point of our analysis. In
particular, we will endow Γ∞(M ← B) with a topology (c.f. Definition 2.1.16) and an infinite
dimensional manifold structure where the smooth structure (c.f. Theorem 2.2.2) is defined with
respect to Bastiani calculus developed in Section 1.3.3. We remark that this is not the only choice:
for instance one could use [50, Theorem 42.1] to create a convenient smooth structure for this space,
the construction is identical, however the topology on the configuration space is finer however, since
conveniently smooth mappings are not continuous in general (see [34]). This last feature is quite
problematic since we will handle the space of smooth functions over the manifold Γ∞(M ← B) and
we wish to regard those as smooth and continuous functions, this motivate us to pick the Bastiani
smooth manifold structure.

1In the sense of the infinite dimensional manifold structure of Γ∞(M ← B)
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Section 2.3 focuses on the definition of observables, their support, and the introduction of various
classes of observables depending on their regularity. In particular two of this class admit a ultralocal
characterization, i.e. local in the sense of the manifold structure of the space of sections. In the end
we introduce the notion of generalized Lagrangian, essentially showing that each Lagrangian in the
standard geometric approach is a Lagrangian in the algebraic approach as well. We then discuss
how linearized field equations are derived from generalized Lagrangians.

In Section 2.4 we show the existence of the causal propagator which in turn is used in Definition
2.4.4 to define the Poisson bracket on the class of microlocal functionals. Then we enlarge the
domain of the bracket to the so-called microcausal functionals, defined by requiring a specific form
of the wave front set of their derivatives. Finally Proposition 2.4.5, Theorems 2.4.9, 2.4.10 and
2.4.11 establish the Poisson ∗-algebra of microcausal functionals.

Finally, we collect in Section 2.5 a series of results that culminate in Theorem 2.5.3, which
establishes that microcausal functionals can be given the topology of a nuclear locally convex space.
Furthermore Propositions 2.5.4 and 2.5.5 give additional properties concerning this space and its
topology. We conclude the section by defining the on-shell ideal with respect to the Lagrangian
generating the Peierls bracket and the associated Poisson ∗-algebraic ideal.

Eventually in Section 2.6 we briefly show how to adapt the previous results to the case of wave
maps and discuss the case of scalar field theories described in [14]. The latter setting will be crucial
for describing Wick powers and time-ordered products in Chapters 3, 4.

2.1 Topologies on the space of sections, manifolds of mappings

Let M , N be finite dimensional paracompact Hausdorff topological spaces, denote the space of
continuous functions by C(M,N). The compact open topology τCO or CO-topology is the topology
generated by a basis whose elements have the form

N(K,V ) = {φ ∈ C(M,N) : φ(K) ⊂ V }, (2.1)

where K ⊂ M is a compact subset and V ⊂ N is open. Roughly speaking, this topology controls
the behaviour of functions only on small regions of M , whereas their behaviour "at infinity" is not
specified.

Lemma 2.1.1. Let M , N as described above, if N is normal, then
(︁
C(M,N), τCO

)︁
is Hausdorff.

Proof. Supposing φ ̸= ψ, then at least φ(x) ̸= ψ(x) for some x ∈ M . By continuity of φ, ψ there
exists an open subset Ux such that φ(y) ̸= ψ(y) for each y ∈ Ūx. Without loss of generality we
can suppose that Ux is compact, then φ(Ux), ψ(Ux) are compact and therefore closed. Since N is
normal, there are disjoint open subsets Vφ, Vψ respectively containing φ(Ux), ψ(Ux), then

N
(︁
Ux, Vφ

)︁
∩N

(︁
Ux, Vψ

)︁
= ∅.

Lemma 2.1.2. Let M , N be topological spaces, if N is a complete metric space then
(︁
C(M,N), τCO

)︁
is a complete metric space as well.
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If M is compact and (N, dN ) is metric, then a neighborhood of φ in the compact-open topology
can be given as

Bϵ(φ)
.
= {ψ ∈ C(M,N) : dN

(︁
φ(x), ψ(x)

)︁
< ϵ(x)∀x ∈M

}︁
,

where ϵ :M → R+ is a continuous function.

Lemma 2.1.3. Let M , N , L be topological spaces with M locally compact and Hausdorff, then

C(M ×N,L) ≃ C
(︁
M,C(N,L)

)︁
where C(N,L) posses the CO-topology.

Given φ ∈ C(M,N), let Gφ :M →M×N be the graph mapping associated to φ, set Im(Gφ) ≡
gh(φ) = {(x, φ(x)) ∈M ×N : x ∈M}.

Definition 2.1.4. The wholly open topology τWO or WO-topology on C(M,N) is generated by a
subbasis of open subsets of the form

W (V ) = {φ ∈ C(M,N) : φ(M) ⊂ V }, (2.2)

where V ⊆ N is open.

Note that the WO-topology is not Hausdorff, for it cannot separate surjective functions.

Definition 2.1.5. The graph topology τWO0 or WO0-topology on C∞(M,N) is the one induced by
requiring

G : C(M,N) ∋ φ ↦→ Gφ ∈
(︁
C(M,M ×N), τWO

)︁
to be an embedding.

By Definition 2.1.4 the open subbasis of C(M,M ×N) is given by subsets of the form

W (˜︁V ) = {f ∈ C(M,M ×N) : f(M) ⊂ ˜︁V }
with ˜︁V ⊂ M × N open subsets. When f = Gφ for some φ ∈ C(M,N), then the trace topology
on the subset G

(︁
C(M,N)

)︁
is generated by a subbasis of elements W (˜︁V ) where ˜︁V = M × V with

V ⊂ N open subset. Clearly G is an injective mapping, and bijective onto its image. Therefore a
subbasis for the WO0-topology is given by

W (˜︁V ) = {φ ∈ C(M,N) : Gφ ⊂M × V } (2.3)

Lemma 2.1.6. The WO0-topology is finer then the CO-topology and is therefore Hausdorff.

Proof. We show that idC(M,N) :
(︁
C(M,N), τWO0

)︁
→
(︁
C(M,N), τCO

)︁
is continuous. Let N(K,V )

be an open subset as in (2.1), U1, U2 be a cover of M such that K ⊂ U1 and U2 =M\K. Consider
the open subset

W (U1 × V ∪ U2 ×N) = {φ ∈ C(M,N) : Gφ ⊂ U1 × V ∪ U2 ×N};

the former is a WO0-open subset, which is however equal to N(K,V ).
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We stress that when the manifold M is compact, then the graph and compact-open topology
are equivalent, whereas in full generality the former is finer. The main difference from the compact
open topology is that the graph topology does control the behaviour of a mapping over the whole
space, while the former was limited to a compact region.

Lemma 2.1.7. Let M be paracompact and (N, d) be a metric space, then a basis of neighborhood
of φ ∈ C(M,N) for the WO0-topology is given by

Wφ(ϵ) =
{︁
ψ ∈ C(M,N) : d

(︁
φ(x), ψ(x)

)︁
< ϵ(x) ∀x ∈M

}︁
, (2.4)

where ϵ :M → R+ is continuous.

Proposition 2.1.8. Let M be paracompact and (N, d) be a metric space then, for any sequence
{φn} ⊂ C(M,N), the following are equivalent:

(i) φn → φ in the WO0-topology;

(ii) there exists a compact set K ∈ M such that φn
⃓⃓
M\K ≡ φ

⃓⃓
M\K for each n ∈ N, and φn → φ

uniformly on K.

Notice that, due to Proposition 2.1.8, the space C(M,E) with E vector space is not a topological
vector space, in particular the multiplication mapping cannot be continuous since if λ ∈ R goes to
0, then λ · f ̸→ 0 unless f = 0 outside some compact subset of M .

Proof. Suppose φn → φ in the WO0-topology, however, for all K ⊂ M compact, either φn ̸→ φ

uniformly over K or there is x ∈ M\K such that φn(x) ̸= φ(x). In the first case φn ̸→ φ

in the CO-topology as well, contradicting the initial hypothesis. In the second case, let {Kn}
be an exhaustion of compact subsets of M , then for each n ∈ N there is xn ∈ M\Kn having
φn(xn) ̸= φ(xn). Set 0 < ϵn = supKn

d(φn(x), φ(x)). For each n and consider the sequence of open
neighborhoods of φ, Wφ(ϵn) as per Lemma 2.1.7, by construction φn /∈ Wφ(ϵn) which contradicts
the convergence hypothesis. On the other hand let ϵn : M → R+ be the constant functions with
ϵn = supx∈K d(φn(x), φ(x)), then Wφ(ϵn0) ∩ {φn} = {φ}n>n0 by uniform convergence over K.
Implying φn → φ in τWO0 .

Corollary 2.1.9. Let M and N as in Proposition 2.1.8 and γ : I ⊂ R →
(︁
C(M,N), τWO0

)︁
be a

continuous mapping with I compact. Then there exists a compact K ⊂M such that

γ(t) : x ∈M → N

is constant in M\K for each t ∈ I.

Proof. We argue by contradiction, let Kn be an exhaustion of compact subsets of M , then for each
n ∈ N there is some tn ∈ I, and some xn ∈M\Kn such that γ(tn)[xn] ̸= γ(t)[xn] for at least a t ∈ I.
Since {tn} is a sequence on a compact space we may assume, eventually passing to a subsequence,
that tn → t0 ∈ I, by construction, {xn} does not admit a cluster point in M . Finally, by continuity,
tn → t0 =⇒ γ(tn) → γ(t) in the WO0-topology, by Proposition 2.1.8 there has to be a compact
subset K such that γ(tn) ≡ γ(t) outside K thus the sequence {xn} admits a cluster point.
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From now on we assume that M , N are smooth m, n dimensional manifolds respectively,
consider the kth order jet bundle Jk(M,N). Recall as well the mappings α : Jk(M,N) → M ,
β : Jk(M,N)→ N .

Lemma 2.1.10. Given M , N smooth manifolds, the mapping

jk : C∞(M,N)→
(︁
C(M,Jk(M,N)), τCO

)︁
is injective and has closed image.

Proof. Injectivity follows from the fact that β ◦ jk = idC∞(M,N). Since Jk(M,N) is a manifold, it
is metrizable as well, thus, by Lemma 2.1.2, C(M,Jk(M,N) is metrizable in the CO-topology. We
can conclude if we show that given {jkφn} ⊂ jk

(︁
C∞(M,N)

)︁
with jkφn → ψ uniformly, ψ = jkφ.

If {(Ui, ui)}, {(Vj , vj)} are a family of charts of M and N respectively, it is enough to show the
claim locally for each gn = vj ◦φn ◦u−1i . It is clear that the claim holds for k = 0, since by uniform
convergence j0gn = gn → g. If k = 1, we can assume that the open sets Ui are convex, then setting
h = limn→∞ dgn we show that h = dg.

g(x+ y) = lim
n→∞

(︃
gn(x) +

∫︂ 1

0
⟨dgn(x+ ty), y⟩dt

)︃
= g0(x) +

∫︂ 1

0
⟨h(x+ ty), y⟩dt

therefore dg = h. Iterating this argument for all orders up to k yields the desired result.

In view of Lemma 2.1.10, we can state the following definition.

Definition 2.1.11. The COk-topology on Cr(M,N) for 0 ≥ k ≥ r ≥ ∞ is the topology induced by
requiring that

jk : Cr(M,N)→
(︂
C
(︁
M,Jk(M,N)

)︁
, τCO

)︂
is a topological embedding.

Corollary 2.1.12. The COk-topology has the following properties:

(i)
(︁
Ck(M,N),COk

)︁
is a complete metric space, moreover it coincides with the standard Fréchet

vector space structure;

(ii) if k > r,
(︁
Cr(M,N),COk

)︁
is metrizable but not complete. Its completion is Ck(M,N).

Definition 2.1.13. The Whitney Ck-topology, or WOk-topology, on Cr(M,N) for 0 ≤ k ≤ r ≤ ∞
is the topology induced by requiring

jk : Cr(M,N)→
(︂
C
(︁
M,Jk(M,N)

)︁
, τWO0

)︂
to be topological embedding.

Proposition 2.1.14. The WOk-topology on Cr(M,N) enjoys the following properties:
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(i) A subbasis of open subsets of the topology have the form

W (˜︁U) = {φ ∈ Cr(M,N) : jkφ(M) ⊂ ˜︁U} (2.5)

where ˜︁U ⊂ Jk(M,N) is an open subset.

(ii) If dk is a metric on Jk(M,N), then a basis of neighborhoods for the WOk-topology of φ ∈
Cr(M,N) is

Nk
φ(ϵ) = {ψ ∈ Cr(M,N) : dk(j

k
xψ, j

k
xφ) < ϵ(x)}

where ϵ ∈ C(M,R+).

(iii) The sequence {φn} ⊂ Ck(M,N) converges to φ in the WOk-topology if and only if there is a
compact subset K ⊂M such that φn ≡ φ in M\K and jkφn → jkφ uniformly over K.

(iv) If I ⊂ R is compact and γ : I →
(︁
Cr(M,N), τWOk

)︁
is continuous, then there is a compact

subset such that
evxγ : I ∋ t ↦→ γ(t)[x]

is constant for all x ∈M\K.

(v) WO∞ on C∞(M,N) is the projective limit topology of all WOk-topologies for 0 ≤ k ≤ ∞.

(vi) A basis of open neighborhood of the WO∞ topology on C∞(M,N) consists of open subsets

W (˜︁U) = {φ ∈ C∞(M,N) : j∞φ(M) ⊂ ˜︁U} (2.6)

where ˜︁U ⊂ J∞(M,N) is open.

(vii) If {Kn}n is an exhaustion of compact subsets of M , a basis for the WO∞ topology on C∞(M,N)

consists of open subsets

M(U, n) = {f ∈ C∞(M,N) : jnf(M\Ko
n) ⊂ Un}

where Un ⊂ Jn(M,N) are open.

Proof. We claim that on the image of jk in C(M,Jk(M,N)) in the WO0 and WO topology coincide.
Indeed

Gjkφ(M) ⊂M × Jk(M,N) = {(x, jkxφ) : x ∈M)} ≃ Jk(M,N),

where the last is a topological embedding, therefore open subsets of Jk(M,N) and Gjk(Cr(M,N)) ⊂
M × Jk(M,N) coincide. As a result we obtain (2.5) by combining the above result with (2.2). (ii)

follows by combining (i) with Lemma 2.1.7. Using that φn → φ in WOk if and only if jkφn → jkφ

in WO0 over C(M,Jk(M,N)) in conjunction with Proposition 2.1.8 we get (iii). Similarly (iv) is
obtained by combining Corollary 2.1.9 with the above argument. The argument for (v) and (vi)

is the following: the topology on J∞(M,N) is the coarsest such that each π∞k : J∞(M,N) →
Jk(M,N) is continuous. Note that we have an embedding

J∞(M,N) ≃M ×M J∞(M,N) ↪→M × J∞(M,N).
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Therefore we construct the following commutative diagram

J∞(M,N) M × J∞(M,N)

Jk(M,N) M × Jk(M,N),

π∞
k idM×π∞

k

where the horizontal mapping are embeddings. Then a subbasis of C
(︁
M,J∞(M,N)

)︁
for the WO0-

topology is
W (U∞) = {j∞φ ∈ C∞(M,N) : j∞(M) ⊂ U∞}

with U∞ ⊂ J∞(M,N) open. Finally we show (vii). Let Un ⊂ Jn(M,N) be open subsets, then
each

M(U) = {f ∈ C∞(M,N) : ∀n ∈ N, j∞f(M\Ko
n) ⊂ (π∞n )−1Un};

is an open subset of the WO∞ topology. Setting Vn = (π∞0 )−1(U0)∩ · · · ∩ (π∞n )−1(Un) we have that

{f ∈ C∞(M,N) : ∀n ∈ N, j∞f(Kn+1\Ko
n) ⊂ Vn} =M(U).

The inclusion ⊃ is clear, for the other, observe that in each regionKn+1\Ko
n we have the requirement

j∞f(Kn+1\Ko
n) ⊂ Vn for all n which is way stronger then the corresponding j∞f(M\Ko

n) ⊂
(π∞n )−1Un for all n. Since J∞(M,N) is a fiber bundle with finite dimensional base and Fréchet
space fiber and has the coarsest topology making each π∞k continuous, we may write

M(˜︁V ) = {f ∈ C∞(M,N) : ∀n ∈ N, j∞f(Kn+1\Ko
n) ⊂ ˜︁Vn}.

where each ˜︁Vn ⊂ J∞(M,N) is open. We claim that M(˜︁V ) generates a topology equivalent to
the WO∞ topology. The latter’s open subsets posses the form (2.6), is thus clear that M(˜︁V ) ⊂
W (∪n ˜︁Vn) thus making the former topology finer then the latter. To see the converse observe that
j∞f(Kn+1\Ko

n) is a compact subset of a metric space for each n, thus there is some ϵn > 0 for
which the open subset {j∞x g ∈ R∞ : d(j∞x f, j

∞
x g) < ϵn ∀x ∈ Kn+1\Ko

n} ⊂ ˜︁Vn. Let then ϵ ∈ C(M)

be a continuous function such that ϵ(x) < ϵn for all x ∈ Kn+1\Ko
n, then N∞f (ϵ) is an open subset

of the Whitney topology which is contained in M(˜︁V ).

As a consequence of Proposition 2.1.8, when N is metrizable, and M paracompact and second
countable, if {fn}n∈N is a sequence we can characterize convergence in the following way:

(i) fn → f in the WO∞−topology ,

(ii) ∀n′ ∈ N ∃Kn′ ⊂M compact such that if n ≥ n′ then fn|M\Kn′ = f |M\Kn′ and fn|K′
n
→ f |K′

n

uniformly with all its derivatives.

This fact has important implications, for if we consider the finite dimensional vector bundle
E → M , the vector space Γ∞(M ← E) will not be a topological vector space due to the failure of
continuity for the multiplication by scalar. This can be readily seen from condition (ii) above: if for
instance we had σ ∈ Γ∞(M ← E), R ∋ ϵn → 0 and ϵnσ → 0, then each ϵnσ must possess compact
support, thus σ itself ought to be compactly supported. As a consequence we get the following
result:
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Theorem 2.1.15. Let (E, π,M) be a finite dimensional vector bundle, then Γ∞c (M ← E) ⊂
Γ∞(M ← E), equipped with trace of the Whitney topology on C∞(M,E). Then Γ∞c (M ← E) is the
maximal locally convex space contained in Γ∞(M ← E). Moreover the trace topology coincides with
the (natural) final topology induced by the projective limit

lim−→
K⊂M

Γ∞K (M ← E) = Γ∞c (M ← E). (2.7)

Consequently, Γ∞c (M ← E) is a complete, nuclear and Lindelöf space, hence paracompact and
normal. In particular, for each open cover Ui of Γ∞c (M ← E), there are Bastiani smooth bump
functions ρi : Γ∞c (M ← E)→ R each of which has supp(ρi) ⊂ Ui, satisfying∑︂

i

ρi(σ) = 1

for each σ ∈ Γ∞c (M ← E).

From a topological standpoint, Theorem 2.1.15 implies that Γ∞c (M ← E) ⊂ Γ∞(M ← E)

equipped with the Whitney topology is the maximal topological vector subspace. Thus if we want
to give a topological manifold structure to spaces such as Γ∞(M ← E) (or C∞(M,N)) this forces us
to use Γ∞c (M ← E) as the topological vector space on which to model the manifold (see Definition
2.2.1). We would therefore like to have charts of the form (σ0 +Γ∞c (M ← E), uσ0) where uσ0(σ) =
σ − σ0. The undesirable fact is that σ0 + Γ∞c (M ← E) would then become a closed subset. To
remedy this problem we refine the Whitney topology just enough to make the above subsets open.
To wit consider the following equivalence class: given M , N smooth finite dimensional manifolds,
set f ∼ g if suppf (g) = {x ∈M : f(x) ̸= g(x)} ⊂M is compact.

Definition 2.1.16. The refined Whitney topology, or refined WO∞ topology, is the coarsest topol-
ogy on C∞(M,N) which is finer than the WO∞-topology and for which the sets Uf = {g ∈
C∞(M,N) : g ∼ f} are open.

The refined Whitney topology has the same converging sequences and smooth curves as the
Whitney topology since the proofs of 2.1.8 and Corollary 2.1.9 remains essentially valid. The
reason is that the refinement we imposed on the topology was made by adding big open subsets
i.e. the trace topology on subspaces of the form Γ∞c (M ← E) is not altered, thus the properties in
questions remain valid. Clearly Γ∞c (M ← E) ⊂ Γ∞(M ← E) will then become open and moreover
Γ∞(M ← E) becomes a topological affine space with model topological vector space Γ∞c (M ← E).
Notice also that the space C∞(M,N) will no longer be a Baire space for example, if N = R and
Kn is an exhaustion of compact subsets, then ∪nC∞Kn

(M) = C∞c (M), however C∞Kn
(M) ⊂ C∞c (M)

is not dense for all n ∈ N.

Proposition 2.1.17. Let M , M ′, N , N ′ be smooth finite dimensional manifolds,

(i) if f :M ′ →M is a proper smooth mapping, then f∗ : C∞(M,N)→ C∞(M ′, N) is continuous
in both the Whitney and refined Whitney topology;

(ii) if h : N → N ′ is a smooth mapping, then h∗ : C∞(M,N)→ C∞(M,N ′) is continuous in both
the Whitney and refined Whitney topology.
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Proof. The proof of (i) can be directly obtained by using Proposition 7.3 in [54] while keeping in
mind that f∗(g) = g ◦ f . For (ii) consider a Whitney open subset M ′(U) = {f ∈ C∞(M,N ′) :

jnf(M\Kn)} ⊂ Un ⊂ Jn(M,N ′)∀n ∈ N} in C∞(M,N ′). The mapping jnh : Jn(M,N) →
Jn(M,N ′) is smooth and hence continuous, thus set Vn = (jnh)−1(Un). Then (h∗)

−1(M ′(U)) =

M(V ) which implies continuity of h∗ in the Whitney topology. For the refined Whitney topology
one notes that if f ∼ f ′, then h ◦ f ∼ h ◦ f ′ as well, thus h∗Uf = Uh∗f , which in turn implies that
h∗ remains continuous even when refining the topology.

Theorem 2.1.18. Let (Ei, πi,M), i = 1, 2 be finite dimensional vector bundles, suppose that α :

U ⊂ E1 → E2 is a smooth fibered morphism projecting to the identity of M and let σ0 ∈ Γ∞c (M ←
E1) having σ0(M) ⊂ U , α(σ0) ∈ Γ∞c (M ← E2). Then the mapping α∗ : U = {σ ∈ Γ∞c (M ← E1) :

σ(M) ⊂ U} → Γ∞c (M ← E2) is a Bastiani smooth mapping, moreover, if dvα : V U → E2 is the
vertical derivative of α, we have d(α∗) = (dvα)∗.

We remark that given any connection on the vector bundle E1 it induces a splitting TE1 =

HE1 ⊕ V E1 into horizontal and vertical vector bundle, the latter is of course independent from
the connection chosen. Thus if we use local fibered coordinates on E1 and E2 induced by local
frames ei, fi respectively and study α in a neighborhood of p ∈ E1, α(p) =

∑︁
αi(x, y)fi, then

dvα : VpE1 → E2, (p;σ) =
∑︁ ∂αi(x,y)

∂yj
σjfi ∈ E2|x.

Proof. Its clear that if U is open, U = {σ ∈ Γ∞c (M ← E1) : σ(M) ⊂ U} is open in Γ∞c (M ← E1)

with the Whitney topology as well by (vi) of Proposition 2.1.14 taking ˜︁U = (π∞)−1(M ×U). Next
we show that α∗ is Bastiani differentiable. This is equivalent to show that d(α∗) : U × Γ∞c (M ←
E1)→ Γ∞c (M ← E2) exists and is continuous in the Whitney topology (see Definition 2.1.13). We
thus claim that

lim
t→0

α∗(σ + tσ′)− α∗(σ)
t

= (dvα)∗(σ;σ
′) (2.8)

in the Whitney topology. We start by showing that for any neighborhood U of x0 ∈M , α∗(σ+tσ′)−α∗(σ)
t

converges uniformly to (dvα)∗(σ;σ
′)(x) in U . This is a local problem and we can thus study it using

local coordinates. Notice that if U lies outside the support of σ′ then the claim is trivial. By an
abuse of notation we set σ(x) = (x, σ(x)) and likewise for σ′. Then by Taylor theorem we have(︁

α∗(σ + tσ′)− α∗(σ)
)︁i
(x) = αi(x, σ(x) + tσ′(x))− αi(x, σ(x)) = t∂jα

i(x, σ(x))σ′j(x)

+ t2
∫︂ 1

0
(1− λ)∂jkαi(x, σ(x) + tλσ′(x))σ′j(x)σ′k(x)dλ,

We can then estimate in U⃓⃓⃓⃓ (︁
α∗(σ + tσ′)− α∗(σ)

)︁i
(x)

t
−
(︁
(dvα)∗(σ;σ

′)
)︁i
(x)

⃓⃓⃓⃓
≤ |t|Cα,σ,σ′,U

for each x ∈ U , establishing uniform convergence. Moreover, since dvα : V U ⊂ V E1 → E2 remains
a smooth fibered morphism, the mapping (dvα)∗ : U×Γ∞c (M ← E1)→ Γ∞c (M ← E2) is continuous
by Proposition 2.1.14. Moreover, if dkvα : ⊗kMVpU is the mapping locally defined by

dkvα[p] : ⊗kVpE1 ∋ (s1, . . . , sk) ↦→ ∂j1...jkα
i(p)sj11 · · · s

jK
k ,
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a similar argument to the one above shows that for each x ∈ U the mapping d(k−1)(α∗)[σ +

tσ′](σ1, . . . , σk−1)(x)−d(k−1)(α∗)[σ](σ1, . . . , σk−1)(x) converges uniformly to (dkvα)∗(σ;σ
′, σ1, . . . , σk−1)(x).

Then again, Proposition 2.1.17 implies the continuity of d(k)(α∗) : U ×Γ∞c (M ← E1) · · ·×Γ∞c (M ←
E1) → Γ∞c (M ← E2). Finally, by (iii) in Proposition 2.1.14, this shows that the mapping
α∗ : U → Γ∞c (M ← E2) is Bastiani smooth.

2.2 Manifolds of mappings

We begin with the definition of infinite dimensional bundles. As we mentioned earlier we shall
choose to model those on locally convex spaces in view of the results by [24], [25], [58].

Definition 2.2.1. Let M be a Hausdorff topological space, we say that M admits a Bastiani
smooth manifold structure if

(i) there is a family {(Ui, ui, Ei)}i∈I where {Ui}i∈I is an open cover of M , {Ei}i∈I is a family of
complete locally convex spaces and ui : Ui → Ei a family of homeomorphisms onto the open
subsets ui(Ui) ⊆ Ei;

(ii) for all i, j ∈ I, having Uij = Ui ∩ Uj ̸= ∅, the mapping

uij = uj ◦ u−1i : ui(Uij) ⊆ Ei → uj(Uij) ⊆ Ej

and its inverse uji = ui ◦ u−1j are Bastiani smooth.

We then call charts elements of the family {(Ui, ui, Ei)}i∈I .

It follows from condition (ii) above that the locally convex spaces Ei linearly isomorphic. A
subset N ⊂M of a differentiable manifold is called a splitting submanifold of M if for each p ∈ N ,
there are charts (U , u, E) of M such that u(p) = 0 ∈ E and U(U ∩N ) = u(U) ∩ F , where F is a
closed vector subspace of E for which E = F ⊕F c. The collection of charts {(Ui∩N , ui|Ui∩N , Fi)}
then makes N a manifold itself as per Definition 2.2.1. A weaker notion of submanifold requires
that F is just a closed subspace of E, in this case we say that N is a non-splitting submanifold.

Next we define the tangent bundle. Let M be a Bastiani smooth manifold with atlas {(Ui, ui, Ei)}.
A tangent vector is an equivalence class of elements (p, v, Ui, ui, Ei), with p ∈M and v ∈ Ei, where
(p, v,Ui, ui, Ei) and (p′, w, Uj , uj , Ej) are equivalent if p = p′ and d(uij [ui(p)])(v) = w. We denote
by TpM the set of all tangent vectors to p, moreover setting TM =

⨆︁
p∈M TpM we obtain the

space of tangent vectors of M . It is easy to see that TM carries a natural structure of Bastiani
smooth manifold. To wit, observe that we can always define a canonical projection τ : TM →M .
For the family of charts set {( ˜︁Ui, ˜︁ui, Ei × Ei)} where (Ui, ui, Ei) is a chart of M , ˜︁Ui = τ−1

(︁
Ui
)︁
,˜︁ui : τ−1(Ui) ∋ ˜︁p ↦→ (ui(x), v) ∈ Ei × Ei.

The topology on TM is the unique one making each ˜︁ui into a homeomorphism, also the tran-
sition mapping ˜︁uij : (x, v) ↦→ (uij(y), duij [x](v)) is Bastiani smooth since uij is itself smooth in the
first place. It is easily shown that TM is Hausdorff, thus TM is a differentiable manifold according
to Definition 2.2.1.

Next we give a manifold structure to C∞(M,N) withM, N smooth finite dimensional manifolds.
We first recall that given any Riemannian h on N there exists the Riemannian exponential expy :
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U ⊂ TyN → N,w ↦→ expy(w), where expy(w) is the value of the geodesic starting at y with velocity
w at time t = 1. Since expy(0) = y, and Ty expy = idTyN , expy is a local diffeomorphism, then we
can define a local diffeomorphism (τN , exp) : ˜︁U ⊂ TN → O ⊂ N ×N : (y, w)→ (y, expy(w)) onto
an open subset O of the diagonal of N ×N .

Theorem 2.2.2. Let M , N be smooth finite dimensional manifolds, then C∞(M,N) is a Bastiani
smooth manifold according to Definition 2.2.1, modelled on the nuclear locally convex space Γ∞c (M ←
f∗TN).

Proof. Let f ∈ C∞(M,N), then define Uf to be the subset of all g ∈ C∞(M,N) with compact
support with respect to f , such that (f, g)(M) ⊂ (τN , exp)

(︁˜︁U)︁, then Uf is an open subset for
example by (vii) in Proposition 2.1.14. Let then

uf : Uf ∋ g ↦→ uf (g) ∈ Γ∞c (M ← f∗TN)

defined as follows:

uf (g)(x) = (τN , exp)
−1(f(x), g(x)) ≃

(︁
f(x), exp−1f(x)(g(x))

)︁
. (2.9)

It is clear that uf (g) is a smooth mapping, its image is valued in f∗TN , moreover since f ̸= g only
in a compact subset of K ⊂ M , then exp−1f(x)(g(x)) ̸= 0 if and only if x ∈ K. Thus uf is valued

into
{︁
X⃗ ∈ Γ∞c (M ← f∗TN) : X⃗(M) ⊂ (τN , exp)

−1(︁f∗ ˜︁U)︁}︁. Therefore the mapping uf becomes a
homeomorphism between Uf with the trace of the refined Whitney topology and an open subset of
Γ∞c (M ← f∗TN) with the usual limit Fréchet topology. If Ufg = Uf ∩Ug ̸= ∅, then we can consider
the transition mapping ufg

.
= ug ◦ u−1f : Γ∞c (M ← f∗TN)→ Γ∞c (M ← g∗TN). This mapping can

be constructed as the push forward of

Tf(x)N ∋ (x,w) ↦→
(︁
x, exp−1g(x)

(︁
expf(x)(w)

)︁)︁
∈ Tg(x)N,

which is a smooth global fibered isomorphism f∗ ˜︁U ⊂ f∗TN → g∗ ˜︁U ⊂ g∗TN . Then by Theorem
2.1.18 we also have that ufg is a smooth mapping together with its inverse ugf . Finally if one
chooses a different metric h′ on N inducing the exponential exp′ and new charts u′f , then again, the
transition mapping u′f ◦ uf can be obtained as the push forward of the local fibered isomorphism

f∗ ˜︁U ⊂ f∗TN ∋ (x,w) ↦→
(︁
x, (exp′f(x))

−1(︁ expf(x)(w))︁)︁ ∈ f∗ ˜︁U ′ ⊂ f∗TN.
which by Theorem 2.1.18 is smooth. Therefore the smooth structure on C∞(M,N) does not depend
on the choice of the exponential mapping.

We remark that in [54], the role of the mapping (τN , exp) is played by the so-called local addi-
tion, that is a mapping A : TN → N ×N which is a local diffeomorphism onto an open subset of
the diagonal for which A(0y) = y for all y ∈ N . One can show Lemma 10.1 and 10.2 pp. 90 in [54]
that (τN , exp) is a local addition, then the proof of Theorem 2.2.2 can be repeated along the same
lines without altering the result.

This concludes the description of the manifold structure for the space of section of a trivial
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bundle M ×N → M . In the more general case of a non-trivial bundle π : B → M , Γ∞(M ← B)

can be topologized as follows: first we give C∞(M,B) the refined Whitney topology, then we note
that φ ∈ Γ∞(M ← B) ⊂ C∞(M,B) if and only if π∗(φ) = π ◦ φ = idM . By (ii) in Proposition
2.1.17, π∗ is continuous, so the equation π∗(·) = idM in C∞(M,B) defines a closed subset in
the refined Whitney topology. We wish to show that Γ∞(M ← B) is a splitting submanifold of
C∞(M,B). First, notice that if φ ∈ Γ∞(M ← B) ⊂ C∞(M,B), then Uφ ∩ Γ∞(M ← B) is the
set of all ψ ∈ Γ∞(M ← B) such that ψ, φ differ only on a compact subset of M . Secondly,
observe that TB can be split by the choice of a connection as HB ⊕ V B, this induces the splitting
Γ∞c (M ← φ∗TB) = Γ∞c (M ← φ∗HB) ⊕ Γ∞c (M ← φ∗V B) at the level of locally convex spaces.
Finally, if φ ∈ Γ∞(M ← B) and (Uφ, uφ) is a chart of C∞(M,B), then

uφ|Uφ∩Γ∞(M←B) : Uφ ∩ Γ∞(M ← B)→ Γ∞c (M ← φ∗TB)

with
uφ(ψ)(x) =

(︁
x, exp−1φ(x)(ψ(x))

)︁
. (2.10)

Notice that even though the image of x ∈ M through ψ, φ, lies in the same fiber π−1(x) we are
not guaranteed that exp−1φ(x)(ψ(x)) ∈ Vφ(x)B, for π−1(x) might fail to be totally geodesic for the
Riemannian metric chosen on B; therefore, in general, the geodesic joining φ(x) and ψ(x) might
travel outside π−1(x). If we were able to solve this issue and show that exp−1φ(x)(ψ(x)) ∈ Vφ(x)B,
we could then proceed by noticing that although the splitting depends on the connection chosen,
the vertical subbundle V B = ker(τB : TB → B) does not, therefore Γ∞c (M ← φ∗TB) = Γ∞c (M ←
φ∗HB)⊕ Γ∞c (M ← φ∗V B) depends on the connection chosen just on the horizontal part. We are
thus left with solving the issue of π−1(x) being not totally geodesic. By [54, Lemma 10.9] to each
section φ we can find a tubular neighborhood, i.e. a vector bundle (Eφ, ˜︁π, φ(M)) with Eφ ⊂ B and˜︁π = π|Eφ . Moreover, by [54, Lemma 10.6], we can modify (trough smooth diffeomorphisms) the
local addition (τB, expB) defining the chart (Uφ, uφ) of C∞(M,B) to a local addition (τEφ ,˜︃exp) on
Eφ for which ˜︃exp−1φ (ψ) ∈ Γ∞c (M ← φ∗TEφ).

By construction, if ψ(x) ∈ Eφ, for all x ∈M

˜︃exp−1φ(x)(ψ(x)) ∈ Tφ(x)(︁Eφ|φ(x))︁ ≃ Vφ(x)Eφ ≃ Vφ(x)B. (2.11)

In the sequel we will write the charts of Γ∞(M ← B) as (Uφ, uφ) understanding that their are the
slice charts induced above. We shall call them ultralocal charts2 in order to differentiate them from
the local chart of finite dimensional manifold that were mentioned before.

Lemma 2.2.3. Let P : Γ∞(M ← B) → Γ∞(M ← C) be a differential operator and Γ∞(M ←
B), Γ∞(M ← C) be endowed with the infinite dimensional structure described in Theorem 2.2.2;
then if P is smooth it is weakly regular3.

Proof. Suppose that φs is a compactly supported variation of φ0. We suppose also that s ∈ I ⊂ R
2The term ultralocal has been introduced in [28] to signify that the mapping uφ does just depend on the point

values of the mappings ψ, φ without dependence on higher derivatives of the two.
3See Section 1.2.1 for the definition of weakly regular mapping.
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with I compact, but the general case is a straightforward generalization. We claim that s ↦→ φs is
a smooth curve in Γ∞(M ← B), then again by Lemma 2.3.8, we can assume that the image of this
path lies in a chart Uφ, therefore our claim is equivalent to smoothness of

s ↦→ uφ0(φs) ∈ Γ∞c (M ← φ∗V B),

where uφ is the chart mapping defined in (2.10). If K ⊂ M is the compact where φs ̸= φ0, then
uφ(φs) ̸= uφ(φ0) in K as well. Then it is enough to test differentiability at each order in the Fréchet
space Γ∞K (M ← φ∗V B).

• If we see uφ as a mapping from a neighborhood of the diagonal O ⊂ B×B to the tangent space
of B, then it is smooth, thus by (ii) in Proposition 2.1.17, we conclude that uφ(φs) = (uφ)∗◦φs
is continuous.

• To show differentiability, note that φ(π(φs(x))) = φ(x) for all x ∈ M , therefore uφ(φs) =˜︃expφ(φs), then for all x ∈M

d

ds
uφ(φs)(x) = Tφs(x)˜︃expφ(x)(φ̇s);

thus the derivative d
dsuφ(φs) exists and by (ii) in Proposition 2.1.17 is continuous due to

smoothness of T•˜︃exp• : TO → TTB.

• Iterating this argument we have shown smoothness of uφs .

Since P is smooth, then P (φs) is a smooth curve in Γ∞(M ← C), eventually shrinking I we can
assume that P (φs) ⊂ VP (φ0) i.e. it lies inside a chart (VP (φ0), vP (φ0)) of Γ∞(M ← C). Then
vP (φ0)

(︁
P (φs)

)︁
⊂ Γ∞c (M ← σ∗V C) is smooth. By (iii), P (φs) ∈ C∞(M,C) is a smooth curve and

there is a compact subset K ′ such that P (φs) ≡ P (φ0) outside K ′. Therefore,

vP (φ0)

(︁
P (φs)

)︁
⊂ Γ∞K′(M ← σ∗V C)

the latter is a Fréchet space, therefore we apply (ii) of Proposition 1.3.25 and conclude.

The tangent space at each point φ is TφΓ∞(M ← B) ≡ Γ∞c (M ← φ∗V B). The tangent bundle
(TΓ∞(M ← B), τΓ,Γ

∞(M ← B)) is defined in analogy with the finite dimensional case, and carries
a canonical infinite dimensional bundle structure with trivializations

tφ : τ−1Γ (Uφ)→ Uφ × Γ∞c (M ← φ∗V B).

As usual, we can identify points of TΓ∞(M ← B) by elements t−1φ
(︂
φ, X⃗φ

)︂
. With those trivializa-

tions a tangent vector to Γ∞(M ← B), i.e. an element of TφΓ∞(M ← B), can equivalently be seen
as a section of the vector bundle Γ∞c (M ← φ∗V B). When using the latter interpretation, we will
write the section in local coordinates as X⃗(x) = X⃗

i
(x)∂i

⃓⃓
φ(x)

. Finally we will use Roman letters,
e.g. (s⃗, u⃗, . . . ) to denote elements of the topological dual space Γ−∞c (M ← φ∗V B) ≡

(︁
Γ∞c (M ←

φ∗V B)
)︁′.

Definition 2.2.4. A connection over the (possibly infinite dimensional) bundle (C, π,X) is a vector-
valued one form Φ ∈ Ω1(C;V C) satisfying
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(i) Im(Φ) = V C,

(ii) Φ ◦ Φ = Φ.

The mapping Φ represents the projection onto the vertical subbundle of TC. Given a connection
Φ it is always possible to associate its canonical Christoffel form Γ

.
= idTC −Φ which will define the

projection onto the space of horizontal vector fields. In our case, we consider C = TΓ∞(M ← B),
the latter has canonical trivialization

Ttφ : τ−1TΓ ◦ τ
−1
Γ (Uφ)→ Uφ × Γ∞c (M ← φ∗VB)× Γ∞c (M ← φ∗V B)× Γ∞c (M ← φ∗V B).

Therefore given Tt−1φ
(︂
Y⃗ φ, S⃗X⃗

)︂
∈ TTΓ∞(M ← B), we can write the connection locally as

t∗φΦ
(︂
Y⃗ φ, S⃗X⃗

)︂
=
(︂
0⃗φ, S⃗X⃗ − Γφ(X⃗, Y⃗ )

)︂
,

where the Christoffel form

Γφ ≡ t−1φ Γ : Γ∞c (M ← φ∗V B)× Γ∞c (M ← φ∗V B)→ Γ∞c (M ← φ∗V B)

can be chosen to be linear in the first two entries. For additional details about connections see
[51] Chapter VI, section 37. Instead of using the abstract notion provided by Definition 2.2.4, in
the case of manifolds of mappings, there is a more intuitive way of generating a connection. For
simplicity’s sake we shall do the easier case of C∞(M,N), since the generalization to general bundles
is almost immediate. Let ˜︁Γ be a connection on the finite dimensional manifold TN , then we induce
a connection Φ on TC∞(M,N) as follows: fix f ∈ C∞(M,N), X⃗, Y⃗ ∈ TfC∞(M,N) ≃ Γ∞c (M ←
f∗TN), S⃗ ∈ TX⃗TfC

∞(M,N) ≃ Γ∞c (M ← f∗TN), then

(︁
t−1f Φ

)︁(︁
f, X⃗, Y⃗ , S⃗

)︁ .
=
(︁
0⃗f , S⃗ − Γf (X⃗, Y⃗ )

)︁
(2.12)

where Γf (X⃗, Y⃗ ) ∈ Γ∞c (M ← f∗TN) is defined by

Γf (X⃗, Y⃗ )(x)
.
= ˜︁Γijk(f(x))X⃗j

(x)Y⃗
k
(x)∂i|f(x).

Equivalently we are setting Γf = ˜︁Γ∗, by Theorem 2.1.18, the mappings Γf , Φf are Bastiani smooth,
moreover they induce a connection Φ. In the sequel we shall use (2.22) to induce a connection as
in (2.12).

2.3 Observables

By a functional, we mean a smooth mapping

F : U ⊂ Γ∞(M ← B)→ R,

where U is an open set in the CO-topology generated by (2.1). Since smoothness is tested on
ultralocal charts, a functional F is smooth if and only if, given any ultralocal atlas {Uφ, uφ}φ∈U its
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localization
Fφ

.
= F ◦ u−1φ : Γ∞c (M ← φ∗V B)→ R, (2.13)

is smooth in the sense of Definition 1.3.15.

The first notion we introduce is the spacetime support of a functional. The idea is to follow the
definition of support given in [14], and account for the lack of linear structure on the fibers of the
configuration bundle B.

Definition 2.3.1. Let F be a functional over U , CO-open, then its support is the closure in M of
the subset x ∈M such that for all V ⊂M open neighborhood of x, there is φ ∈ U , X⃗φ ∈ Γ∞c (M ←
φ∗V B) having supp(X⃗φ) ⊂ V , for which Fφ(X⃗φ) = Fφ(0). The set of functionals over U with
compact spacetime support will be denoted by Fc(B,U) and its elements called observables.

Let us display some examples of functionals. Given α ∈ C∞(B,R), consider

Fα : Γ∞(M ← B)→ R : φ ↦→ Fα(φ)
.
=

{︄
1

1+supM (α(φ)) α(φ) bounded ,

0 otherwise .
(2.14)

If f ∈ C∞c (M) and λ ∈ Ωm(J
rB) define

Lf,λ : Γ∞(M ← B)→ R : φ ↦→ Lf,λ(φ)
.
=

∫︂
M
f(x)jrφ∗λ(x)dµg(x). (2.15)

On the other hand if f, λ are as above and χ : R → R with 0 ≤ χ ≤ 1, χ(t) = 1 ∀|t| ≤ 1/2 and
χ(t) = 0 ∀|t| ≥ 1/2 define

Gf,λ,χ : Γ∞(M ← B)→ C : φ ↦→ Gf,λ,χ(φ)
.
= e1−χ

(︁
(Lf,λ(φ))2

)︁
. (2.16)

We can endow Fc(B,U) with the following operations

(F,G) ↦→ (F +G)(φ)
.
= F (φ) +G(φ); (2.17)

(z ∈ C, F ) ↦→ (zF )(φ)
.
= zF (φ); (2.18)

(F,G) ↦→ (F ·G)(φ) .= F (φ)G(φ); (2.19)

F ↦→ F ∗, F ∗(φ)
.
= F (φ)4. (2.20)

It can be shown that those operation preserve the compactness of the support, turning Fc(B,U)
into a commutative *-algebra with unity where the unit element is given by φ ↦→ 1 ∈ R. That
involution and scalar multiplication are support preserving is trivial, to see that for multiplication
and sum we use

Lemma 2.3.2. Let F , G be functionals over U ⊂ Γ∞(M ← B) CO-open subset, then

4In adherence to standard clFT, we use real functionals, which makes involution a trivial operation; we remark
though that one could repeat mutatis mutandis everything with R replaced by C, then involution is not trivial
anymore.
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(i) supp(F +G) ⊂ supp(F ) ∪ supp(G),

(ii) supp(F ·G) ⊂ supp(F ) ∪ supp(G).

Before writing the proof we note that the more restrictive version of (ii) with the intersection
of domains does not hold in general, this can be checked by taking a constant functional G(φ) ≡
c ∀φ ∈ U , then supp(G) = ∅ while supp(F +G), supp(F ·G) = supp(F ).

Proof. Suppose that x /∈ supp(F ) ∪ supp(G), then there is an open neighborhood V of x such
that for any X ∈ Γ∞c (M ← V B) with supp(X) ⊂ V , and any φ ∈ U we have (F + G)φ(X⃗φ) =

Fφ(X⃗φ) +Gφ(X⃗φ) = Fφ(0) +Gφ(0), so x /∈ supp(F +G). The other follows analogously.

Using the notion of Bastiani differentiability we can induce a related differentiability for func-
tionals over Γ∞(M ← B), in the same spirit as done for mappings between manifolds.

Definition 2.3.3. Let U be CO-open, a functional F ∈ Fc(B,U) is differentiable of order k at
φ ∈ U if for all 0 ≤ j ≤ k the functionals djFφ[0] : ⊗j (Γ∞c (M ← φ∗V B)) → R : (X⃗1, . . . , X⃗j) ↦→
djFφ[0](X⃗1, . . . , X⃗j) are linear and continuous with

djFφ[uφ(φ)](X⃗1, . . . , X⃗j)
.
=

dj

dt1 . . . dtj

⃓⃓⃓⃓
t1=...=tj=0

Fφ(t1X⃗1 + · · ·+ tjX⃗j)

=
⟨︂
F (j)
φ [0], X⃗1 ⊗ · · · ⊗ X⃗j

⟩︂
.

If F is differentiable of order k at each φ ∈ U we say that F is differentiable of order k in U .
Whenever F is differentiable of order k in U for all k ∈ N we say that F is smooth and denote the
set of smooth functionals as F0(B,U).

We shall use the notation F
(j)
φ [0] to emphasize the fact that since F is Bastiani smooth, then

djF [φ] ≡ djFφ[0] ∈ Γ−∞(M j ← ⊠jφ∗V B), thus by Schwartz theorem, we can represent the latter
as an integral kernel F (j) with⟨︂

F (j)
φ [0], X⃗1 ⊗ . . .⊗ X⃗j

⟩︂
=

∫︂
Mj

f (j)φ [0]i1···ij (x1, . . . , xj)X⃗
i1
1 (x1) · · · X⃗

ij
j (xj)dµg(x1, . . . , xj),

where X⃗p = X⃗
ip
p

∂
∂yip

⃓⃓⃓
y=φ(x)

.

When F is smooth the condition of Definition 2.3.3 is independent from the chart we use to
evaluate the B differential: suppose we take charts (Uφ, uφ), (Uψ, uψ) with φ ∈ Uψ, then by Faà di
Bruno’s formula

djFψ[uψ(φ)](X⃗1, . . . , X⃗j)

=
∑︂

π∈P({1,...,j})

F |π|φ [0]

⎛⎝d|I1|uφψ[uψ(φ)](︂⨂︂
i∈I1

X⃗i

)︂
, . . . , d|I|π||uφψ[uψ(φ)]

(︂ ⨂︂
i′∈I|π|

X⃗i′

)︂⎞⎠ ,
(2.21)

where π is a partition of {1, . . . , j} into |π| smaller subsets I1, . . . , I|π| and we denote by uφψ the
transition function uφ ◦ u−1ψ . We immediately see that the right hand side is Bastiani smooth by
the smoothness of the transition function, therefore the left hand side ought to be Bastiani smooth
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as well. Incidentally the same kind of reasoning shows Definition 2.3.3 is independent from the
ultralocal atlas used for practical calculations.

Although this is enough to ensure Bastiani differentiability, in the sequel we shall introduce
a connection on the bundle TΓ∞(M ← B) → Γ∞(M ← B) so that (2.21) can be written as an
equivalence between two single terms involving the covariant derivatives. In particular, as explained
in (2.12), we will choose a smooth connection ˜︁Γ on the typical fiber F of the bundle B, the latter
will induce a linear connection φ∗˜︁Γ on the vector bundle M ← φ∗V B, and, in turn, a connection
on TΓ∞(M ← B)

Γφ :Γ∞c (M ← φ∗V B)× Γ∞c (M ← φ∗V B)→ Γ∞c (M ← φ∗V B)

(X⃗, Y⃗ ) ↦→ Γφ(X⃗φ, Y⃗ φ),

Γφ(X⃗, Y⃗ )(x) = Γ(φ(x))ijkX⃗
j
(φ(x))Y⃗

k
(φ(x))∂i

⃓⃓
φ(x)

;

(2.22)

where X⃗
j
∂j
⃓⃓
φ
, Y⃗

k

φ∂k
⃓⃓
φ

are the expressions in local coordinates of X⃗, Y⃗ ∈ Γ∞c (M ← φ∗V B). Armed
with (2.22) we can define the notion of covariant differential recursively setting

∇1Fφ[0](X⃗)
.
= dFφ(X⃗),

∇nFφ[0](X⃗1, . . . , X⃗n)
.
= F (n)

φ (X⃗1, . . . , X⃗n)

+
n∑︂
j=1

1

n!

∑︂
σ∈P(n)

∇n−1Fφ(Γφ(X⃗σ(j), X⃗σ(n)), X⃗σ(1), . . . ,
ˆ︂
X⃗σ(j), . . . X⃗σ(n−1)),

(2.23)

where P(n) denotes the set of permutations of n elements. In this way we can extend properties
of iterated derivatives, which are locally defined, globally. The price we pay is that, a priori, the
property might depend on the connection chosen.

Lemma 2.3.4. Let U be a locally convex, CO-open subset, and F : U → R a differentiable functional
of order one, then

supp(F ) =
⋃︂
φ∈U

supp
(︂
F

(1)
φ [0]

)︂
,

where supp
(︂
F

(1)
φ [0]

)︂
is to be understood as the distributional support defined in Definition 1.3.4.

Proof. Suppose that x ∈ supp(F ), then by definition for all open neighborhoods V of x there is
φ ∈ U and X⃗φ ∈ Γ∞c (M ← φ∗V B) with supp(X⃗) ⊂ V having Fφ(X⃗φ) ̸= Fφ(0), using the convexity
of U and the fundamental theorem of calculus we obtain that

Fφ(X⃗φ)− Fφ(0) =
∫︂ 1

0
F (1)
φ [λX⃗φ](X⃗φ)dλ ̸= 0.

Thus for at least for some λ0 ∈ (0, 1), the integrand is not zero, setting ψ = u−1φ (λ0X⃗φ), we obtain

dFψ[0]
(︂
d1uφψ[λ0X⃗φ](X⃗φ)

)︂
̸= 0.

On the other hand if x ∈ supp (dFφ[0]) for some φ ∈ U , then there is X⃗φ ∈ Γ∞c (M ← φ∗V B)
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having X⃗φ(x) ̸= 0⃗ for which dFφ[0](X⃗φ) ̸= 0, as a result, define

Fφ(ϵX⃗φ) = Fφ(0) +

∫︂ ϵ

0
F (1)
φ [λX⃗φ](X⃗φ)dλ

having chosen ϵ small enough so that the integral is not vanishing.

Definition 2.3.5. Let U be CO-open. We select certain classes of Fc(B,U).

(i) Regular Functionals: the set of F ∈ Fc(B,U) such that for each φ ∈ U , the integral kernel
associated to ∇kFφ[0],

∇kFφ[0](X⃗1, . . . , X⃗k) =

∫︂
Mk

∇kfφ[0](x1, . . . , xk)X⃗1(x1) · · · X⃗k(xk)dµg(x1, . . . , xk)

has ∇kfφ[0] ∈ Γ∞c
(︁
Mk ← ⊠k

(︁
φ∗V B′

)︁)︁
, we denote this set by Freg(B,U);

(ii) Local Functionals: the set of F ∈ Fc(B,U) such that for each φ ∈ U , supp
(︁
∇(2)Fφ[0]

)︁
⊂

△2(M), the latter being the diagonal of M ×M , we denote this set by Floc(B,U);

(iii) Microlocal Functionals: the set of F ∈ Floc(B,U) such that for each φ ∈ U , the integral
kernel associated to ∇1Fφ[0] ≡ dFφ[0] has f (1)φ [0] ∈ Γ∞

(︁
M ← (φ∗V B)′

)︁
, we denote this set

by Fµloc(B,U).

Using the Schwartz kernel theorem, we can equivalently define microlocal functionals by requir-
ing {F ∈ Floc(B,U) : WF

(︁
F

(1)
φ [0]

)︁
= ∅ ∀φ ∈ U}. Other authors add also further requirements, for

example in [8], microlocal functionals have the additional property that given any φ ∈ U there exists
an open neighborhood V ∋ φ in which f

(1)
φ′ [0] ∈ Γ∞ (M ← (φ∗V B)′) depends on the kth order jet

of φ′ for all φ′ ∈ V and some k ∈ N. We choose to give a somewhat more general description which
however will turn out to be almost equivalent by Proposition 2.3.11. Finally we stress that the
definition of local functionals together with Lemma 2.3.4 shows that that supp

(︁
∇kFφ[0]

)︁
⊂ △k(M)

for each k ∈ N.

As remarked earlier, writing differentials with a connection does yield a definition which is
independent from the ultralocal chart chosen to perform the calculations, however, we have to
check that Definition 2.3.5 is independent from the chosen connection.

Lemma 2.3.6. Suppose that Φ, ˆ︁Φ are two connections on TΓ∞(M ← B). Then the definition of
regular (resp. local, microlocal) functionals does not depend on the chosen connection.

Proof. Denote by ∇, ˆ︁∇ the covariant derivatives induced by Φ, ˆ︁Φ respectively. If F ∈ Fc(B,U) is
local with respect to the second connection,(︂

∇2Fφ − ˆ︁∇2Fφ

)︂
[0](X⃗1, X⃗2) = dFφ[0]

(︂
Γφ(X⃗1, X⃗2)− ˆ︁Γφ(X⃗1, X⃗2)

)︂
.

Due to linearity of the connection in both arguments, when the two sections X⃗1, X⃗2 have disjoint
support the resulting vector field is identically zero, so that by linearity of dFφ[0](·) the expression
is zero and locality is preserved. As a result, since ∇1Fφ[0] ≡ dFφ[0], we immediately obtain that
microlocality is independent as well. Regular functionals do not depend on the connection used to
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perform calculations either: this is easily seen by induction. If k = 1 this is trivial since ∇1F ≡ dF ,
for arbitrary k one simply notes that

(︂
∇kFφ − ˆ︁∇kFφ)︂ [0](. . .) depends on terms of order l ≤ k − 1

and applies the induction hypothesis.

We stress that in particular cases, such as when B =M×R, TC∞(M) ≡ C∞(M)×C∞c (M), we
are allowed to choose a trivial connection, in which case the differential and the covariant derivative
coincide. It is also possible to formulate Definition 2.3.5 in terms of differentials instead of covariant
derivatives, then the above argument can be used again to show that regular and local functionals
do not depend on the choice of the chart.

When dealing with microlocal functionals we will often use the following notation ensuing from
application of Schwartz integral kernel theorem:

dFφ[0](X⃗φ) =

∫︂
M
f (1)φ [0](X⃗φ)(x)dµg(x) =

∫︂
M
f (1)φ [0]i(x)X

i
φ(x)dµg(x), (2.24)

where repeated indices denotes summation of vector components as usual with Einstein notation
and Xi

φ(x) ∈ φ∗p−1(x) denotes the component of the section along the typical fiber of the vector
bundle (Γ∞c (M ← φ∗V B), φ∗p,M).

If we go back to the examples of functionals given earlier we find that (2.14) does not belong to
any class, while (2.16) is a regular functional that however fails to be local. If D ⊂M is a compact
subset and χD its characteristic function then

φ ↦→ LχD,λ(φ)
.
=

∫︂
M
χD(x)λ(j

rφ)(x)dµg(x).

is a local functional which however, is not microlocal due to the possible singularities localized in
the boundary of D. Finally we claim that (2.15) is a microlocal functional. To see it, let us consider
a particular example where r = 1,

Lf,λ(φ) =
∫︂
M
fj1φ∗λ =

∫︂
M
f(x)λ(j1φ)(x)dµg(x)

taking the first derivative and integrating by parts yields

dLf,λ,φ[0](X⃗φ) =

∫︂
M
f(x)

{︃
∂λ

∂yi
− dµ

(︃
∂λ

∂yiµ

)︃}︃
(x)Xi

φ(x)dµg(x), (2.25)

setting

λ
(1)
f,φ[0](x)

.
= f(x)

{︃
∂λ

∂yi
− dµ

(︃
∂λ

∂yiµ

)︃}︃
(x)dyi ∧ dµg(x), (2.26)

we see that the integral kernel of the first derivative in φ of (2.15), λ(1)f,φ[0], belongs to Γ∞ (M ← (φ∗V B)′).
For generic orders r ̸= 1, multiple integration by parts will yield the desired result, for details on
those calculations see [27] Chapter 6. This last example is important because it shows that func-
tionals obtained by integration of pull-backs of m-forms λ are microlocal. One could ask whether
the converse can hold, i.e. if all microlocal functionals have this form; the answer will be given in
Proposition 2.3.11. We now give an equivalent characterization for local functionals.
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Definition 2.3.7. Let U be CO-open, a functional F ∈ Fc(B,U) is called:

(i) φ0-additive if for all φj ∈ Uφ0∩ U having suppφ0
(φ1)∩suppφ0

(φ−1) = ∅, setting X⃗j = uφ0(φj),
j = 1,−1 and supposing that X⃗1 + X⃗−1 ∈ uφ0(Uφ0 ∩ U), we have

Fφ0(X⃗1+X⃗−1) = Fφ0(X⃗1)− Fφ0(0) + Fφ0(X⃗−1). (2.27)

(ii) additive if for all φj ∈ U , j = 1, 0,−1, with suppφ0
(φ1) ∩ suppφ0

(φ−1) = ∅, setting

φ =

⎧⎨⎩φ1 in suppφ0
(φ−1)

c

φ−1 in suppφ0
(φ1)

c

we have
F (φ) = F (φ1) + F (φ0)− F (φ−1). (2.28)

We remark that (ii) is equivalent to the definition of additivity present in [13]. Before the proof
of the equivalence of those two relations, we prove a technical lemma.

Lemma 2.3.8. Let φ1, φ0, φ−1 ∈ Γ∞(M ← B) have suppφ0
(φ1) ∩ suppφ0

(φ−1) = ∅, then there
exist n ∈ N, a finite family of sections

{︁
φ(k,l)

}︁
k,l∈{1,...,n} (2.29)

for which the following conditions holds:

(a) For each k, l ∈ N

{︁
φ(k−1,l−1), φ(k,l−1), φ(k−1,l), φ(k+1,l), φ(k,l+1), φ(k+1,l+1)

}︁
∈ Uφ(k,l)

, (2.30)

(b) Moreover for each k, l ∈ N we can define elements X⃗k, Y⃗ l ∈ Γ∞c (M ← ·∗V B), where

X⃗k
.
=˜︃exp−1φ(k−1,l)

(︁
φ(k,l)

)︁
, (2.31)

Y⃗ l
.
=˜︃exp−1φ(k,l−1)

(︁
φ(k,l)

)︁
; (2.32)

whose exponential flows generate all the above sections:

φ1 =˜︃exp(︁X⃗n

)︁
◦ · · · ◦˜︃exp(︁X⃗1

)︁
◦ φ0 ≡ φ(n,0);

φ−1 =˜︃exp(︁Y⃗ n

)︁
◦ · · · ◦˜︃exp(︁Y⃗ 1

)︁
◦ φ0 ≡ φ(0,n);

and
φ =˜︃exp(︁X⃗n

)︁
◦ · · · ◦˜︃exp(︁X⃗1

)︁
◦˜︃exp(︁Y⃗ n

)︁
◦ · · · ◦˜︃exp(︁Y⃗ 1

)︁
◦ φ0.

Proof. Ideally we are taking φ0 as a background section, then application of a number of exponential
flows of the above fields will generate new sections interpolating between φ0 and φ,φ1, φ−1, such
that each section in the interpolation procedure has the adjacent sections in the same chart (as in
(2.30)). This is, for a pair of generic sections, not trivial; however, due to the requirement of mutual
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compact support between sections, our case is special. Indeed, let K be any compact containing
suppφ0

(φ1) ∪ suppφ0
(φ−1). Since B is itself a paracompact manifold, it admits an exhaustion by

compact subsets and a Riemannian metric compatible with the fibered structure. The exponential
mapping of this metric will have a positive injective radius throughout any compact subset of B.
Thus let H be any compact subset of B containing the bounded subset{︂

b ∈ π−1(K) ⊂ B : sup
x∈K

d(φ0(x), b) < 2max
(︁
sup
x∈K

d(φ0(x), φ1(x)), sup
x∈K

d(φ0(x), φ−1(x))
)︁}︂
,

where d is the distance induced by the metric chosen. Let δ > 0 be the injective radius of the
metric on the compact H. If r = max

(︁
supx∈K d(φ0(x), φ1(x)), supx∈K d(φ0(x), φ−1(x))

)︁
there will

be some finite n ∈ N such that nδ < r < (n+ 1)δ, and thus we can select a finite family of sections{︁
φ(k,l)

}︁
k,l=1,...,n

interpolating between φ0 = φ(0,0) and φ1 = φ(n,0), φ−1 = φ(0,n), φ = φ(n,n) such
that

(|k − k′| − 1)
δ

2
+ (|l − l′| − 1)

δ

2
< sup

x∈K
d
(︁
φ(k,l)(x), φ(k′,l′)(x)

)︁
< (|k − k′|)δ

2
+ (|l − l′|)δ

2
,

This property ensures that we are interpolating in the right direction, that is, as k (resp. l) grows
new sections are nearer to φ1 (resp. φ−1) and further away from φ0. Eventually modifying exp to˜︃exp as done in (2.11), set

X⃗(k,l)
.
=˜︃exp−1φ(k−1,l)

(︁
φ(k,l)

)︁
,

Y⃗ (k,l)
.
=˜︃exp−1φ(k,l−1)

(︁
φ(k,l)

)︁
.

We claim that those are the vector fields interpolating between sections. They are always well
defined because, by construction, we choose adjacent sections to be separated by a distance where˜︃exp is still a diffeomorphism. Due to the mutual disjoint support of φ1 and φ−1, we can identify
X⃗(k,l) (resp. Y⃗ (k,l)) with each other X⃗(k,l′) (resp. Y⃗ (k′,l)), therefore it is justified to use one index
to denote the vector fields as done in (2.31) and (2.32). Moreover, for each k, l ∈ N, we have

˜︃exp(︁X⃗k

)︁
◦˜︃exp(︁Y⃗ l

)︁
=˜︃exp(︁Y⃗ l

)︁
◦˜︃exp(︁X⃗k

)︁
;

which provides a well defined section φ.

Proposition 2.3.9. Let F ∈ F0(B,U) then the following statements are equivalent:

(i) F is additive;

(ii) F is φ0-additive for all φ0 ∈ U ;

(iii) F ∈ Floc(B,U).

Proof. Let us start proving the equivalence between (i) and (ii).
(i)⇒ (ii) If φj ∈ U ∩ Uφ0 with j = 1, 0,−1 are as in (ii) above, take X⃗j such that u−1φ0

(X⃗j) = φj .
Writing (2.28) in terms of Fφ0 yields (2.27).
(ii) ⇒ (i) Let us take sections φj with j = 1, 0,−1 such that suppφ0

(φ1) ∩ suppφ0
(φ−1) = ∅, then
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we calculate F (φ) combining Lemma 2.3.8 with φ-additivity for each section, yields

F (φ) = Fφ(n−1,n−1)

(︁
X⃗n + Y⃗ n

)︁
= Fφ(n−1,n−1)

(︁
X⃗n

)︁
+ Fφ(n−1,n−1)

(︁
Y⃗ n

)︁
− Fφ(n−1,n−1)

(0)

= F
(︁
φ(n,n−2)

)︁
+ F

(︁
φ(n−1,n−1)

)︁
− F

(︁
φ(n−1,n−2)

)︁
+ F

(︁
φ(n−2,n)

)︁
+ F

(︁
φ(n−1,n−1)

)︁
− F

(︁
φ(n−2,n−1)

)︁
− F

(︁
φ(n−1,n−1)

)︁
= F

(︁
φ(n,n−2)

)︁
− F

(︁
φ(n−1,n−2)

)︁
+ F

(︁
φ(n−2,n)

)︁
+ F

(︁
φ(n−2,n−1)

)︁
+ F

(︁
φ(n−1,n−2)

)︁
− F

(︁
φ(n−2,n−2)

)︁
− F

(︁
φ(n−2,n−1)

)︁
= F

(︁
φ(n,n−2)

)︁
+ F

(︁
φ(n−2,n)

)︁
− F

(︁
φ(n−2,n−2)

)︁
.

Repeating the above argument an extra (n− 2) times we arrive at

F (φ) = F
(︁
φ(n,0)

)︁
+ F

(︁
φ(0,n)

)︁
− F

(︁
φ(0,0)

)︁
≡ F (φ1) + F (φ−1)− F (φ0).

We conclude proving that (ii) and (iii) are equivalent.
(iii)⇒ (ii) Take φj , X⃗j

.
= uφ0(φj), with j = 1, 0,−1 as in (i) Definition 2.3.7. Then

Fφ0(X⃗1 + X⃗−1)− Fφ0(X⃗1) + Fφ0(0)− Fφ0(X⃗−1) =

∫︂ 1

0

d

dt

(︂
Fφ0(X⃗1 + tX⃗−1)− Fφ0(tX⃗−1)

)︂
dt

=

∫︂ 1

0

d

dt

(︃∫︂ 1

0

d

dh
Fφ0(hX⃗1 + tX⃗−1)dh

)︃
dt =

∫︂ 1

0

∫︂ 1

0
d2Fφ0[hX⃗1 + tX⃗−1](X⃗1, X⃗−1)dhdt.

By locality we have that supp
(︁
d2Fφ0

)︁
⊂ △2M , however, supp(X⃗1)∩ supp(X⃗−1) = ∅ implying that

the integrand on the right hand side of the above equation is identically zero.
(ii) ⇒ (iii) Fix any φ0 ∈ U , consider two vector fields X⃗1, X⃗−1 ∈ Γ∞

(︁
M ← φ∗0V B

)︁
such that

supp(X⃗1) ∩ supp(X⃗−1) = ∅ and X⃗1 + X⃗−1 ∈ uφ0(Uφ0), let also φj
.
= u−1φ0

(X⃗j) for j = 1,−1, then
suppφ(φ1) ∩ suppφ(φ−1) = ∅. By direct computation we get

F (2)
φ0

[0](X⃗1, X⃗−1) =
d2

dt1dt2

⃓⃓⃓⃓
t1=t2=0

Fφ0(t1X⃗1 + t2X⃗−1)

=
d2

dt1dt2

⃓⃓⃓⃓
t1=t2=0

(︂
Fφ0(t1X⃗1)− Fφ0(0) + Fφ0(t2X⃗−1)

)︂
≡ 0,

which proves locality.

As a result, we have shown that locality and additivity are consistent concepts in a broader
generality than done in [14]. Of course, additivity strongly relates to Bogoliubov’s formula for
S-matrices, therefore a priori we expect that whenever we can formulate the concept consistently
in Definition 2.3.7, those must be equivalent formulations. We also mention that when the expo-
nential map used to construct ultralocal charts is a global diffeomorphism, then additivity and φ

additivity becomes trivially equivalent since the chart can be enlarged to Vφ ≡ {ψ ∈ Γ∞(M ← B) :

suppφ(ψ) ⊂M is compact}.

The ultralocal notion of additivity i.e. (i) in Definition 2.3.7 is independent from the chart
used, in fact suppose that F is φ0-additive in {Uφ0 , uφ0}, take another chart {U ′φ0

, u′φ0
} such that
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U ′φ0
∩ Uφ ̸= ∅, set X⃗j = uφ0(φj), Y⃗ j = u′φ0

(φj), for j = 1,−1, we have5

F ◦ u′−1φ0
(Y⃗ 1 + Y⃗ −1) = F ◦ u−1φ0

◦ uφ0 ◦ u′−1φ0
(Y⃗ 1 + Y⃗ −1) = F ◦ u−1φ0

(X⃗1 + X⃗−1)

= F ◦ u−1φ0
(X⃗1)− F ◦ u−1φ0

(0) + F ◦ u−1φ0
(X⃗−1)

= F ◦ u′−1φ0
(Y⃗ 1)− F ◦ u′−1φ0

(0) + F ◦ u′−1φ0
(Y⃗ −1)

where uφ0 ◦u′−1φ0
(Y⃗ 1+ Y⃗ −1) = X⃗1+ X⃗−1 is due to the fact that the two vector fields have mutually

disjoint supports. We then see that φ0-additivity does not depend upon the chosen chart.

We remark that functionals are generally defined in CO-open subsets instead of more general
Whitney open sets since we can always extend the domain to a CO-open subset. To wit, suppose
F : U → R is a smooth functional with compact support, then consider the function χ ∈ C∞c (M)

having 0 ≤ χ ≤ 1, χ ≡ 1 inside supp(F ) and, given any φ0 ∈ U , define

iχ : Γ∞(M ← B)→ Vφ0 ,
˜︁ψ ↦→ ψ. (2.33)

The mapping can be constructed using with the ideas of Lemma 2.3.8, indeed, starting with φ0,
we can modify the latter inside K so that ˜︃exp(X⃗n) ◦ · · · ◦˜︃exp(X⃗1)φ0|K = ˜︁ψ|K , then setting ψ =˜︃exp(χX⃗n) ◦ · · · ◦˜︃exp(χX⃗1)φ0, we have that ψ = ˜︁ψ inside supp(F ), ψ = φ0 outside K. iχ is a
continuous and smooth mapping, and when U is a WO∞ open neighborhood of φ0, i−1χ (U) is a
CO-open. Then we can seamlessly extend the functional F to ˜︁F : i−1χ (U)→ R. The functional will
remain smooth, and all its derivatives will not be affected by the cutoff function χ.

We now give the characterization of microlocality; we will find that, contrary to additivity, the
latter representation will be limited to a chart domain, in the sense that the functional can be
represented as an integral provided we shrink its domain to a chart, this representation however
will not be independent from the chart chosen.

We recall that a mapping T : U ⊂ E1 → E2 between locally convex spaces is locally bornological
if for any e ∈ E1 there is a neighborhood V ∋ e contained in U such that T |V maps bounded subsets
of V into bounded subsets of E2. From this definition follows a technical result:

Lemma 2.3.10. Let U ⊂ Γ∞(M ← B) be CO-open, then a smooth, compactly spacetime supported
functional F satisfies: dF : Uφ → Γ∞c (M ← φ∗V B′ ⊗ Λm(M)) is Bastiani smooth if and only if it
is locally bornological.

Sketch of a proof. The proof of this result when B = M × R can be found in [14, Lemma 2.6].
Since we are allowing for a bit more generality (i.e. we are considering distributional sections of
the bundle φ∗V B →M), we will just highlight the minor changes to the argument presented in the
aforementioned Lemma 2.6. From Bastiani smoothness of F we can see F (1) as a Bastiani smooth
mapping Uφ → Γ−∞c (M ← φ∗V B), combining the support property of F with the fact that it is
microlocal, we obtain that F (1) can be viewed as a mapping T : Uφ → Γ∞K (M ← φ∗V B ⊗ Λm(M))

for some compact subsetK ofM . To prove the lemma it is enough to show that T is Bastiani smooth
if and only if it is locally bornological. Necessity then follows from the fact that composing T with
(Bastiani smooth) chart mappings yields a Bastiani smooth, hence continuous, mapping Γ∞c (M ←

5In the subsequent calculations we can assume, without loss of generality, that Y⃗ 1 + Y⃗ −1 ∈ u′
φ0

(U ′
φ0

), for if this
is not the case we can use an argument involving Lemma 2.3.8 to make this expression meaningful.
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φ∗V B) → Γ∞K (M ← φ∗V B ⊗ Λm(M)). Both spaces are semi-Montel, i.e. every bounded subset
is relatively compact. Thus let W ⊂ W ⊂ V ⊂ uφ(Uφ), with the first two subsets bounded, then
T (W ) is compact, hence bounded, due to continuity of F . As a result T |V is locally bornological.
The sufficiency condition is guaranteed if,

• for a given compact subset K ⊂M and a finite cover of K of the form ψ−1α (Q) where Q ⊂ Rn

is the open m-cube and ψα are the charts of M ;

• given a partition of unity fα of the above cover, the induced conveniently smooth6 mappings
Tα : Uφ → E ′

(︁
Q;V

)︁
, φ ↦→ (ψα)∗

(︁
fαT (φ)

)︁
, where V ≃ Rd is the typical fiber of the bundle

φ∗V B′⊗Λm(M)→M , can be equivalently seen as conveniently smooth mappings Tα : Uφ →
D
(︁
Q;V

)︁
.

By hypothesis we know that Tα : Uφ → D
(︁
Q;V

)︁
is locally bornological, to complete the proof we

note that each projection mapping πi : V → R, i = 1, . . . , n, induces continuous and also bounded
mappings (πi)∗ : D

(︁
Q;V

)︁
→ D(Q). Thus, by claims (i), (ii) in the proof of Lemma 2.6 in [14], each

(πi)∗Tα : Uφ → D(Q), which remains locally bornological, maps smooth curves of Uφ to smooth
curves of D(Q) implying that Tα : Uφ → D

(︁
Q;V

)︁
is convenient smooth as well for any α.

Proposition 2.3.11. Let U ⊂ Γ∞(M ← B) be CO-open and F ∈ Fµloc(B,U) , then f (1) : U ⊂
Γ∞(M ← B) ∋ φ ↦→ f

(1)
φ [0] ∈ Γ∞c (M ← φ∗V B′ ⊗ Λm(M)) is locally bornological if and only if

for each Uφ0 ⊂ U there is a m-form λF,φ0 ≡ λF,0 with λF,0(j
∞φ) having compact support for all

φ ∈ Uφ0 such that

F (φ) = F (φ0) +

∫︂
M
(jrxφ)

∗λF,0. (2.34)

Proof. Suppose F (φ) = F (φ0) +
∫︁
M (jrφ)∗λF,0 for all φ ∈ Uφ0 , we evaluate dFφ[0] and find that its

integral kernel may always be recast in the form

f (1)φ [0](x) = ei[λ, φ0](j
2r
x φ)dy

i ⊗ dµg(x)

where ei[λ, F, φ0]dy
i ⊗ dµg : Γ∞(M ← B) → Γ∞c (M ← φ∗V B′ ⊗ Λm(M)) are the Euler-Lagrange

equations associated to λF,φ0 evaluated at some field configuration. Using the ultralocal differential
structure of the source space, and keeping in mind that ei[λ, F, ] : Uφ0 → Γ∞c (M ← φ∗V B′⊗Λm(M))

is an operator of bounded order, we can apply Theorem 2.1.18 and by Lemma 2.3.10 to get that
f (1) is locally bornological.

Conversely suppose that f (1) is locally bornological, by Lemma 2.3.10 it is Bastiani smooth as a
mapping as well. Fix φ0 ∈ U and call X⃗ = uφ0(φ), by microlocality combined with Schwartz kernel
theorem

F (φ)− F (φ0) = Fφ0(X⃗)− Fφ0(0) =

∫︂ 1

0
dFφ0 [tX⃗](X⃗)dt =

∫︂ 1

0
dt

∫︂
M
f (1)φ0

[tX⃗](X⃗).

Applying the Fubini-Tonelli theorem to exchange the integrals in the above relation yields our
candidate for jrφ∗λF,0: the m-form x ↦→ θ[φ](x) ≡

∫︁ 1
0 f

(1)
φ0 [tX⃗](X⃗)(x)dt. We have to show that this

element depends at most on jrxφ. Notice that, a priori, θ[φ](x) might not depend on jrxφ, however
6We recall, as in Definition 1.3.21, that a mapping is conveniently smooth if it maps smooth curves in Uφ to

smooth curves of D
(︁
E|Q

)︁
.
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we can say that if φ1, φ2 agree on any neighborhood V of x ∈ M , then θ[φ1]|V = θ[φ2]|V . To see
this, set X⃗1 = uφ0(φ1), X⃗2 = uφ0(φ2), by construction they agree in a suitably small neighborhood
V ′ of x, moreover

θ[φ1](x)− θ[φ2](x) =

∫︂ 1

0
dt
(︂
f (1)φ0

[tX⃗1](X⃗1)(x)− f (1)φ0
[tX⃗2](X⃗2)(x)

)︂
=

∫︂ 1

0
dt
(︂
f (1)φ0

[tX⃗1]i(x)X⃗
i

1(x)− f (1)φ0
[tX⃗2]i(x)X⃗

i

2(x)
)︂

=

∫︂ 1

0
dt

∫︂ 1

0
dhf (2)φ0

[tX⃗2 + thX⃗1 − thX⃗2]ij(x)(tX⃗1 − tX⃗2)
i(x)X⃗

j

1(x);

where in the last equality we used locality of F and linearity of the derivative. The last line of
the above equation identically vanishes in V ′ due the support properties of f (2)φ0 and the fact that
X⃗1|V ′ = X⃗2|V ′ . Therefore θ[φ](x) ∈ φ∗V B′ ⊗ Λm(M) depends at most on germx(φ) with φ ∈ U .

We wish to apply Theorem 1.2.7 to θ; the germ dependence hypothesis has been verified above,
so one has to show that θ is also weakly regular, that is, if R × M ∋ (t, x) ↦→ φt(x) ∈ B is
compactly supported variation, then (t, x) ↦→ θ[φt](x) is again a compactly supported variation.
θ is a compactly supported form, thus it maps compactly supported variations into compactly
supported variations. Moreover it is Bastiani smooth since

φ ↦→ F (φ0) +

∫︂
M
θ[φ]dµg(x) = F (φ)

is an observable. Then we can apply Lemma 2.2.3.
We can now apply the Peetre-Slovak theorem and deduce that for each neighborhood there

exists r = r(x, φ0) ∈ N, an open neighborhood U r ⊂ JrB of jrφ0 and a mapping λF,0 : JrB ⊃
U r → Γ∞c (M ← φ∗0V B

′ ⊗ Λm(M)) such that λF,0(jrxφ) = θ[φ](x) for each φ with jrφ ∈ U r. Due
to compactness of supp(θ) we can take the order r to be independent from the point x on M ; then

F (φ) = F (φ0) +

∫︂
M
λF,0(j

r
xφ).

One could also strengthen the hypothesis of Proposition 2.3.11, for example, by requiring that
for every k ∈ N, R > 0 and every φ0 ∈ U , there is a positive constant C for which⃓⃓⃓⃓

f (1)φ0
[φ1]− f (1)φ0

[φ1]
⃓⃓⃓⃓
K,k
≤ C

⃓⃓⃓⃓
uφ0(φ1)− uφ0(φ1)

⃓⃓⃓⃓
K,k+r

(2.35)

whenever
sup
x∈K
j≤k

⃓⃓⃓
∇j
(︁
uφ0(φ1)− uφ0(φ1)

)︁
(x)
⃓⃓⃓
≡
⃓⃓⃓⃓
uφ0(φ1)− uφ0(φ1)

⃓⃓⃓⃓
K,k+r

< R.

This condition implies that f (1) is locally bornological, moreover it is sufficient (see Lemma 1
together with (B) of Theorem 1 in [71]) to imply that the order r from Proposition 2.3.11 is inde-
pendent from the section φ and thus globally constant.

As mentioned above, this characterization is limited to the ultralocal chart chosen: given charts
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{Uφj , uφj}, j = 1, 2 such that φ ∈ Uφ1∩Uφ2 , let X⃗j = uφj (φ) and suppose F satisfies the hypothesis
of Proposition 2.3.11, then according to (2.34)

F (φ) = F (φ1) +

∫︂
M
(jr1φ)∗λF,1 = F (φ2) +

∫︂
M
(jr2φ)∗λF,2.

We can assume that r1 = r2 ≡ r, then using the same argument as in the proof of Proposition
2.3.11,

(jrφ)∗λF,1(x) =

∫︂ 1

0
f (1)φ1

[tX⃗1]
(︂
X⃗1

)︂
(x)dt

=

∫︂ 1

0
f (1)φ2

[uφ1φ2(tX⃗1)]
(︂
uφ1φ2(X⃗1)

)︂
(x)dt

=

∫︂ 1

0
f (1)φ2

[uφ1φ2(tX⃗1)]
(︂
X⃗2

)︂
(x)dt,

whereas

(jrφ)∗λF,2(x) =

∫︂ 1

0
f (1)φ2

[tX⃗2]
(︂
X⃗2

)︂
(x)dt,

we therefore see that the lack of linearity of the transition mapping uφ1φ2 , namely uφ1φ2(tX⃗1) ̸=
tuφ1φ2(X⃗1) = tX⃗2, does not allow us to conclude (j∞φ)∗λF,1(x) = (j∞φ)∗λF,2(x).

We give another argument that prevents ultralocal chart independence of the m forms obtained
from Proposition 2.3.11. This relies on the variational sequence7: a cohomological sequence of forms
over JrB for some finite r ∈ N,

0 R Ω1(JrB)/ ∼ . . . Ωm(JrB)/ ∼

Ωm+1(JrB)/ ∼ Ωm+2
h (B)/ ∼ . . . ΩN (B) 0

E0 E1

Em

Em+1 EN

where each element of the sequence is the quotient of the space of p-forms in JrB modulo some
relation that cancel the exact forms (in the sense of the de-Rham differential on the manifold JrB)
and accounts for integration by parts when the order is greater then m = dim(M). In particular the
mth differential Em is the operator which, given a horizontal m-form, calculates its Euler-Lagrange
form and the (m+ 1)th differential Em+1 is the operator which associates to each Euler-Lagrange
form its Helmholtz-Sonin form. By the Poincaré lemma, if σ ∈ ker(Em+1), there exists a local
chart (V r, ψr) in JrB and a horizontal m-form λ ∈ Ωm(V r) having Em|V r(λ) = σ|V r . Establishing
whether this condition holds globally is the heart of the inverse problem in calculus of variation and
can be formulated as follows: given equations satisfying some condition (the associated Helmholtz-
Sonin form vanishes) do they arise from the variation of some Lagrangian? The variational sequence
implies that this is always the case whenever the m-th cohomology group vanishes, therefore giving
a sufficient conditions whenever some topological obstruction is not present.

Now, if Proposition 2.3.11 could somehow reproduce (2.34) for each φ ∈ U with an integral over
the same m-form λF , we would have found a way to circumvent the topological obstructions that
ruin the exactness of the variational sequence. Furthermore in the derivation of λF,0 we did not
even require that the associated Euler-Lagrange equations had vanishing Helmholtz-Sonin form,

7A complete exposition can be found in [52].
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but instead a Bastiani smoothness requirement that, due to Proposition 2.1.18, will always be met
by integral functionals constructed from smooth geometric objects. It appears therefore that the
two approaches bears some kind of duality: given a representative F (1)

φ [0] ∈ Ωm+1(JrB)/∼ one
can, on one hand, give a ultralocal chart dependent Lagrangian via Proposition 2.3.11 i.e. a global
m-form on the bundle JrB which however describe the functional only when evaluated in a small
neighborhood of a backgroung section φ0; on the other, prioritize ultralocal chart independence,
therefore having a local m-form defined on the bundle Jr(π−1U) for some open subset U of M ,
which however describe the functional for all sections of Γ∞(U ← π−1(U)).

Proposition 2.3.12. Let U ⊂ Γ∞(M ← B) be CO-open, F ∈ Fµloc(B,U) satisfying the hypothesis
of Proposition 2.3.11 and the bound (2.35). Fix φ ∈ Uφ0 and suppose that

F (φ) = F (φ0) +

∫︂
M
(jrφ)∗λF,0 = F (φ0) +

∫︂
M
(jrφ)∗λ′F,0.

then λF,0−λ′F,0 = dhθ for some θ ∈ Ωm−1hor (JrB) if and only if the m-th de Rham cohomology group
Hm

dR(B) = 0. In particular the above condition is verified whenever B is a vector bundle with finite
dimensional fiber and M is orientable non-compact and connected.

Proof. Using the notation introduced above for the variational sequence we have that Em(λF,0) =
Em(λ

′
F,0), since each of the two expressions equals f (1)φ0 [0]; thus their difference is zero and λf,ψ −

λ′f,ψ ∈ Ωm(JrB)/ ∼. The latter cohomology group is isomorphic, by the abstract de Rham Theorem,
to Hm

dR(B), therefore λF,0 − λ′F,0 = dhθ if and only if Hm
dR(B) = 0. When B is a vector bundle

over M its de Rham cohomology group are isomorphic to those of M , which when orientable non-
compact and connected, has Hm

dR(M) = 0. The latter claim can be established using Poincaré
duality, i.e. Hm

dR(M) ≃ H0
dR,c(M), if M is non-compact and connected, e.g. when it is globally

hyperbolic, there are no compactly supported functions with vanishing differential other then the
zero function, so the m-th cohomology group is zero.

We shall conclude this section by introducing generalized Lagrangians, which, as the name
suggests, will be used to select a dynamic on Γ∞(M ← B). We stress that unlike the usual notion
of Lagrangian - either a horizontal m-form over JrB or a morphism JrB → Λm(M) - this definition
will allow us to bypass all problems of convergence of integrals of forms in noncompact manifolds.

Definition 2.3.13. Let U ⊂ Γ∞(M ← B) be CO-open. A generalized Lagrangian L on U is a
mapping

L : C∞c (M)→ Fc(B,U),

such that

(i) supp(L(f)) ⊆ supp(f) and L(f) is Bastiani smooth for all f ∈ C∞c (M),

(ii) for each f1, f2, f3 ∈ C∞c (M) with supp(f1) ∩ supp(f3) = ∅,

L(f1 + f2 + f3) = L(f1 + f2)− L(f2) + L(f2 + f3).

Given the properties of the above Definition we immediately get:

Andrea Moro 62



2.3. Observables

Proposition 2.3.14. Let U ⊂ Γ∞(M ← B) be CO-open, L a generalized Lagrangian on U . Then

(i) supp(L(f + f0)− L(f0)) ⊆ supp(f) for all f , f0 ∈ C∞c (M),

(ii) for all f ∈ C∞c (M), L(f) is a local functional.

Proof. For (i) take x /∈ supp(f) then we can find some g compactly supported in some open set
containing x with supp(g) ∩ supp(f) = ∅ and g ≡ f0 in a neighborhood V of x then using (i)

Definition 2.3.13, L(f − g + f0) − L(f0) = (L(f + f0) − L(f0)) + (L(f0 − g) − L(f)) which gives
L(f + f0)−L(f0) = L(f − g+ f0)−L(f0 − g) whence supp(L(f + f0)−L(f0)) = supp(L(f + f0 −
g)−L(f0− g)) ⊂ supp(f + f0− g)∪ supp(f0− g). Then (f + f0− g)(x) = 0 when x /∈ supp(f) and
(f0 − g)(x) = 0 for each x ∈ V therefore x /∈ supp(L(f + f0)− L(f0)).
Now we show that for each φ ∈ U , supp(d2Fφ[0]) ⊂ △2(M). Due to (ii) Proposition 2.3.9, is
equivalent to show that Fφ0 is φ0-additive for each φ0 ∈ U . Fix any such section of B, take
φj ∈ Uφ, j = 1, 2 such that all hypothesis of Definition 2.3.7 (i) are satisfied and, as usual, call
X⃗j = u−1φ0

(φj). Let gj ∈ C∞c (M), j = 1, 2 such that gj ≡ 1 in an open neighborhood of suppφ0
(φj).

Given any f ∈ C∞c (M) we set fj = gjf for i = 1, 2 and f0 = f − f1 − f2. We want to show that

L(f)φ0(X⃗1 + X⃗2) = L(f)φ0(X⃗1)− L(f)φ0(0) + L(f)φ0(X⃗2). (2.36)

Expanding f in the l.h.s. and using (ii) Definition 2.3.13 yields

L(f)φ0(X⃗1 + X⃗2) = L(f1 + f2)φ0(X⃗1 + X⃗2)− L(f2)φ0(X⃗1 + X⃗2) + L(f2 + f3)φ0(X⃗1 + X⃗2).

By construction supp(L(f1 + f0)) ⊂ supp(f1 + f0) and supp(f1 + f0) ∩ supp(X⃗3) = ∅, therefore
L(f1 + f0)φ0(X⃗1 + X⃗2) = L(f1 + f0)φ0(X⃗1). Repeating this argument for the other terms gives us

L(f)φ0(X⃗1 + X⃗2) = L(f1 + f0)φ0(X⃗1)− L(f0)φ0(0) + L(f0 + f2)φ0(X⃗2). (2.37)

On the other hand expanding f in the r.h.s. of (2.36) and using a similar argument we obtain

L(f)φ0(X⃗1) = L(f1 + f0)φ0(X⃗1)− L(f0)φ0(X⃗1) + L(f0 + f2)φ0(X⃗1)

≡L(f1 + f0)φ0(X⃗1)− L(f0)φ0(X⃗1) + L(f0 + f2)φ0(0),

L(f)φ0(0) = L(f1 + f0)φ0(0)− L(f0)φ0(0) + L(f0 + f2)φ0(0),

L(f)φ0(X⃗2) = L(f1 + f0)φ0(X⃗2)− L(f0)φ0(X⃗2) + L(f0 + f2)φ0(X⃗2)

≡ L(f1 + f0)φ0(X⃗2)− L(f0)φ0(0) + L(f0 + f2)φ0(X⃗2).

Which combined as in the r.h.s. of (2.36) yield the same expression of the l.h.s of (2.37).

Combining the linearity of C∞c (M), property (ii) Definition 2.3.13 and Proposition 2.3.14 we
obtain that each generalized Lagrangian can be written as a suitable sum of arbitrarily small sup-
ported generalized Lagrangians. To see it, fix ϵ > 0 and consider L(f). By compactness supp(f)

admits a finite open cover of balls, {Bi}i∈I of radius ϵ such that none of the open balls is completely
contained in the union of the others. Let {gi}i∈I be a partition of unity subordinate to the above
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cover of supp(f), set fi
.
= gi · f . Then using (ii) Definition 2.3.13

L(f) = L

(︄∑︂
i

fi

)︄
=
∑︂
J⊂I

cJL

⎛⎝∑︂
j∈J

fj

⎞⎠ ,

where J ⊂ I contains the indices of all balls Bi having non empty intersection with a fixed ball
(the latter included), and cJ = ±1 are suitable coefficients determined by the application of (ii)
Definition 2.3.13. By construction each index J has at most two elements and supp(

∑︁
j∈J fj) is

contained at most in a ball of radius 2ϵ. We have thus split L(f) as a sum of generalized Lagrangians
with arbitrarily small supports.

Definition 2.3.15. Let U ⊂ Γ∞(M ← B) be CO-open, L a generalized Lagrangian on U . The
k-th Euler-Lagrange derivative of L in φ ∈ U along (X⃗1, . . . , X⃗k) ∈ Γ∞c (M ← φ∗V B)k is

δ(k)L(1)φ[0](X⃗1, . . . , X⃗k)
.
=

dk

dt1 . . . dtk

⃓⃓⃓⃓
t1=...=tk=0

L(f)φ[0](t1X⃗1 + . . .+ tkX⃗k) (2.38)

where f |K ≡ 1 on a suitable compact K containing all compacts supp(X⃗i).

From now on we will assume that generalized Lagrangian used are microlocal, i.e. L(f) ∈
Fµloc(B,U) for each f ∈ C∞c (M); this means that the first Euler-Lagrange derivative can be written
as

δ(1)L(1)φ[0](X⃗) =

∫︂
M
E(L)φ[0](X⃗), (2.39)

where by microlocality E(L)φ[0] ∈ Γ∞c (M ← φ∗V B′ ⊗ Λm(M)).

A generalized Lagrangian L is trivial whenever supp
(︁
L(f)

)︁
⊂ supp(df) for each f ∈ C∞c (M).

Triviality induces an equivalence relation on the space of generalized Lagrangians, namely two L1,
L2 are equivalent whenever their difference is trivial. We can show that if two Lagrangians L1, L2
are equivalent then they end up producing the same first variation (2.39). For instance suppose
that L1(f)− L2(f) = ∆L(f) with ∆L(f) trivial generalized Lagrangian for each f ∈ C∞c (M). To
evaluate δ(1)∆L(1)φ[0](X⃗) one has to choose some f which is identically 1 in a neighborhood of
supp(X⃗), however, by (i) Definition 2.3.13 supp

(︁
∆L(f)

)︁
⊂ supp(df) ∩ supp(X⃗) = ∅, therefore by

Lemma 2.3.4 we obtain E(∆L)φ[0](X⃗) = 0 and

δ(1)L1(f)φ[0](X⃗) = δ(1)L2(1)φ[0](X⃗) + δ(1)∆L(1)φ[0](X⃗)

=

∫︂
M
E(L2)φ[0](X⃗) +

∫︂
M
E(∆L)φ[0](X⃗)

= δ(1)L2(1)φ[0](X⃗).

Finally we compare our generalized action functional with the standard action which is generally
used in classical field theory (see e.g. [27], [52]). One generally introduce the standard geometric
Lagrangian, λ of order r, as a bundle morphism

JrB Λm(M)

M M

λ

πr ρ
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between (JrB, πr,M) and (Λm(M), ρ,M, | ∧m T ∗xM |), where the latter is the vector bundle whose
typical fiber is the vector space of weight one m-form densities. Two Lagrangian morphisms λ1, λ2
are equivalent whenever their difference is an exact form. Its associated standard geometric action
functional will therefore be

AD(φ) =
∫︂
M
χD(x)λ(j

r
xφ) (2.40)

where λ an element of the equivalence class of Lagrangian morphisms, D is a compact region of
M whose boundary ∂D is an orientable (m − 1)-manifold and χD its characteristic function. One
could be tempted to draw a parallel with a generalized Lagrangian by considering the mapping

χD ↦→ A(χD) =
∫︂
M
χD(x)λ(j

r
xφ) . (2.41)

However (2.41) differs from Definition 2.3.13 in the singular character of the cutoff function. Indeed
the functional AD ∈ Floc(B,U) for each choice of compact D but it is never microlocal, for the
integral kernel of A(χD)(1)φ [0] has always singularities localized in ∂D. This is a severe problem
when attempting to calculate the Peierls bracket for local functionals, a way out is to extend this
bracket to less regular functionals (see Definition 2.4.6) maintaining the closure of the operation
(see Theorem 2.4.10); however, we cannot outright extend the bracket to all local functionals.
Therefore, in order to accommodate those less regular functionals such as (2.40), one would need
to place severe restrictions on the possible compact subsets D which cut off possible integration
divergences. This, however, is not consistent with the derivation of Euler-Lagrange equations by
the usual variation technique where the latter are obtained by imposing requirements that ought to
hold for each D ⊂M compact.

Of course, given a Lagrangian morphism λ of order r we can always define a generalized mi-
crolocal Lagrangian by a microlocal-valued distribution, i.e.

C∞c (M)× U ∋ (f, φ) ↦→ L(f)(φ) =
∫︂
M
f(x)λ(jrxφ) .

When we calculate higher order derivatives we get

dk+1L(1)φ[0](X⃗1, . . . , X⃗k+1) =

∫︂
M
δ(k)E(L)φ[0](X⃗1)(X⃗2, . . . , X⃗k+1). (2.42)

In particular, we can view δ(1)E(L)φ[0] : Γ∞c (M ← φ∗V B) → Γ∞c
(︁
M ← φ∗V B′ ⊗ Λm(M)

)︁
,

and induce the linearized field equations around φ which represents one of the ingredients for the
construction of the Peierls bracket.

2.4 The Peierls bracket

Heuristically speaking the Peierls bracket is a duality relating two observables, F , G, that accounts
for the effect of the (antisymmetric) influence of F on G when the latter is perturbed around a solu-
tion of certain equations. We will define this quantity using the linearized field equations which can
be constructed with the second derivative of a generalized Lagrangian, which with some additional
hypothesis will turn out to be normally hyperbolic. We start by reviewing some basic notions from
the theory of normally hyperbolic (NH) operators.
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In the last section we have shown how for a microlocal generalized Lagrangian δ(1)E(L)φ[0] :
Γ∞c (M ← φ∗V B)⊗ Γ∞c (M ← φ∗V B)→ Λm(M) one can define a linear operator

δ(1)E(L)φ[0] : Γ∞c (M ← φ∗V B)→ Γ∞c
(︁
M ← φ∗V B′ ⊗ Λm(M)

)︁
if we fix a metric h on the standard fiber of B and the Lorentzian metric g of M inducing the Hodge
isomorphism ∗g, we can define

Dφ
.
= (φ∗h)♯ ◦ (idφ∗V B′ ⊗ ∗g) ◦ δ(1)E(L)φ[0] : Γ∞(M ← φ∗V B)→ Γ∞(M ← φ∗V B). (2.43)

For each φ we can see that Dφ is a differential operator and determine the principal symbol.

Lemma 2.4.1. Suppose that Dφ = is as in (2.43), then its principal symbol is independent form
the section φ chosen.

Proof. Indeed by (2.21),

δ(1)E(L)ψ[0](X⃗1, X2
⃗ ) = δ(1)E(L)φ[0]

(︂
d1uφψ[uψ(φ)](X⃗1), d

1uφψ[uψ(φ)](X2
⃗ )
)︂

+ E(L)φ[0]
(︂
d2uφψ[uψ(φ)](X⃗1, X2

⃗ )
)︂
;

while the second piece modifies the expression of the differential operator, it does not alter its
principal symbol since the local form of d2uφψ[uψ(φ)](X⃗1, X2

⃗ ) does yield extra derivatives. We
therefore conclude that if we use a generalized Lagrangian L whose linearized equations differential
operator, Dφ, is normally hyperbolic for some φ0 ∈ U , then it is normally hyperbolic (with the
same principal symbol) for all φ ∈ Uφ0 .

Let us give a more specific example on how to calculate the principal symbol from a microlocal
generalized Lagrangian. Recalling formula (2.25) with λ : J1(M ×N) → Λm(M), the latter being
a first order Lagrangian, we have

d2Lf,λ,φ[0](X⃗1, X⃗2) =

∫︂
M
f(x)

{︃
∂2λ

∂yi∂yj
X⃗
i

1X⃗
j

2 +
∂2λ

∂yiµ∂y
j
dµ
(︁
X⃗
i

1

)︁
X⃗
j

2

+
∂2λ

∂yiµ∂y
j
X⃗
i

1dµ
(︁
X⃗
j

2

)︁
+

∂2λ

∂yiµ∂y
j
ν

dµ
(︁
X⃗
i

1

)︁
dν
(︁
X⃗
j

2

)︁}︃
(x)dµg(x),

where dµ is the horizontal differential on jet bundles. The key ingredient for the principal symbol
is the quantity mµν

ij
.
= ∂2λ

∂yiµ∂y
j
ν
. Applying the transformations to get the differential operator of

linearized field equations, as in (2.43), to the above quantity yields principal symbol

σ2(Dφ) = hijmµν
jk ⊗ ∂µ ∨ ∂ν ⊗ ei ⊗ e

j . (2.44)

In case this quantity satisfies the condition of Definition 1.2.11 we can conclude that the operator
is normally hyperbolic. There are also other notions of hyperbolicity, for instance see [17], where
the hyperbolicity condition is strictly weaker than the one employed here. From now on we shall
assume that our microlocal Lagrangian produces always normally hyperbolic linearized equations.
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Then we can invoke the results of Theorem 1.2.16.

Summing up we created a way of associating to each φ in the domain of L, operators

G±φ : Γ∞c (M ← φ∗V B)→ Γ∞(M ← φ∗V B). (2.45)

By (i) of Theorem 1.2.16 and linearity, G±φ is a smooth mapping, that is, G±φ ∈ C∞
(︁
Γ∞c (M ←

φ∗V B),Γ∞(M ← φ∗V B)
)︁

for each φ ∈ U . Given s⃗ ∈ Γ−∞c (M ← φ∗V B) we can view

G±(s⃗) : U ∋ φ ↦→ G±φ (s⃗) ∈ Γ∞(M ← φ∗V B).

We ask whether this map is Bastiani smooth, in particular, we seek to evaluate

lim
t→0

G±
u−1
φ (tX⃗)

(s⃗)−G±φ (s⃗)

t
. (2.46)

Lemma 2.4.2. Let γ : R → U ⊂ Γ∞(M ← B) be a smooth curve, then for each fixed X⃗ ∈
Γ∞c (φ∗V B) the mapping t ↦→ G±γ(t)(X⃗) ∈ Γ∞(M ← φ∗V B) is smooth. In particular we have

dG±φ (X⃗) = lim
t→0

1

t

(︂
G±
u−1
φ (tX⃗)

−G±φ
)︂
= −G±φ ◦D(1)

φ (X⃗) ◦G±φ , (2.47)

where U ∋ φ ↦→ Dφ(X⃗) ∈ Γ∞(M ← φ∗V B) is the mapping induced by (2.43).

Proof. We just show the claim for the retarded propagator since for the advanced one the result
follows in complete analogy. Instead of a distributional section s⃗ it suffices to show the claim for Y⃗ .
Then we evaluate

lim
t→0

1

t

(︂
G+
γ(t)(Y⃗ )− G+γ(0)(Y⃗ )

)︂
In the following argument we will omit the evaluation at s⃗ from the notation. The differential
operator D(Y⃗ ) : U ∋ φ ↦→ Dφ(Y⃗ ) ∈ Γ∞(M ← φ∗V B) is smooth when composed with γ, therefore
we consider

lim
t→0

1

t

(︂
Dγ(t)G

+
γ(t) −Dγ(t)G

+
γ(0)

)︂
(Y⃗ ) = lim

t→0

1

t

(︂
idΓ∞(M←γ(0)∗V B) −Dγ(t)G

+
γ(0)

)︂
(Y⃗ )

= lim
t→0

1

t

(︂
Dγ(0)G

+
γ(0) −Dγ(t)G

+
γ(0)

)︂
(Y⃗ )

= lim
t→0

1

t

(︂
Dγ(0) −Dγ(t)

)︂(︁
G+
γ(0)(Y⃗ )

)︁
= −D(1)

γ(0)(γ̇(0)) ◦G
+
γ(0)

(︁
Y⃗
)︁
.

since γ is a smooth curve in Γ∞(M ← B), given any interval [−ϵ, ϵ] with ϵ > 0, there is a compact
subset Kϵ of M for which γ(t)(x) is constant in t on M\Kϵ, then differential operator D(1)

γ(0) ̸= 0

only inside Kϵ, therefore the quantity
(︁
D

(1)
γ(0)(γ̇(0)) ◦ G

±
γ(0)

)︁
(Y⃗ ) has compact support for any Y⃗ ∈

Γ∞(M ← γ(0)∗V B) and we can write

lim
t→0

1

t

(︂
G+
γ(t) − G

+
γ(0)

)︂
= −G+

γ(0) ◦D
(1)
γ(0)(γ̇(0)) ◦G

+
γ(0).
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Using the above relation one can show that all iterated derivatives of G+
φ exists, thus showing

smoothness.

Similarly for the causal propagator we find

dGφ(X⃗)
.
= lim

t→0

1

t

(︂
Gu−1

φ (tX⃗) −Gφ
)︂
= −Gφ ◦D(1)

φ (X⃗) ◦G+
φ −G−φ ◦D(1)

φ (X⃗) ◦Gφ. (2.48)

Given the Green’s functions G±φ , set

G±φ
.
= G±φ ◦ (φ∗h)♯ ◦ (id(φ∗V B)′ ⊗ ∗g) : Γ

∞
c (M ← (φ∗V B)′ × Λm(M))→ Γ∞(M ← φ∗V B), (2.49)

Gφ
.
= Gφ ◦ (φ∗h)♯ ◦ (id(φ∗V B)′ ⊗ ∗g) : Γ

∞
c (M ← (φ∗V B)′ × Λm(M))→ Γ∞(M ← φ∗V B). (2.50)

Note how, up to this point, we used some fiberwise metric h in (2.43) in order to have a proper
differential operator for the subsequent steps. As a consequence the resulting operator Dφ(h) does
depend on the metric chosen and so do its retarded and advanced Green’s operators G±φ (h) with
their counterparts G±φ (h). From the definition of Green’s operators we have{︄

Dφ(h) ◦G±φ (h) = idΓ∞
c (M←φ∗V B) ,

G±φ (h) ◦ Dφ(h)|Γ∞
c (M←φ∗V B) = idΓ∞

c (M←φ∗V B) .

The latter is equivalent to{︄
δ(1)E(L)φ[0] ◦ G±φ (h) = idΓ∞

c (M←φ∗V B′⊗Λm(M)) ,

G±φ (h) ◦ δ(1)E(L)φ)[0]
⃓⃓
Γ∞
c (M←φ∗V B)

= idΓ∞
c (M←φ∗V B) .

Using the notation of [1], the family of operators {G±φ (h)} defines a family of Green-hyperbolic type
operators with respect to the differential operator Dφ of the linearized equations at φ. Finally,
using Theorem 3.8 in [1], we get uniqueness for the advanced and retarded propagators, which in
turn results in the independence of the Riemannian metric h used before. The idea behind the
proof is as follows: one would like to both extend the domain of G±φ (h) and reduce the target space
to the same suitable space, once this is done, each propagator becomes the inverse of the linearized
equations, then using uniqueness of the inverse we conclude. It turns out that the extension to the
spaces Γ∞± (M ← φ∗V B′ ⊗ Λm(M)) of future/past compact smooth sections does the job.

Lemma 2.4.3. Let g a Lorentzian metric on M and D : Γ∞(M ← E) → Γ∞(M ← E) a linear
partial differential operator. Then D is self adjoint with respect to the pairing8 given by

⟨︁
s⃗, t⃗ ⟩ =

∫︂
M
(idE′ ⊗ ∗g ◦ h♭(t⃗ ))s⃗ =

∫︂
M
h♭(t⃗ )s⃗ dµg

if and only if its kernel D(x, y) is symmetric. Moreover if D is normally hyperbolic, then G+
M and

G−M are each the adjoint of the other in the common domain.

8We require that at least one of the entries has compact support.
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Proof. The equivalent condition follows essentially from following chain of equivalences

⟨︁
Ds⃗, t⃗

⟩︁
=

∫︂
M
h♭(t⃗)(x)Ds⃗(x) dµg(x) =

∫︂
M
h♭(t⃗)(x)h♯ ◦ (idE′ ⊗ ∗g)D(x, s⃗) dµg(x)

=

∫︂
M2

D(x, y)t⃗(x)s⃗(y)dµg(x)dµg(y)
.

Suppose now D is self adjoint, then

⟨︁
s⃗, G−M t⃗

⟩︁
=
⟨︁
DG+

M s⃗, G
−
M t⃗
⟩︁
=
⟨︁
G+
M s⃗, DG

−
M t⃗
⟩︁
=
⟨︁
G+
M s⃗, t⃗

⟩︁
whence the desired adjoint properties of G+

M and G−M .

For future convenience, we calculate the functional derivatives of G±φ and Gφ, which are clearly
smooth by combining Lemma 2.4.2 with (2.49) and (2.50), whence

dkG±φ (X⃗1, . . . , X⃗k) =
k∑︂
l=1

(−1)l
∑︂

(I1,...,Il)
∈P(1,...,k)

(︃
⃝l
i=1 G±φ ◦ δ(|Iσ(i)|+1)E(L)φ[0]

(︁
X⃗Ii

)︁)︃
◦ G±φ , (2.51)

dkGφ(X⃗1, . . . , X⃗k) =
k∑︂
l=1

(−1)l
∑︂

(I1,...,Il)∈P(1,...,k)

l∑︂
m=0

(︃
⃝m
i=1 G−φ ◦ δ(|Ii|+1)E(L)

(︁
X⃗Ii

)︁)︃

◦ Gφ ◦
(︃
⃝l
i=m+1 δ

(|Ii|+1)E(L)φ
(︁
X⃗Ii

)︁
◦ G+φ

)︃
,

(2.52)

where (I1, . . . , Il) is partition of the set {1, . . . , k}, and X⃗I = ⊗i∈IX⃗i. The main takeaway from
(2.52) is the pattern of the composition of propagators and derivatives of E(L), that is first the
G−φ ’s, then a single G and at the end some G+φ ’s intertwined by derivatives of E(L). These will be
key to some later proofs. We are now in a position to introduce the Peierls bracket:

Definition 2.4.4. Let U ⊂ Γ∞(M ← B) be CO-open, and F , G ∈ Fµloc(B,U). Fix a generalized
microlocal Lagrangian L whose linearized equations induce a normally hyperbolic operator. The
retarded and advanced products RL(F,G), AL(F,G) are functionals defined by

RL(F,G)(φ)
.
=
⟨︁
dFφ[0],G+φ dGφ[0]

⟩︁
, (2.53)

AL(F,G)(φ)
.
=
⟨︁
dFφ[0],G−φ dGφ[0]

⟩︁
, (2.54)

while the Peierls bracket of F and G is

{F,G}L
.
= RL(F,G)− AL(F,G). (2.55)

We recall that for a microlocal functional F , by (2.24)

dFφ[0](X⃗) =

∫︂
M
f (1)φ [0]i(x)X

i(x)dµg(x),
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therefore we can write {F,G}L (φ) as∫︂
M2

f (1)φ [0]i(x)Gijφ (x, y)g(1)φ [0]j(y)dµg(x, y) (2.56)

where repeated indices as usual follows the Einstein notation. This implies clearly that Definition
2.4.4 is well posed. Moreover as a consequence of Lemma 2.4.3 we see that the Peierls bracket of F
and G can also equivalently viewed as RL(F,G)− RL(G,F ) = AL(G,F )− AL(F,G).

We begin our analysis of the Peierls bracket by listing the support properties of the functionals
defined in Definition 2.4.4.

Proposition 2.4.5. Let U , F , G be as in the above definition, then the retarded, advanced products
and Peierls bracket are Bastiani smooth with the following support properties:

supp (RL(F,G)) ⊂J+(supp(F )) ∩ J−(supp(G)), (2.57)

supp (AL(F,G)) ⊂J+(supp(G)) ∩ J−(supp(F )), (2.58)

which combined yields

supp ({F,G}L) ⊂
(︁
J+(supp(F )) ∪ J−(supp(F ))

)︁
∩
(︁
J+(supp(G)) ∪ J−(supp(G))

)︁
. (2.59)

Proof. By definition the support properties of G±M and G±M are analogue, so combining these prop-
erties with RL(F,G) = 1

2RL(F,G) +
1
2AL(G,F ) yields the desired result. We now turn to the

smoothness. We calculate the k-th derivative of RL. By the chain rule, taking P(1, . . . , k) the set
of permutations of {1, . . . , k}, we can write

dkRL(F,G)φ[0](X⃗1, . . . , X⃗k)

=
∑︂

(J1,J2,J3)⊂Pk

⟨︂
F (|J1|+1)
φ [0](⊗j1∈J1X⃗j1) , d

(|J2|)G+φ (⊗j2∈J2X⃗j2)G
(|J3|+1)
φ [0](⊗j3∈J3X⃗j3)

⟩︂
, (2.60)

and similarly

dkAL(F,G)φ(X⃗1, . . . , X⃗k)

=
∑︂

(J1,J2,J3)⊂Pk

⟨︂
F (|J1|+1)[φ](⊗j1∈J1X⃗j1) , d

(|J2|)G−φ (⊗j2∈J2X⃗j2)G
(|J3|+1)
φ [0](⊗j3∈J3X⃗j3)

⟩︂
. (2.61)

To see that the pairing in the derivatives of the advanced, retarded products are well defined, we
use the kernel notation (2.24), therefore we write the integral kernel of RL(F,G), which by a little
abuse of notation we call RL(F,G)(x, y) for x,y ∈M . It is

RL(F,G)(x, y) = f (1)φ [0]i(x)
(︁
G+φ
)︁ij

(x, y)g(1)φ [0]j(y).

Using this notation, we can write the integral kernel dkRL(F,G)φ[0](X⃗1, . . . , X⃗k)(x, y) in (2.60) as
a sum of terms with two possible contributions:
1) [J2 = ∅]

f (p+1)
φ [0]i(x, X⃗1, . . . , X⃗p)(G+φ )ij(x, y)g(q+1)

φ [0]j(y, X⃗q+1 . . . X⃗p+q),

where p+ q = k. Due to smoothness of the functionals, this is well defined and continuous, so this
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part yields a Bastiani smooth functional;
2) J2 ̸= ∅]∫︂

Mk−2

f (|J1|+1)
φ [0]i

(︁
x, X⃗J1

)︁ (︁
G+φ
)︁ij1 (x, z1)δ(|I1|+1)E(L)φ[0]j1j2

(︁
z1, z2, X⃗I1

)︁
×
(︁
G+φ
)︁j2j3 (z2, z3)δ(|I2|+1)E(L)φ[0]j3j4

(︁
z3, z4, X⃗I2

)︁
· · · δ(|Il|+2)E(L)φ[0]j2l−1j2l

(︁
z2l−1, z2l, X⃗Il

)︁
×
(︁
G+φ
)︁j2lj (z2l, y)g(|J3|+1)

φ [0]j(y, X⃗p+k1+...+kl+1, . . . , X⃗J3)dµg(z1, . . . , z2l),

where I1∪. . .∪Il = J2. Again due to the Bastiani smoothness of all functionals involved in the above
formula, we conclude that this piece too exists and is continuous. Hence as a whole RL(F,G)

(k)
φ .

Repeating the above calculations for AL amounts to substituting each + with−, resulting in Bastiani
smoothness for the advanced product. Finally since {F,G}L = RL(F,G) − AL(F,G) we conclude
that it is smooth as well.

We have seen that the Peierls bracket is well defined for microlocal functionals, we stress however
that the image under the Peierls bracket of microlocal functionals fails to be microlocal, it is therefore
necessary to broaden the functional domain of this bracket. An idea is to use the full potential of
microlocal analysis, and use wave front sets to define pairings. First though we make explicit the
“good" subset of T ∗M , that is, those subsets in which the wavefront can be localized.

Definition 2.4.6. Let (M, g) be a Lorentzian spacetime, define Υk(g) ⊂ T ∗Mk as follows:

Υk(g)
.
=
{︂
(x1, . . . , xk, ξ1, . . . , ξk) ∈ T ∗Mk\0 :

(x1, . . . , xk, ξ1, . . . , ξk) /∈ V
+
k (x1, . . . , xk) ∪ V

−
k (x1, . . . , xk)

}︂
(2.62)

where

V
±
k (x1, . . . , xk) =

k∏︂
j=1

V
±
(xj).

If U ⊂ Γ∞(M ← B) is open we say that a functional F : U → R with compact support is microcausal
with respect to the Lorentz metric g in φ if WF(dkFφ[0]) ∩ Υk(g) = ∅ for all k ∈ N. We say that
F is microcausal with respect to g in U if F is microcausal for all φ ∈ U . We denote the set of
microcausal functionals in U by Fµc(B,U , g).

One can show by induction, using (2.23), that the two definitions are equivalent. The case k = 1

is trivial, while the case with arbitrary k follows from:

Lemma 2.4.7. Suppose that for microcausal functional F there is a given symmetric linear con-
nection having WF

(︁
∇n−1Fφ[0]

)︁
∩Υn−1(g) = ∅, then

WF(∇nFφ[0]) ∩Υn(g) = ∅.
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Proof. From (2.23) we have

∇nFφ[0](X⃗1, . . . , X⃗n)

.
= dnFφ[0](X⃗1, . . . , X⃗n) +

n∑︂
j=1

1

n!

∑︂
σ∈P(n)

∇n−1Fφ[0](Γφ(X⃗σ(j), X⃗σ(n)), X⃗σ(1), . . . ,
ˆ︂
X⃗σ(j), . . . X⃗σ(n−1)) .

Assume that ∇n−1Fφ[0] is microcausal. Since F is microcausal as well, it is sufficient to show
microcausality holds for the other terms in the sum. Due to symmetry of the connection, we can
simply study the wave front set of a single term such as

∇n−1Fφ(Γφ(X⃗j , X⃗n), X⃗1, . . . ,
ˆ︂
X⃗j , . . . X⃗n−1). (2.63)

The idea is to apply Theorem 8.2.14 in [44]. Recall that a connection Γφ can be seen as a map-
ping Γ∞c (M ← φ∗V B) × Γ∞c (M ← φ∗V B) → Γ∞c (M ← φ∗V B) with associated integral kernel
Γ[φ](x, y, z) defined by

⊗3Γ∞c (M ← φ∗V B)→ R : (X⃗, Y⃗ , Z⃗) ↦→
∫︂
M3

hkl(φ(x))Γ[φ]
l
ij(x, y, z)X⃗

i
(x)Y⃗

j
(y)Z⃗

k
(z)dµg(x, y, z)

where h is an auxiliary Riemannian metric on the fiber of the bundle B which is to be regarded as
a tool for calculations. We can estimate the wave front set of Γ[φ]lij(x, y, z) by using the support
properties of the connection coefficients Γφ and obtain Γ[φ]lij(x, y, z) = Γlij(φ(x))δ(x, y, z), with
Γlij(φ(x)) Christoffel coefficients of a connection on the typical fiber of B; thus

WF(Γ[φ]) = {(x, y, z, ξ, η, ζ) ∈ T ∗M3\0 : x = y = z, ξ + η + ζ = 0}.

Composition of the two integral kernels in (2.63) is well defined provided WF′(∇n−1Fφ[0])M ∩
WF(Γ[φ])M = ∅ and that the projection map : △3M →M is proper. The former is a consequence
of WF(Γ[φ])M = ∅, the latter is a trivial statement for the diagonal embedding. Then we can apply
Theorem 8.2.14, and estimate

WF
(︁
∇n−1Fφ ◦ Γφ

)︁
⊂
{︂
(x1, . . . , xn, ξ1, . . . , ξn) ∈ T ∗Mn : ∃(y, η) : (xj , xn, y, ξj , ξn,−η) ∈WF(Γ[φ]) ,

(y, x1, . . . , ˆ︁xj , . . . , xn−1, η, ξ1, . . . , ˆ︁ξj , . . . , ξn−1) ∈WF
(︁
∇n−1Fφ[0]

)︁}︂
⋃︂{︂

(x1, . . . , xn, ξ1, . . . , ξn) ∈ T ∗Mn : xj = xn, ξj = ξn = 0 ,

(y, x1, . . . , ˆ︁xj , . . . , xn−1, 0, ξ1, . . . , ˆ︁ξj , . . . , ξn−1) ∈WF
(︁
∇n−1Fφ[0]

)︁}︂
⋃︂{︂

(x1, . . . , xn, 0, . . . , 0, ξj , 0, . . . , 0, ξn) ∈ T ∗Mn : (xj , xn, y, ξj , ξn, 0) ∈WF(Γφ) ,

(y, x1, . . . , ˆ︁xj , . . . , xn−1, η, 0, . . . , 0) ∈WF
(︁
∇n−1Fφ[0]

)︁}︂
= Π1 ∪Π2 ∪Π3.

If by contradiction, we had that the ∇n−1Fφ◦Γφ was not microcausal, then there would be elements
of its wavefront set for which all ξ1, . . . , ξn are, say, future pointing. In this case those must belong to
Π1, but then η is future pointing as well by the form of WF(Γφ), so that ∇n−1Fφ is not microcausal,
contradicting our initial assumption.
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One can also show that microcausality does not depend upon the connection chosen by com-
puting

∇nFφ[0](X⃗1, . . . , X⃗n)− ˜︁∇nFφ[0](︁X⃗1, . . . , X⃗n

)︁
=

n∑︂
j=1

1

n!

∑︂
σ∈P(n)

∇n−1Fφ[0]
(︂
Γφ
(︁
X⃗σ(j), X⃗σ(n)

)︁
, X⃗σ(1), . . . ,

ˆ︂
X⃗σ(j), . . . X⃗σ(n−1)

)︂

−
n∑︂
j=1

1

n!

∑︂
σ∈P(n)

˜︁∇n−1Fφ[0](︂˜︁Γφ(︁X⃗σ(j), X⃗σ(n)

)︁
, X⃗σ(1), . . . ,

ˆ︂
X⃗σ(j), . . . X⃗σ(n−1)

)︂
;

and then combining induction with Lemma 2.4.7 to get an empty wave front set for the terms on
right hand side of the above equation. Another consequence of Lemma 2.4.7 is that microcausality
of a functional does not depend on the ultralocal charts used to perform the derivatives. We
immediately have the inclusion Freg(B,U) ⊂ Fµc(B,U , g).

Proposition 2.4.8. Let U ⊂ Γ∞(M ← B) be CO-open, then if F ∈ Fµloc(B,U), WF
(︁
F

(k)
φ [0]

)︁
is

conormal to △k(M) i.e. WF
(︂
F

(k)
φ [0]

)︂
⊂ {(x, . . . , x, ξ1, . . . , ξk) : ξ1 + . . . + ξk = 0} for all k ≥ 2

and φ ∈ U . Therefore Fµloc(B,U) ⊂ Fµc(B,U , g).

Proof. Since the wavefront set is a local property independent from the chart, we fix any Uφ and
calculate it there. Note that the first derivative results in a smooth functional, then we take the
kth derivative with k ≥ 2. Going through the calculations, we get that F (k)

φ [0]
(︁
X⃗1, . . . , X⃗k

)︁
defines

an integral kernel of the form∫︂
Mk

f (k)φ [0]i1···ik(x1)δ(x1, . . . , xk)X⃗
i1
1 (x1) · · · X⃗

ik
k (xk)dµg(x1, . . . , xk) .

where f (k)φ [0]i1···ik is some smooth function for each indices i1, . . . , ik. The calculation of the wave-
front of such an integral kernel is equivalent to the calculation of the wave front of the diagonal
delta, resulting in a subset of the conormal bundle to the diagonal map image. Therefore

WF(F (k)
φ [0]) = N∗△k(M) =

{︃
(x1, . . . , xk, ξ1, . . . , ξk) ∈ T ∗Mk\0 : x1 = · · · = xk;

k∑︂
j=1

ξj = 0

}︃
.

In addition if (x, . . . , x, ξ1, . . . , ξk) is in WF
(︁
F

(k)
φ [0]

)︁
and has, say, the first k − 1 covectors in

V
+
k−1(x, . . . , x), by conormality ξk = −(ξ1 + . . . + ξk−1) and we see that ξk ∈ V

−
(x), whence

microlocality implies microcausality.

Theorem 2.4.9. Let U ⊂ Γ∞(M ← B) be CO-open and L a generalized microlocal Lagrangian
with normally hyperbolic linearized equations. Then the Peierls bracket associated to L extends to
Fµc(B,U , g), has the same support property of Proposition 2.4.5 and depends only locally on L, that
is, for all F , G ∈ Fµc(B,U , g), {F,G}L is unaffected by perturbations of L outside the right hand
side of (2.59). The same locality property holds for the retarded and advanced products.

Proof. Clearly {F,G}L is well defined, in fact since WF(G
(1)
φ [0]) is spacelike, and Gφ, according

to Theorem 1.2.16, propagates only lightlike singularities along lightlike geodesics, then GφdGφ[0]
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must be smooth, giving a well defined pairing. As for support properties the proof can be carried
on analogously to the proof of Proposition 2.4.5.

We now study the local behavior of the bracket. Suppose L1 and L2 are generalized Lagrangians,
such that for some fixed φ ∈ U , δ(1)E(L1)φ[0] and δ(1)E(L2)φ[0] differ only in a region outside

O .
=
(︁
J+(supp(F )) ∪ J−(supp(F ))

)︁
∩
(︁
J+(supp(G)) ∪ J−(supp(G))

)︁
. (2.64)

By the support properties of retarded and advanced propagators of Proposition 2.4.5 we have⟨︂
dFφ[0], (G+φ,L1 − G

+
φ,L2)dGφ[0]

⟩︂
= 0,

as well as ⟨︂
dFφ[0], (−G−φ,L1 + G

−
φ,L2)dGφ[0]

⟩︂
= 0.

Taking the sum of the two we find

{F,G}L1 − {F,G}L2 = 0.

Theorem 2.4.10. Let U ⊂ Γ∞(M ← B) CO-open and L a generalized Lagrangian. If F , G ∈
Fµc(B,U , g) we have that {F,G}L ∈ Fµc(B,U , g) as well.

Proof. By Faà di Bruno’s formula,

dk {F,G}L,φ [0](X⃗1, . . . , X⃗k)

=
∑︂

(J1,J2,J3)⊂Pk

⟨︂
F (|J1|+1)
φ [0](⊗j1∈J1X⃗j1) , d

(|J2|)Gφ(⊗j2∈J2X⃗j2)G
(|J3|+1)
φ [0](⊗j3∈J3X⃗j3)

⟩︂
.

(2.65)
while by (2.52),

d|J2|Gφ(X⃗1, . . . , X⃗k) =
k∑︂
l=1

(−1)l
∑︂

(I1,...,Il)
∈P(J2)

l∑︂
p=0

(︃
⃝p
i=1 G

−
φ ◦ δ(|Ii|+1)E(L)

(︁
X⃗Ii

)︁)︃

◦ Gφ ◦
(︃
⃝l
i=p+1 δ

(|Ii|+1)E(L)φ
(︁
X⃗Ii

)︁
◦ G+φ

)︃
,

(2.66)

where⃝p
i=1 stands for composition of mappings indexed by i from 1 to p. For the rest of the proof,

we will use the integral notation we used in (2.24) and in the proof of Proposition 2.4.5. Recall
that, by (2.42), the mapping δ(n)E(L)φ[0] has associated a compactly supported integral kernel
L(1)(n+1)

φ [0](x, z1, . . . , zn) and its wave front is in N∗△n+1(M) by Proposition 2.4.8. Then again,
we have two general cases:
1) J2 = ∅.
Then, letting |J1| = p, |J3| = q = k − p, the typical term has the form

dk {F,G}φ [0](z1, . . . , zk) =
∫︂
M2

f (p+1)
φ [0]i(x, z1, . . . , zp),Gijφ (x, y)g(q+1)

φ [0]j(y, zp+1, . . . , zk)dµg(x, y).

(2.67)
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Suppose by contradiction that there is some (x1, . . . , xk, ξ1, . . . , ξk) ∈WF({F,G}φ [0]) has (ξ1, . . . , ξk) ∈
V

+
k (x1, . . . , xk) (the argument works similarly for (ξ1, . . . , ξk) ∈ V

−
k (x1, . . . , xk)). Using twice The-

orem 8.2.14 in [44] in the above pairing yields

WF
(︂{︁
F,G

}︁(k)
φ

[0]
)︂

⊆
{︂
(z1, . . . , zk, ξ1, . . . , ξk) : ∃(y, η) ∈ T ∗M(x, z1, . . . , zp,−η, ξ1, . . . , ξp) ∈WF(F (p+1)

φ [0]i),

(x, zp+1, . . . , zk, η, ξp+1, . . . , ξk) ∈WF
(︁
GijφG(q+1)

φ [0]j
)︁}︂

⊂
{︂
(z1, . . . , zk, ξ1, . . . , ξk) : ∃(x, η), (y, ζ) ∈ T ∗M : (x, z1, . . . , zp,−η, ξ1, . . . , ξp) ∈WF

(︁
F (p+1)
φ [0]i

)︁
(x, y, η,−ζ) ∈WF(Gijφ ), (y, zp+1, . . . , zk, ζ, ξp+1, . . . , ξk) ∈WF(G(q+1)

φ [0]j)
}︂
.

So if (z1, . . . , zk, ξ1, . . . , ξk) ∈WF
(︁
{F,G}(k)φ

)︁
, then ∃ (x, η), (y, ζ) ∈ T ∗M such that

⎧⎪⎨⎪⎩
(x, z1, . . . , zp,−η, ξ1, . . . , ξp) ∈WF(F

(p+1)
φ [0]i))

(x, y, η,−ζ) ∈WF(Gijφ )
(y, zp+1, . . . , zk, ζ, ξp+1, . . . , ξk) ∈WF(G

(q+1)
φ [0]j) .

Now by Theorem 1.2.16, WF(Gijφ ) contains pairs of lightlike covectors with opposite time orientation,
therefore in case η ∈ V +

(x) (resp. η ∈ V −(x)), then ζ ∈ V +
(y) (resp. ζ ∈ V −(y)) in which case

WF
(︁
G

(q+1)
φ [0]j

)︁
(resp. WF

(︁
F

(p+1)
φ [0]i

)︁
) does violate the microcausality condition of Definition 2.4.6.

2) J2 ̸= ∅.
Again let |J1| = p, |J3| = k − q, set also, referring to (2.66), |Ij | = kj for j = 1, . . . , l so that
|J2| = k1 + · · ·+ kl. Combining (2.65) with (2.66) with the integral kernel notation we get

{F,G}(k)φ [0](z1, . . . , zk) =

∫︂
Mk

f (p+1)
φ [0]i(x, z1, . . . , zp)G− ij1

φ (x, x1)d
(k1+2)Lφ[0]j1i1(x1, y1, zI1)

G− i1j2
φ (y1, x2) · · · G− im−1jm

φ (ym−1, xm)d
(km+2)Lφ[0]jmim(xm, ym, zIm)

Gimjm+1
φ (ym, xm+1)d

(km+1+2)Lφ[0]jm+1im+1(xm+1, ym+1, zIm+1)

G+ im+1jm+2
φ (ym+1, zm+2) . . . d

(kl+2)Lφ[0]jlil(xl, yl, zIl , )G
+ ilj(yl, y)

g(k−q+1)
φ [0]j(y, zq+1, . . . , zk)dµg(x, x1, y1, . . . , xl, yl, y).

(2.68)
Combining Theorem 8.2.14 in [44], Theorem 1.2.16 and Proposition 2.4.8 we can estimate the wave
front set of the integral kernel of {F,G}(k)φ [0] as all elements (z1, . . . , zk, ξ1, . . . , ξk) ∈ T ∗Mk for
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which there are (x, η), (x1, η1), . . . , (xlηl), (y1, ζ1), . . . , (yl, ζl) (y, ζ) ∈ T ∗M such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x, z1, . . . , zp,−η, ξ1, . . . , ξp) ∈WF
(︁
f
(p+1)
φ [0]i

)︁
,

(x, x1, η,−η1) ∈WF(G− ij1
φ ),

(x1, y1, z|I1|, η1,−ζ1, ξI1) ∈WF
(︁
d(k1+2)Lφ[0]i1j1

)︁
,

...
...

(ym−1, xm, ζm−1,−ηm) ∈WF(G− im−1jm
φ ),

(xm, ym, zIm , ηm,−ζm, ξIm) ∈WF
(︁
d(km+2)Lφ[0]imjm

)︁
,

(ym, xm+1, ζm,−ηm+1) ∈WF(Gimjm+1
φ ),

(xm+1, ym+1, zIm+1 , ηm+1,−ζm+1, ξIm+1) ∈WF
(︁
d(km+1+2)Lφ[0]im+1jm+1

)︁
,

(ym+1, xm+2, ζm+1,−ηm+2) ∈WF(G+ im+1jm+2
φ ),

...
...

(yl−1, xl, ζl−1,−ηl) ∈WF(G+ il−1jl
φ ),

(xl, yl, zIl , ηl,−ζl, ξIl) ∈WF
(︁
d(kl+2)Lφ[0]iljl

)︁
,

(yl, y, ζl,−ζ) ∈WF(G+ ilj
φ ),

(y, zk−q+1, . . . , zk, ζ, ξk−q+1, . . . , ξk) ∈WF
(︁
g
(k−q+1)
φ [0]j

)︁
.

Suppose by contradiction, as above, that (z1, . . . , zk, ξ1, . . . , ξk) ∈WF
(︁
{F,G}(k)φ

)︁
has (ξ1, . . . , ξk) ∈

V
+
k (z1, . . . , zk)

(︁
resp. (ξ1, . . . , ξk) ∈ V

−
k (z1, . . . , zk)

)︁
. Then ζm and ηm+1 are both either lightlike

future directed, or lightlike past directed. In the first case, propagation of singularities implies
that ζ is lightlike future directed, contradicting microcausality of G(k−q+1)

φ [0] (resp. ζ is lightlike
past directed, contradicting the microlocality of G(k−q+1)

φ [0]); in the second case, propagation of
singularities implies that η is lightlike past directed, contradicting microcausality of F (p+1)

φ [0] (resp.
η is lightlike future directed, contradicting the microlocality of F (p+1)

φ [0]). We remark that in the
wave front set of {F,G}(k)φ [0] is the (finite) union under all possible choices of indices for all wave
front sets of the form (2.67) or (2.68), each of which is however microcausal, implying that their
finite union will be microcausal as well.

Theorem 2.4.11. The mapping (F,G) ↦→ {F,G}L defines a Lie bracket on Fµc(B,U , g), for all
φ ∈ U CO-open.

Proof. Bilinearity and antisymmetry are clear from Definition 2.4.4, while Theorem 2.4.10 ensures
the closure of the bracket operation. We are thus left with the Jacobi identity:

{F, {G,H}L}L + {G, {H,F}L}L + {H, {F,G}L}L = 0.
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Using the integral kernel notation as in the above proof, we have

{F, {G,H}L}L(φ) =
∫︂
M2

f (1)φ [0]i(x)Gijφ (x, y){G,H}
(1)
L φ[0]j(y)dµg(x, y)

=

∫︂
M4

f (1)φ [0]i(x)Gijφ (x, y)
(︂
g(2)φ [0]jk(y, z)Gklφ (z, w)h(1)φ [0]l(w)

+ g(1)φ [0]k(z)Gklφ (z, w)h(2)φ [0]jl(y, w)
)︂
dµg(x, y, z, w)

−
∫︂
M6

f (1)φ [0]i(x)Gijφ (x, y)
(︂
d(3)Lφ[0]jj1i1(y, y1, x1, )G− kj1

φ (z, y1)g
(1)
φ [0]k(z)Gi1lφ (x1, w)h

(1)
φ [0]l(w)

+ d(3)Lφ[0]jj1i1(y1, x1, y)Gkj1φ (z, y1)g
(1)
φ [0]k(z)G+ i1l

φ (x1, w)h
(1)
φ [0]l(w)

)︂
dµg(x, y, z, w, x1, y1).

Summing over cyclic permutations of the first two terms yields∫︂
M4

(︂
f (1)φ [0]i(x)Gijφ (x, y)g(2)φ [0]jk(y, z)Gklφ (z, w)h(1)φ [0]l(w)

+ f (1)φ [0]i(x)Gijφ (x, y)g(1)φ [0]k(z)Gklφ (z, w)h(2)φ [0]jl(y, w)

+ g(1)φ [0]i(x)Gijφ (x, y)h(2)φ [0]jk(y, z)Gklφ (z, w)f (1)φ [0]l(w)

+ g(1)φ [0]i(x)Gijφ (x, y)h(1)φ [0]k(z)Gklφ (z, w)f (2)φ[0]jl(y, w)

+ h(1)φ [0]i(x)Gijφ (x, y)f (2)φ[0]jk(y, z)Gklφ (z, w)g(1)φ [0]l(w)

+ h(1)φ [0]i(x)Gijφ (x, y)f (1)φ [0]k(z)Gklφ (z, w)g(2)φ [0]jl(y, w)
)︂
dµg(x, y, z, w)

= 0,

while for the other two,∫︂
M6

dµg(x, y, z, w, x1, y1)(︂
f (1)φ [0]i(x)Gijφ (x, y)d(3)Lφ[0]jj1x1(y, y1, i1, )G− kj1

φ (z, y1)g
(1)
φ [0]k(z)Gi1lφ (x1, w)h

(1)
φ [0]l(w)

+ f (1)φ [0]i(x)Gijφ (x, y)d(3)Lφ[0]jj1i1(y, y1, x1)Gkj1φ (z, y1)g
(1)
φ [0]k(z)G+ i1l

φ (x1, w)h
(1)
φ [0]l(w)

+ g(1)φ [0]i(x)Gijφ (x, y)d(3)Lφ[0]jj1i1(y, y1, x1, )G− kj1
φ (z, y1)h

(1)
φ [0]k(z)Gi1lφ (x1, w)f

(1)
φ [0]l(w)

+ g(1)φ [0]i(x)Gijφ (x, y)d(3)Lφ[0]jj1i1(y, y1, x1)Gkj1φ (z, y1)h
(1)
φ [0]k(z)G+ i1l

φ (x1, w)f
(1)
φ [0]l(w)

+ h(1)φ [0]i(x)Gijφ (x, y)d(3)Lφ[0]jj1i1(y, y1, x1, )G− kj1
φ (z, y1)f

(1)
φ [0]k(z)Gi1lφ (x1, w)g

(1)
φ [0]l(w)

+ h(1)φ [0]i(x)Gijφ (x, y)d(3)Lφ[0]jj1i1(y, y1, x1)Gkj1φ (z, y1)f
(1)
φ [0]k(z)G+ i1l

φ (x1, w)g
(1)
φ [0]l(w)

)︂
= 0.

To make the simplifications we used the antisymmetry of the integral kernel Gφ(x, y), the adjoint
relation between the propagators G+(x, y) = G−(y, x) (see Lemma 2.4.3) and Gijφ = Gjiφ .

2.5 Structure of the space of microcausal functionals

The first point of emphasis is to give a topology to Fµc(B,U , g). We shall proceed step by step
refining our starting definitions to better grasp the reasoning behind the choice of topology we will
be giving Fµc(B,U , g).

The simplest guess, as well as the weakest, on Fµc(B,U , g) is the locally convex topology that
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corresponds to the initial topology induced by the mappings

F → F (φ) ∈ R.

To account for smooth functionals we try the initial topology with respect to mappings

F → F (φ) ∈ R,

F → ∇kFφ[0] ∈ Γ−∞c

(︂
Mk ← ⊠k (φ∗V B)

)︂
.

This time we are leaving out all information on the wave front set which plays a role in defining
microcausal functionals. To remedy we would like to set up the Hörmander topology on the spaces
Γ−∞Υk,g

(︁
Mk ← ⊠k (φ∗V B)

)︁
, however this is not immediately possible since Υk,g are open cones, and

the Hörmander topology is given to closed ones, therefore we need the following result, whose proof
can be found in Lemma 4.1 in [14],

Lemma 2.5.1. Given the open cone Υk(g) it is always possible to find a sequence of closed cones
{Vm(k) ⊂ T ∗Mk}m∈N such that Vm(k) ⊂ Int(Vm+1(k)) and ∪m∈NVm(k) = Υk(g) for all k ≥ 1.

Then we can write

Γ−∞c Υk(g)

(︂
Mk ← ⊠kφ

∗V B
)︂
= lim

m∈N−−→
Γ−∞c Vm(k)

(︂
Mk ← ⊠kφ

∗V B
)︂
. (2.69)

By construction of the direct limit we have mappings

Γ−∞c Vm(k)

(︂
Mk ← ⊠k (φ∗V B)

)︂
→ Γ−∞c Υk(g)

(︂
Mk ← ⊠k (φ∗V B)

)︂
where the source space has Vm(k) ⊂ T ∗Mk as a closed cone, so it can be given the Hörmander
topology. In particular when we are dealing with standard compactly supported distributions its
topology can be defined, see the remark after Theorem 18.1.28 in [43], to be the initial topology
with respect to the mappings

F → F (φ) ∈ C,

F → PF ∈ Γ∞c

(︂
Mk ← ⊠k (φ∗V B)

)︂
where φ is any smooth section of B and P any properly supported pseudo-differential operator of
order zero on the vector bundle ⊠k (φ∗V B)→Mk such that WF(P )∩Vm(k) = ∅. Using that Defi-
nition 18.1.32 [43], Theorem 18.1.16 [43] and Theorem 8.2.13 in [44] can be generalized to the vector
bundle case provided we use the notion (1.7) for the wave front set of vector valued distributions;
we can argue as in Corollary 4.1 of [14] that each Γ−∞c Vm(k)

(︁
Mk ← ⊠k (φ∗V B)

)︁
becomes a Hausdorff

topological space. By Theorem 2.1.15 since the base manifold M is separable and the fibers are
finite dimensional vector spaces, hence nuclear9 and Fréchet, we find that Γ∞c

(︁
Mk ← ⊠k (φ∗V B)

)︁
9We say that a Hausdorff locally convex space E is nuclear if given any other locally convex space F we have

E ⊗π F ≃ E ⊗ϵ F , where the two are the tensor product space respectively endowed with the quotient topology and
with the canonical topology associated to the space of continuous bilinear mappings : E′

σ × F ′
σ → R equipped with

the topology of uniform convergence on products of equicontinuous subsets of E′ and F ′. For more detail see either
[61] or [70].
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is a nuclear limit-Fréchet space, it is Hausdorff, thus each

Γ−∞c Vm(k)

(︂
Mk ← ⊠k (φ∗V B)

)︂
is nuclear as well. Finally by Porposition 50.1 pp. 514 in [70] the direct limit topology on

Γ−∞c Υk,g

(︂
Mk ← ⊠k(φ∗V B)

)︂
is nuclear for all k (and also Hausdorff). We have therefore proved:

Lemma 2.5.2. The direct limit topology on Γ−∞c Υk,g

(︁
Mk ← ⊠k (φ∗V B)

)︁
induced as a direct limit

topology of the spaces Γ−∞c Vm(k)

(︁
Mk ← ⊠k (φ∗V B)

)︁
with the Hörmander topology is a Hausdorff

nuclear space.

Finally we can induce on Fµc(B,U , g) a topology by

Theorem 2.5.3. Given the set Fµc(B,U , g), consider the mappings

Fµc(B,U , g) ∋ F ↦→ F (φ) ∈ R, (2.70)

Fµc(B,U , g) ∋ F ↦→ ∇kFφ[0] ∈ Γ−∞c Υk,g

(︂
Mk ← ⊠k (φ∗V B)

)︂
, (2.71)

and the related initial topology on Fµc(B,U , g). Then Fµc(B,U , g) is a nuclear locally convex topolog-
ical space with a Poisson *-algebra with respect to the Peierls bracket of some microlocal generalized
Lagrangian L.

Proof. The nuclearity follows from the stability of nuclear spaces under projective limit topology,
see Proposition 50.1 pp. 514 in [70], so using the nuclearity of both Γ−∞c Υk,g

(︁
Mk ← ⊠k (φ∗V B)

)︁
(via

Lemma 2.5.2) and R (trivially) we have our claim. The Peierls bracket is well defined by Theorem
2.4.10 and satisfies the Jacobi identity due to Theorem 2.4.11, so we only have to show the Leibniz
rule for the bracket, that is

{F,GH}L = G{F,H}L + {F,G}LH.

However this follows once we show that the product F,G ↦→ F · G with (F · G)(φ) = F (φ)G(φ)

is closed in Fµc(B,U , g) and then use d(F · G)φ[0] = dFφ[0]G(φ) + F (φ)dGφ[0]. The latter is a
consequence of the definition of derivation (i.e. the standard Leibniz rule), so we are left with
showing the former: we compute

dk(F ·G)φ[0](X⃗1, . . . , X⃗k) =
∑︂

σ∈P(1,...,k)

k∑︂
l=0

dlFφ[0](X⃗σ(1), . . . , X⃗σ(l))d
k−lGφ[0](X⃗σ(k−l+1), . . . , X⃗σ(k)),

where P(1, . . . , k) is the set of permutations of {1, . . . , k}. For each of those terms using Theorem
8.2.9 in [44] we have

WF(F (l)
φ [0]G(k−l)

φ [0]) ⊂WF(F (l)
φ [0])×WF(G(k−l)

φ [0])⋃︂
WF(G(k−l)

φ [0])×
(︂
supp(G(k−l)

φ [0])× {0}
)︂

⋃︂(︂
supp(F (l)

φ [0])× {0}
)︂
×WF(G(k−l)

φ [0]),
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and therefore microcausality is met.

Note that closed linear subspaces of Fµc(B,U , g) are nuclear as well (see Proposition 50.1 in
[70]), so Fµloc(B,U , g) is a Hausdorff nuclear space. The space Fµc(B,U , g) can be given a structure
of a C∞-ring, more precisely

Proposition 2.5.4. If F1, . . . , Fn ∈ Fµc(B,U , g) and ψ ∈ V ⊂ Rn → R is smooth, then ψ(F1, . . . , Fn) ∈
Fµc(B,U , g) and

supp(ψ(F1, . . . , Fn)) ⊂
n⋃︂
i=1

supp(Fi).

Proof. First we check the support properties. Suppose that x /∈ ∪ni=1supp(Fi), we can find an
open neighborhood V of x for which given any φ ∈ U and any X⃗ ∈ Γ∞c (M ← φ∗V B) having
supp(X⃗) ⊂ V implies (Fi ◦ uφ)(tX⃗) = (Fi ◦ uφ)(0) for all t in a suitable neighborhood of 0 ∈ R.
Then ψ

(︁
(F1 ◦ uφ)(tX⃗), . . . , (Fn ◦ uφ)(tX⃗)

)︁
= ψ

(︁
(F1 ◦ uφ)(0), . . . , (Fn ◦ uφ)(0)

)︁
as well giving x /∈

supp(ψ ◦ (F1, . . . , Fn)). We immediately see that the composition is Bastiani smooth, so consider
its kth derivative expressed via Faà di Bruno’s formula:

dkψ(F1, . . . , F1)φ[0](X⃗1, . . . , X⃗k)

=
∑︂

(J1,...,Jn)
∈P(1,...,k)

∂kψ(F1(φ), . . . , Fn(φ))

∂zJ1+...+Jn

(︂
F

(|J1|)
1 φ [0](X⃗j1,1 , . . . , X⃗j|J1|,1) · . . . · F

(|Jn|)
n φ [0](X⃗j1,n , . . . , X⃗j|Jn|,n)

)︂

where P(1, . . . , k) denotes the set of partitions of {1, . . . , k} and z ∈ Rn. Since ψ is smooth the
only contribution to the wavefront set of the composition is the product of functional derivative in
the above sum, for which Theorem 8.2.9 in [44] gives

WF
(︂
F

(|J1|)
1 , . . . , F (|Jn|)

n

)︂
⊂ WF

(︂
F

(|J1|)
1 φ

)︂
× . . .×WF

(︂
F (|Jn|)
n φ

)︂
⋃︂

supp
(︂
F

(|J1|)
1 φ

)︂
× {0⃗}|J1| ×WF

(︂
F

(|J2|)
2 φ

)︂
× . . .×WF

(︂
F (|Jn|)
n φ

)︂
. . .⋃︂

WF
(︂
F

(|J1|)
1 φ

)︂
× . . .×WF

(︂
F

(|Jn−1|)
n−1 φ

)︂
× supp

(︂
F (|Jn|)
n φ

)︂
× {0⃗}|Jn|

. . .⋃︂
supp

(︂
F

(|J1|)
1 φ

)︂
× {0⃗}|J1| × . . .× supp

(︂
F

(|Jn−1|)
n−1 φ

)︂
× {0⃗}|Jn−1| ×WF

(︂
F (|Jn|)
n φ

)︂
.

We clearly have that if an element of WF
(︂
F

(|J1|)
1 , . . . , F

(|Jn|)
n

)︂
was contained in either V k

+,g or V k
−,g

then at least one of the initial functional cannot be microcausal.

Going through the same calculation for the proof of Proposition 2.5.4 we get the expression for
the Peierls bracket of this composition:

{ψ(F1, . . . , Fn), G}L =
n∑︂
j=1

(︃
∂ψ

∂zj
(F1, . . . , Fn){Fj , G}L

)︃
. (2.72)

With the topology of Theorem 2.5.3 the space of microcausal functionals lacks sequential continu-
ity. Consider as an example the simpler case where B =M×R, then choose F : φ ∈ U ↦→

∫︁
M φ(x)ω
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for some smooth compactly supported m-form ω over M , also let {fn} be a sequence of smooth
functions : R → [0, 1] supported in [−2, 2] and converging pointwise to the characteristic function
of [−1, 1], χ[−1,1], then sequences of derivatives of fn all converge punctually to the zero function
on R. If we define Fn(φ) = fn ◦ F (φ), then pointwise Fn(φ)→ χ[−1,1] ◦ F (φ) but

F (k)
n φ[0](ψ1, . . . , ψk) = f (k)n (F (φ))

∫︂
M
ψ1(x)ω(x) . . .

∫︂
M
ψk(x)ω(x)

converges pointwise to the zero functional in the microcausal topology, however χ[−1,1] ◦F (·) is not
even continuous, and definitely not microcausal. Thus the completion of this topology might be
somewhat uncontrolled.

Remark. To define a topology that is both nuclear and has a well behaving sequential completion,
we induce, as in [14], the strong convenient topology. We start with the following observations:

• let U be a CO-open subset of Γ∞(M ← B), then the smooth curves γ : I ⊆ R → U are
precisely the conveniently smooth curves from I to U ;

• by construction each U can be decomposed as the union of CO-open subsets ⊔φ∈UU ∩ Vφ,
each of which is topologically isomorphic to an open subset of Γ∞c (M ← φ∗V B) with the LF
topology;

• combining Corollary 2.1.9 we see that each smooth curve γ : I → U is just valued in some Vφ
for some φ ∈ U .

• if φ0 ∈ U is fixed, we can can consider the ultralocal chart representation of any functional
F ∈ Fc(U , B) as Fφ0 : U0 ≡ uφ0(U ∩Uφ0)→ R. Using the fact that the functional has compact
support we can extend it to ˜︁Fφ0 = Fφ0 ◦ iχ : ˜︁U0 ⊂ Γ∞(M ← φ∗0V B) → R where χ ∈ C∞c (M)

has χ|supp(F) ≡ 1, iχ(X⃗) = χX⃗ and ˜︁U0 = i−1χ (U0) is CO-open.

• if we equip Γ∞(M ← φ∗0V B) with the CO-open topology, then it becomes a Fréchet space (the
compact-open topology is equivalent to the topology of uniform convergence on compact sub-
sets), thus, on ˜︁U0, the notions of Bastiani smoothness and convenient smoothness do coincide
by Proposition 1.3.23.

Next we note that, by (1.16), that we can write

C∞( ˜︁U0,R) = lim←−˜︁γ∈C∞(R,˜︁U0)C
∞(R,R) =

{︃
{ ˜︁F}˜︁γ ∈ ∏︂

˜︁γ∈C∞(R,˜︁U0)
C∞(R,R) : ˜︁F˜︁γ ◦ κ = ˜︁F˜︁γ◦κ

}︃

where the inverse limit is taken with respect to the pre-order γ ≤ γ′ if and only if there is κ ∈
C∞(R,R) with γ = γ′ ◦ κ. Moreover we induce on C∞( ˜︁U0,R) the initial topology from the Fréchet
space topology on C∞(R,R) through the pullbacks γ∗. This is a nuclear and sequentially complete
topology (see the discussion in remark 4.3 pp. 55 on [14]); finally, since Fc(B,U0) is closed in
C∞( ˜︁U0,R), nuclearity and completeness are inherited in the quotient topology. This space is even a
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locally convex topological vector space with the seminorms

sup
t∈[a,b]⊂R

γ∈C∞(R,U0)
(X⃗1,...,X⃗k)∈B⊂⊠kΓ∞(M←φ∗V B)

⃓⃓
∇(k)F [γ(t)](X⃗1, . . . , X⃗k)

⃓⃓
, (2.73)

where B ⊂ ⊠kΓ∞(M ← φ∗V B) is a closed, bounded subset. Notice that due to F having compact
support, then we can evaluate ∇(k)F [γ(t)](X⃗1, . . . , X⃗k) by taking a properly chosen cutoff χ ∈
C∞c (M) and calculating ∇(k)F [γ(t)](χX⃗1, . . . , χX⃗k).

We can then induce a topology τsc, which we call the strong convenient topology, in Fµc(B,U , g)
with (2.73) in place of (2.70), together with the seminorms (2.71). Then τsc will enjoy the following
properties:

(a) it remains a nuclear locally convex space topology;

(b) will have a well controlled and nuclear10 completion, i.e. its completion amounts to the topology
induced from the completion of the spaces Γ−∞c Υk,g

(M ← φ∗V B);

(c) the Poisson *-algebra and C∞-ring operations are continuous and remain such when passing
to the completion described in (b), thanks to the result of [7].

Before the next result, let us recall some notions from [51]. A topological space (X, τ) is Lindelöf
if given any open cover ofX there is a countable open subcover, it is separable if it admits a countable
dense subset, and it is second countable if it admits a countable basis for the topology.
Let X be a Hausdorff locally convex topological space, possibly infinite dimensional, and take
S ⊂ C(X,R), a subalgebra. We say that X is S-normal if ∀A0, A1 closed disjoint subsets of X
there is some f ∈ S such that f |Ai = i, while we say it is S-regular if for any neighborhood U of a
point x there exists a function f ∈ S such that f(x) = 1 and supp(f) ⊂ U . A S-partition of unity
is a family {ψj}j∈J of mappings S ∋ ψj : X → R with

(i) ψj(x) ≥ 0 for all j ∈ J and x ∈ X;

(ii) the set {supp(ψj) : j ∈ J} is a locally finite covering of X,

(iii)
∑︁

j∈J ψj(x) = 1 for all x ∈ X.

When X admits such partition we say it is S-paracompact.

Proposition 2.5.5. The following facts hold true:

(i) Given any U ⊂ Γ∞(M ← B) CO-open and any φ0 ∈ U there is some F ∈ Fµc(B,U , g) such
that F (φ0) = 1, 0 ≤ F |U ≤ 1 and F |Γ∞(M←B)\Uφ0

= 0, i.e. U is Fµcaus(B,φ0, g)-regular.

(ii) Any U ⊂ Γ∞(M ← B) CO-open admits locally finite partitions of unity belonging to Fµc(B,U , g).

(iii) Given any U ⊂ Γ∞(M ← B) CO-open, the algebra Fµc(B,U , g) separates the points of U ,
that is if φ1 ̸= φ2 there is a microcausal functional F that has F (φ1) ̸= F (φ2).

10See Proposition 5.3.1 in [61].
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Proof. To show (i) take the chart (Uφ0 , uφ0) and consider the open subset U ∩Uφ0 , fix some compact
K ⊂ M and some ω ∈ Γ∞c (M ← φ∗V B′ ⊗ Λm(M)) with supp(ω) ⊂ K, then we can define a
functional

Gω : U ∩ Uφ0 ∋ φ ↦→ Gω(φ) =

∫︂
M
ω(uφ0(φ)).

Denote now by G the functional with G(φ)
.
= Gω ◦ u−1φ0

(uφ0(φ)). By construction G(φ0) = 0.
Let now W = {φ ∈ U ∩ U0 : G(φ) < ϵ2} for some constant ϵ, then if χ : R → R is a smooth
function supported in [−1, 1] with 0 ≤ χ|[−1,1] ≤ 1 and χ|[−1/2,1/2] ≡ 1, consider the new functional
F = χ ◦ ( 1

ϵ2
G), since G is microlocal (and thus microcausal by Proposition 2.4.8) and χ is smooth,

by Propositions 2.5.4 F is microcausal. OutsideW, F is identically zero so we can smoothly extend
it to zero over the rest of U to a new functional which we denote always by F that has the required
properties. We first show that (ii) holds for Uφ. Using the chart (Uφ, uφ), we can identify Uφ with
an open subset of Γ∞c (M ← φ∗V B). If we show that Uφ is Lindelöf and is Fµc(B,φ0, g)-regular,
then we can conclude via Theorem 16.10 pp. 171 of [51]. Fµc(B,U , g)-regularity was point (i) while
the Lindelöf property follows from Theorem 2.1.15. Now we observe that any U can be obtained as
the disjoint union of subsets Vφ0

.
= {ψ ∈ U : suppφ0

(ψ) is compact}. Each of this is Lindelöf and
metrizable by Theorem 2.1.15, so given the open cover {Uφ}φ∈Vφ0

, we can extract a locally finite
subcover where each elements admits a partition of unity and then construct a partition of unity
for the whole Vφ0 . The fact that U = ⊔Vφ0 implies that the final partition of unity is the union of
all others. Finally for (iii) just take Uφ1 , Uφ2 and F as in (i) constructed as follows: if φ2 ∈ U1 we
choose ϵ < G(φ2) for which F (φ1) ̸= F (φ2), if not then any ϵ > 0 does the job.

Definition 2.5.6. Let U ⊂ Γ∞(M ← B) be CO-open and L a generalized microlocal Lagrangian.
We define the on-shell ideal associated to L as the subspace IL(B,U , g) ⊂ Fµc(B,U , g) whose
microcausal functionals are of the form

F (φ) = X⃗φ (E(L)φ[0]) (2.74)

with X : U → TU : φ ↦→ (φ, X⃗φ) is a smooth vector field.

With our usual integral kernel notation we can also write (2.74) as

F (φ) =

∫︂
M
X⃗
i

φ(x)E(L)φ[0]i(x)dµg(x). (2.75)

We stress that functionals of the form (2.74) are those which can be seen as the derivation of the
Euler-Lagrange derivative by kinematical vector fields over U ⊂ Γ∞(M ← B).

Proposition 2.5.7. IL(B,U , g) is a Poisson ∗-ideal of Fµc(B,U , g).

Proof. Clearly is F ∈ IL(B,U , g) then also F is. IfG ∈ Fµc(B,U , g), G·F (φ) = G(φ)X(φ) (E(L)φ[0])
but then X ′ = G ·X ∈ X(TU) as well, then G ·F is in the ideal and is associated to the new vector
field X ′. Finally we have to show that if F ∈ IL(B,U , g) then also {F,G}L ∈ IL(B,U , g). Fix
φ ∈ U , Y⃗ φ ∈ TφU ; by the chain rule

dFφ[0](Y⃗ φ) =

∫︂
M

[︂
X⃗

(1)

φ [0]i(Y⃗ φ) (E(L)φ[0]i) + X⃗
i

φ

(︂
E(1)(L)φ[0]i(Y⃗ φ)

)︂]︂
dµg
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and

{F,G}L(φ) = ⟨dFφ[0],GφdGφ[0]⟩

=

∫︂
M

[︂
X⃗

(1)

φ [0]ij

(︂
Gjkφ g(1)φ [0]k

)︂
(E(L)φ[0]i) + X⃗

i

φ

(︂
E(1)(L)φ[0]ij

(︂
Gjkφ g(1)φ [0]k

)︂)︂]︂
dµg

=

∫︂
M

{︂[︂
X⃗

(1)

φ [0]ij

(︂
Gjkφ g(1)φ [0]k

)︂]︂
(E(L)φ[0]i)

}︂
dµg

where we used that Gφ associates to its argument a solution of the linearized equations. Defining

φ ↦→ Z⃗φ = X⃗
(1)

φ [0]ij

(︂
Gjkφ g(1)φ [0]k

)︂
∂i ∈ Γ∞c (M ← φ∗V B) yields a smooth mapping (by smoothness

of X, the functional G and the propagator Gφ) defining the desired vector field.

Definition 2.5.8. Let U ⊂ Γ∞(M ← B) be CO-open and L a generalized microlocal Lagrangian.
We define the on-shell algebra on U associated to L as the quotient

FL(B,U , g)
.
= Fµc(B,U , g)/IL(B,U , g). (2.76)

This accounts for the algebra of observable once the condition E(L)φ[0] = 0 has been imposed
on U .

2.6 Examples

2.6.1 Wave maps

Finally we introduce, as an example of physical theory, wave maps. The configuration bundle, is
C =M ×N , where M is an m dimensional Lorentzian manifold and N an n dimensional manifold
equipped with a Riemannian metric h. The space of sections is canonically isomorphic to C∞(M,N),
the latter possess a differentiable structure induced by the atlas

(︁
Uφ, uφ,Γ∞c (M ← φ∗TN)

)︁
, where

uφ has the exact same form (2.9), with the only difference being that the sections are N -valued
mappings, thus exp can be taken as the exponential function induced by a Riemannian metric h on
N . The generalized Lagrangian for wave maps is

LWM(f)(φ) =
1

2

∫︂
M
f(x)Trace(g−1 ◦ (φ∗h))(x)dµg(x); (2.77)

obtained by integration of the standard geometric Lagrangian λ = 1
2g
µνhij(φ)φ

i
µφ

j
νdµg smeared

with a test function f ∈ C∞c (M). Computing the first functional derivative, as per (2.39), we get
the associated E-L equations, which written in jets coordinates reads

hijg
µν
(︂
φiµν + {h}iklφkµφlν − {g}λµνφiλ

)︂
= 0, (2.78)
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where we denoted by {h}, {g} the coefficients of the linear connection associated to h and g respec-
tively. Computation of the second derivative of (2.77) yields

δ(1)E(LWM )φ[0] : Γ
∞
c (M ← φ∗TN)× Γ∞c (M ← φ∗TN)→ R

(X⃗, Y⃗ ) ↦→
∫︂
M

1

2

[︂
gµν(x)hij(φ(x))∇µXi(x)∇νY j(x) +Aµij(φ(x))

(︁
∇µXi(x)Y j(x) +∇µY i(x)Xj(x)

)︁
+ Bij(φ(x))X

i(x)Y j(x)
]︁
dµg(x).

(2.79)
Where we choose f ≡ 1 in a neighborhood of supp(X⃗) ∪ supp(X⃗) as done before. One can show
that the coefficients Aµij always vanish and

δ(1)E(LWM )φ[0](X⃗, Y⃗ )

=

∫︂
M

1

2

(︁
gµν(x)hij(φ(x))∇µXi(x)∇νY j(x) +Rkilj(φ(x))p

α
k (φ(x))φ

l
α(x)X

i(x)Y j(x)
)︁
dµg(x)

where R are the components of the Riemann tensor of the Riemannian metric h, and pαk
.
= ∂λ

∂ykα
is

the conjugate momenta of the Lagrangian λ. It is therefore evident that the induced differential
operator Dφ can be expressed locally as

Dφ(X⃗)(x) =
(︁
gµν(x)hij(φ(x))∇µνX⃗

i
(x) +Rkilj(φ(x))p

α
k (φ(x))φ

l
α(x)X

i(x)
)︁
dyj
⃓⃓
φ(x)

. (2.80)

Its principal symbol is clearly

σ2(Dφ) =
1

2
gµν

∂

∂xν
∂

∂xµ
⊗ idφ∗TN .

Theorem 1.2.16 then ensures the existence of the advanced and retarded propagators for Wave Maps
G±WM [φ]. Their difference defines the causal propagator and consequently the Peierls bracket as in
Definition 2.4.4. The results of Sections 2.3 and 2.4 do apply to wave maps: it is therefore possible
to obtain a ∗-Poisson algebra generated by microcausal functionals Fµc(M ×N, g) which enjoys all
the properties collected throughout Section 2.4.

2.6.2 Scalar field theories

We finish this chapter by translating some of the results obtained above in case where B =M ×R.
We will use those results in the following chapters. We notice at first that the manifold stricture of
C∞(M,R) is generated by charts {(Uφ, uφ, C∞c (M))} where

Uφ = φ+ C∞c (M);

uφ(ψ) = ψ − φ.
(2.81)

Notice that the standard Euclidean metric on R has a globally defined exponential exp : TR→ R×R,
then Uφ becomes the largest possible subset isomorphic to a copy of the modelling vector space. This
enlargement of the chart open set yields a ultralocal chart independent result for the characterization
of microlocal functionals in Proposition 2.3.11, therefore if F : C∞(M,R) is microlocal and F (1) is
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locally bornological, then

F (φ) = F (φ0) =

∫︂
M
jrxφ
∗θF,φ0 (2.82)

for all φ having φ− φ0 ∈ C∞c (M). We also remark that C∞(M,R) can be seen as a disjoint union
as

C∞(M,R) =
⨆︂

φ∈C∞(M,R)/∼

φ+ C∞c (M)

where ∼ is the equivalence relation defined by φ1 ∼ φ2 if and only if their difference φ1 − φ2 is
compactly supported. In this sense, (2.82) is a ultralocal chart independent object. Finally, due to
Proposition 2.3.12, we also get that the

F (φ) =

∫︂
M
jrxφ
∗θF

for a globally defined θ ∈ Ωn(M).

In the sequel the dynamics will be that given by the Klein-Gordon Lagrangian:

Lf : C∞(M,R) ∋ φ ↦→
∫︂
M
f(x)

(︁
gµν∇µφ∇νφ+m2φ2 + κR(g)φ2

)︁
(x)dµg(x). (2.83)

The latter generates the Klein-Gordon equations

P (φ) ≡ dL1[φ](x) =
(︁
gµν∇µφ∇νφ+m2φ+ κR(g)

)︁
φ. (2.84)

In particular the constants m, κ are called the mass and the coupling constant of the theory. We
also mention a special kind of functionals, i.e. those generating Wick powers, we denote them by

ϕk(M,g)(f) : C
∞(M,R) ∋ φ ↦→

∫︂
M
f(x)φk(x)dµg(x). (2.85)

It it easy to show that both (2.83), (2.85) are microlocal and are generalized Lagrangians according
to Definition 2.3.13.

Finally, let us show some other results for the scalar case which we will extensively use in the
following parts. In the scalar case the strong convenient topology is generated by seminorms

p[a,b],γ,B(F )
.
= sup

t∈[a,b]⊂R
γ∈C∞(R,U)
(ψ1,...,ψk)∈B

⃓⃓⃓
dkF [γ(t)](ψ1, . . . , ψk)

⃓⃓⃓
, (2.86)

pφ,Υk,g ,q,χ(F )
.
= ||F (k)[φ]||q,χ,V , (2.87)

where γ : R→ U is a smooth curve valued in a c∞-open subset of C∞(M), B is a closed and bounded
subset in C∞(M)k ≃ C∞(Mk), q ∈ N, χ ∈ C∞c (Mk), V ⊂ T ∗Mk with Υk,g ∩ supp(χ) × V = ∅
are Hörmander seminorms in the direct limit topology of Lemma 2.5.2. Then we have the following
technical result:

Lemma 2.6.1. Freg(M, g) ⊂ Fµc(M, g) is sequentially dense in the strong convenient topology.
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Proof. Let F ∈ Fµc(M, g), we show that there exists a sequence {Fn} ⊂ Freg(M, g) such that
Fn → F in the strong convenient topology of Fµc(M, g). First we search for a sequence of mollifiers
strongly converging to the identity mapping. We shall use [20, Theorem 12 pp.68], which guarantees
the existence of continuous linear mappings Sn : C∞(M) → C∞(M) such that Sn → idC∞(M)

uniformly over bounded subsets of C∞(M). Suppose that F ∈ Fµc(M,h) has support inside a
compact K ⊂ M , and let χ ∈ C∞c (M) with χ|K = 1. Set Fn(φ) = F (Sn(χnφ)), since each Sn

enlarges the support at most in a 1/n neighborhood of K, F (Sn(χnφ)) = F (Sn(φ)); by the Schwartz
kernel theorem we can represent Sn(χφ) as

Sn(χφ)(x) =

∫︂
M
Sn(x, y)χ(y)φ(y)dµg(y),

where Sn ∈ C∞(M2) for each n ∈ N. To simplify the notation, we shall write Sn(φ) in place of
Sn(χφ). We claim that WF(dkFn[φ]) = ∅ ∀n, k ∈ N. To wit, by linearity of each Sn, dSn[φ](ψ) =
Sn(ψ), dkSn[φ] = 0 ∀k ≥ 2; thus the only non trivial term in Faà di Bruno’s formula is

dkFn[φ](ψ1, . . . , ψk) = dkF [Sn(φ)](dSn[φ](ψ1), . . . , dSn[φ](ψk)) = dkF [Sn(φ)](Sn(ψ1), . . . , Sn(ψk)).

Its associated kernel, dkFn[Sn(φ)](x1, . . . , xk), will have the form∫︂
Mk

dkF [Sn(φ)](y1, . . . , yk)Sn(x1, y1) · · ·Sn(xk, yk)dµg(y1, . . . , yk).

By smoothness of each Sn, singularities of dkF [Sn(φ)] are suppressed and dkFn[Sn(φ)](x1, . . . , xk)
becomes smooth, therefore Fn ∈ Freg(M). Finally we have to show convergence in the strong
convenient topology, which is generated by the family of seminorms in (2.86) and (2.87). Since we
are working with regular functionals, the second seminorms are trivial and all we have to check is
convergence with respect to the first. In practice, chosen any seminorm and ϵ > 0, we have to show
that there is some n0 for which n > n0 implies

pγ,[a,b],B,k(Fn − F ) < ϵ.

Thus we estimate

pγ,[a,b],B,k(Fn − F ) = sup
t∈[a,b]

(ψ1,...,ψk)∈B

⃓⃓⃓
dkF [Sn(γ(t))](Sn(ψ1), . . . , Sn(ψk))− dkF [γ(t)](ψ1, . . . , ψk)

⃓⃓⃓

≤ sup
t∈[a,b]

(ψ1,...,ψk)∈B

⃓⃓⃓
dkF [Sn(γ(t))](Sn(ψ1), . . . , Sn(ψk))− dkF [Sn(γ(t)](ψ1, . . . , ψk)

⃓⃓⃓

+ sup
t∈[a,b]

(ψ1,...,ψk)∈B

⃓⃓⃓
dkF [Sn(γ(t))](ψ1, . . . , ψk)− dkF [γ(t)](ψ1, . . . , ψk)

⃓⃓⃓

≤ sup
t∈[a,b]

(ψ1,...,ψk)∈B

⃓⃓⃓
dkF [Sn(γ(t))](Sn(ψ1)− ψ1, . . . , Sn(ψk)− ψk)

⃓⃓⃓
+ sup

t∈[a,b]
(ψ1,...,ψk)∈B

⃓⃓
pSn(γ(t)),ψ1,...,ψk

(F )− pγ(t),ψ1,...,ψk
(F )
⃓⃓
.
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F : C∞(M) → R is convenient smooth, hence Bastiani smooth due to the Fréchet space topology
in C∞(M); as a result all its derivatives are jointly continuous, and we can further estimate

sup
t∈[a,b]

(ψ1,...,ψk)∈B

{︄
CqK,l(Sn(γ(t)))

k∏︂
i=1

qK,l(Sn(ψi)− ψi))

}︄

+ sup
t∈[a,b]

(ψ1,...,ψk)∈B

{︄
C ′(qK,l(Sn(γ(t))− qK,l(γ(t)))

k∏︂
i=1

qK,l(ψi))

}︄

≤C sup
t∈[a,b]

{qK,l(Sn(γ(t)))} sup
(ψ1,...,ψk)∈B

{︄
k∏︂
i=1

qK,l(Sn(ψi)− ψi))

}︄

+ C ′ sup
t∈[a,b]

{qK,l(Sn(γ(t))− γ(t))} sup
(ψ1,...,ψk)∈B

{︄
k∏︂
i=1

qK,l(ψi))

}︄

where qK,l are the seminorms of the Fréchet topology on C∞(M). The terms supt∈[a,b] {qK,l(Sn(γ(t)))},
sup(ψ1,...,ψk)∈B

{︂∏︁k
i=1 qK,l(ψi))

}︂
are bounded by constants D and D′ respectively, due to continu-

ity of the seminorms; moreover, since Sn converges uniformly on bounded subsets of C∞(M), we can
find some n0 ∈ N, having sup(ψ1,...,ψk)∈B {qK,l(Sn(ψi)− ψi))} <

ϵ
2CD and supψ∈B′⊃γ([a,b]) {qK,l(Sn(ψ)− ψ)} <

ϵ
2C′D′ , finally establishing our claim. Notice that those estimates do not depend on the cut-off χ for
choosing its support big enough, we can directly assume χ ≡ 1.
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Chapter 3

Functional formalism in quantum field
theory: Wick powers

In this chapter we are transitioning from classical free field theories to quantum free field theories.
First we review the definitions and properties of natural bundles: they are particular types of bun-
dles which, broadly speaking, have a canonical way for lifting local diffeomorphisms of the base
manifold to local automorphisms of the bundle. This notion is very common for one of the first
bundles encountered in differential geometry is the tangent bundle, which has the aforementioned
property, in particular given a local diffeomorphism we can associate its Jacobian matrix, and this
is all is needed to create the trivializations of the tangent space. We stress this lifting of diffeo-
morphism (as well as the tangent mapping) has functorial origin, we will then see (Theorem 3.1.5,
Theorem 3.1.4), that natural bundles can be equivalently described by a functor or through a geo-
metrical construction. The reason we are interested in such objects is that they provide a framework
for handling the geometric parameters of the theory which, in the case of Klein-Gordon theory in
curved spacetime, will result in defining the natural bundle of background geometries (see (3.8)
and Definition 3.1.7) whose sections h = (g,m, κ) represents the metric, the mass and the coupling
constant to gravity. The importance of such bundles is crucial for classical field theories for it gives
a natural way of treating covariant functions and forms (for example see Theorem 3.1.9); however, it
can be used in the quantum setting as well and will provide the technical framework for classifying
ambiguities in the definition of Wick powers (c.f. Theorem 3.3.10).

The starting point for the quantum theory are the classical results obtained in Chapter 2, then we
apply deformation quantization to the Poisson algebra of microcausal functionals (Fµc, { , }(M,h))

(h = (g,m, κ) is a background geometry), which consists in deforming the classical product of
functionals to a ⋆-product. This is however, not directly possible for microcausal functionals; to
find a way around we restrict the algebra to regular functionals and define there the ⋆ product.
Introducing the notion of Hadamard state and using the characterization [64, Theorem 5.1] we
show that it is possible to define a ⋆H -product on Fµc, where H is a Hadamard parametrix. The
issue here is that this ⋆ product is not uniquely defined for any two parametrix H, H ′ differ by
a smooth function d ∈ C∞(M ×M). Using the density of regular functionals into microcausal,
we extend the regular ⋆ product to a ⋆ product in the abstract algebra of microcausal functionals
Aµc with the property that whenever H is the symmetric part of a Hadamard state, we have an
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isomorphism of ⋆ algebras
αH : (Aµc, ⋆)→ (Fµc, ⋆H).

The next step is the definition of Wick powers (see Definition 3.3.9). As mentioned earlier,
in [40], the characterization of uniqueness has been established using the rather strong analytical
dependence of Wick powers on the background geometry. This condition was weakened in [47] to
a milder one which was enough for using the Petree-Slovák Theorem and classify ambiguities in
the definition of Wick powers. For the sake of thoroughness, we will state and prove the results
obtained in [46, 47] for scalar field theories. We stress that, differently from [40, 47], we are not
using on-shell algebras, since functional formalism is general enough to avoid working in this special
condition. Several of the requirements of Wick powers were therefore generalized in Definition 3.3.9.

3.1 Natural bundles

Definition 3.1.1. A natural bundle is a covariant functor, N : Man → FBndl, from the category
of manifold and local diffeomorphisms to the category of fiber bundles and local fibered morphisms,
satisfying the following properties:

(i) N(M) ≡ (B, π,M,F ) is a fiber bundle over M ;

(ii) if i : U ↪→M is the inclusion of a submanifold, then N(i) : N(U)→ N(M) is the inclusion of
the sub-bundle N(U) ≡ (π−1(U), π |U , U, F ) into the fiber bundle N(M);

(iii) If Σ is a parameter manifold and ϕ : Σ×M → N is a smooth family of local diffeomorphisms
depending on the parameter s ∈ Σ, then N(ϕ) : Σ×N(M)→ N(N) is smooth.

It is now easy to see that the tangent bundle (TM, τ,M,Rn) is an example of natural bundle, in
fact T is easily seen to be a covariant functor, (i) is clear, (ii) follows once we realize that i : U ↪→
is a local diffeomorphism that is locally the identity, therefore Ti : TU → TM will be locally the
identity as well, therefore forming a sub-bundle. Finally to show (iii) note that the fiber mapping
Tϕs : TM → TN , where s ∈ Σ is a parameter, will involve products and sums of coefficients of the
Jacobian of ϕs, J

µ
ν (s), which is jointly smooth.

We now attempt to give a classification of the possible types of natural bundles. In order to
do so, we will take, at first sight, a somewhat strange path which, in the end, will prove of great
practical utility. To start consider open sets U , V of Rn and Rm respectively each of which contains
the origin, let

Jk0 (U, V )0
.
= {α ∈ C∞(U, V ) : α(0) = 0}/ ∼

Jk0 (Rn,Rm)0
.
= {α ∈ C∞(Rn,Rm) : α(0) = 0}/ ∼

where the equivalence relation is given by α ∼ α′ if and only if jk0α = jk0α
′. Using local coordinates

(U, xi) and (V, ya) we can write

jk0α = αa|0 +
∂αa

∂xi

⃓⃓⃓
0
xi + . . .+

1

k!

∂kαa

∂xi1 . . . ∂xik

⃓⃓⃓
0
xi1 . . . xik ≡ αai xi + . . .+

1

k!
αai1...ikx

i1 . . . xik
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therefore we can make this space a n
(︂(︁

n+k
n

)︁
− 1
)︂
-dimansional differentiable manifold structure

whose coordinates are of the form
(︁
αai , . . . α

a
i1...ik

)︁
. Moreover, provided s < k, we have smooth

projections
πks : Jk0 (U, V )0 → Js0(U, V )0 : (α

a
i , . . . α

a
i1...ik

) ↦→ (αai , . . . α
a
i1...is)

Another important property of those spaces is covariance for the jet functor Jk0 (·, ·)0: let α ∈
Jk0 (U, V )0, β ∈ Jk0 (V,W )0 with U , V , W open subsets of Rn, Rm, Rp respectively, then β ◦ α :

Rn → Rp is well defined and the image of 0 ∈ Rn is 0 ∈ Rp, moreover by Faà di Bruno’s formula
[β ◦ α] ∈ Jk0 (U,W )0. As an example, for k = 2 we have that locally [β ◦ α] has the form

(βaj α
j
i , β

a
ijα

i
kα

j
l + βai α

i
kl).

Suppose that m = n, and that instead of generic mappings we only consider those that are invertible
on a neighborhood of the origin. We shall denote this space as

GLk(n,R) .= Jk0 (U, V )
(inv)
0 .

Not only the latter space is a manifold but it is a Lie group as well: the inversion map is the one
associating the local inverse, while the multiplication map is given by the composition of mappings;
both operations are made by sums and products of monomials, and, as a consequence, are smooth.
GLk(n,R) is then usually referred as the kth order jet group of GL(n,R), since, when k = 1, we
can readily identify the former with with the general linear group of Rn.

Now we go one step further, let e : U ⊂ Rn → M be a local diffeomorphism in a neighborhood
of the origin 0 ∈ Rn, calculating its kth order jet extension in the origin yields

(jk0e)
µ = eµ(0) + eµi x

i + . . .+ eµi1...ikx
i1 . . . xik .

Similarly to what we did before, let Jk0 (U,M)(inv) the kth order jet space of invertible mappings
with the structure of a fiber bundle over M of dimension n

(︁
n+k
n

)︁
, which we denote by Lk(M).

Fibered coordinates are of the form (eµ, eµi . . . , e
µ
i1...ik

), and coordinates transformations on M with
x′µ = x′µ(x), induce transformations on Lk(M) of the form⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

e′µ ≡ x′µ(x),
e′µi = Jµα(x)eαi ,

e′µij = Jµα(x)eαij + Jµαβ(x)e
α
i e
β
j ,

. . .

e′µi1...ikx
i1 = Jµαeαi1...ikx

i1 + . . .+ Jµα1...αke
α1
i1
. . . eαk

ik
.

(3.1)

Lemma 3.1.2. Lk(M) → M is a principal fiber bundle, called the kth order frame bundle, with
structure group GLk(n,R).

Proof. We shall verify that the trivializations induced by (3.1) define trivializations as per Definition
1.2.4. The projection π : Lk(M) → M : jk0e ↦→ e(0) is a well defined smooth mapping, consider
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some atlas {Ua, xµ}a∈A of M , and define trivializations

t(a) : L
k(M)→M ×GLk(n,R) : jk0e ↦→ (e(0), jk0α), (3.2)

where jk0α ∈ GLk(n,R) is the unique element in the equivalent class whose kth order jet expansion
in 0 ∈ Rn is

α(0) = eµi x
i + . . .+ eµi1...ikx

i1 . . . xik +Rk+1(x).

Since the mappings t(a) involve only polynomial terms, they are smooth. Transition mappings
associates to trivializations t(a) and t(b) takes the form

t(ab) :Uαβ ×GLk(n,R)→ Uαβ ×GLk(n,R)

jk0 (x ◦ e) ≡ (e(0), jk0α) ↦→ jk0 (x
′ ◦ e) ≡ ((x′ ◦ e)(0), jk0 (J ◦ α)),

(3.3)

which specified in coordinates reads (eµ, eµi . . . , e
µ
i1...ik

) ↦→ (e′µ, e′µi . . . , e
′µ
i1...ik

) and the relation be-
tween the two is given by (3.1). In other words we are identifying the transition mapping as a left
action of the element jkJ ∈ GLk(n,R), given by the Jacobian its subsequent derivatives, on the
element jk0α of the typical fiber. All of (3.2), (3.3) are smooth in the respective domains since are
polynomials in the respective variables.

Since all principal bundles come equipped with a global right action, we explicitly write down
the one of GLk(n,R) on Lk(M):

Lk(M)×GLk(n,R)→ Lk(M) : (jk0e, j
k
0β) ↦→ jk0 (e ◦ β), (3.4)

which locally, for k = 2, reads

(eµ, eµa , e
µ
ab, α

a
i , α

a
ij) ↦→ (eµ, eµaα

a
i , e

µ
abα

a
i α

b
j + eµaα

a
ij).

The reason why Lk(M) is called the kth order frame bundle is that, when k = 1, it becomes the
usual frame bundle1. It is customary to introduce the tangent bundle TM of M as as the space of
kinematic tangent vectors of M , it can, however, also be seen as the bundle associated to the frame
bundle L(M) with the left action λ : GL(n,R)× Rn → Rn that it is induced by left multiplication
of a matrix on a vector. Define a bundle

L(M)×λ Rn
.
= L(M)× Rn/ ∼λ,

where the equivalence relation is given by (p, v) ∼ (p′, v′) if there is some A ∈ GL(n,R) such
that p′ = RA(p) and v′ = λA(v). Coordinates are of the form (xµ, vµ), and if we change them
on M via x′ = x′(x) we have induced a transformation v′µ = Jµν vν . By (ii) in Proposition 1.2.2
L(M)×λ Rn ≃ TM .

The case of the tangent bundle presented above points to the emergence of a certain pattern:
1The frame bundle of M , denoted L(M) is the set ∪x∈M{(ex)}, where {ex} is the set of basis of the tangent space

TxM . If a set of coordinates (Ua, {xµ}) are chosen on M , one can induce trivializations on L(M) by setting

ta(ex) = (xµ, (ex)
µ
a),

where (ex)
µ
a ∈ GL(n,R) is the matrix associated to the change of basis ∂µ → (ex)a.
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bundles associated with frame bundles are natural. In order to prove it we shall need some inter-
mediate results.

Lemma 3.1.3. Lk : M ↦→ Lk(M) is a functor from the category of manifolds and local diffeomor-
phisms to the category of fiber bundles and local fibered morphisms.

Proof. From Lemma 3.1.2, we have that for each manifold M (resp. U ⊂ M), Lk(M) (resp.
Lk(U) ⊂ Lk(M)) is a principal fiber bundle. Suppose that ψ ∈ Diff loc(M), then there are open
subsets U ,V of M such that ψ : U → V is a diffeomorphism. Set

Lk(φ) : Lk(U)→ Lk(V ) : jk0e ↦→ jk0 (ψ ◦ e).

By functoriality and covariance of the jet prolongations jk0 (φ ◦ e) = jke(0)φ ◦ j
k
0e, yielding a commu-

tative diagram:

Lk(U) Lk(V )

U V

Lk(φ)

jk0e jk0 (φ ◦ e)

φ

In addition, Lk(ψ)
(︂
Rjk0α

jk0 (ψ ◦ e)
)︂
= jk0 (ψ ◦ e ◦α) = Rjk0α

(︁
Lk(ψ)jk0e

)︁
, implying that Lk(ψ) is even

a local principal isomorphism.

Given a natural bundle functor N, we say that it has finite order k if, given any M ∈ Ob(Man),
ϕ, ψ ∈ Diff loc(M) with jkxϕ = jkxψ in some x ∈M , we have

N(ϕ)(π−1(x)) ≃ N(ψ)(π−1(x))

where as usual π is the projection of the fiber bundle N(M).

Theorem 3.1.4. Let N : Man → FBndl be a natural functor of finite order k, then for all M ∈
Ob(Man) we have a canonical isomorphism

N(M) ≃ Lk(M)×λ S

where S .
= π−1M (0) is the standard fiber of the natural bundle N(Rn).

Proof. Denote by πM : N(M)→M the bundle projection. We start by writing down the action of
the group GLk(n) on S. Consider two n-dimensional manifolds M , N and the mapping

Jk(M,N)(inv) ×M N(M)→ N(N) :
[︁
jkxf, b

]︁
↦→ N(f)(b),

where as usual the space Jk(M,N)(inv) denotes the space of kth order jets of local diffeomorphisms
and

[︁
jkxf, b

]︁
any representative of the equivalence relation

[︁
jkxf, b

]︁
∼M

[︁
jkx′f

′, b′
]︁

if x = x′, πM (b) =

πM (b′). From here on we work locally on the chart Ua ⊆ M and assume M = N , Ua = Rn; in
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which case the above mapping takes the form

Jk(Ua, Ua)
(inv) ×Ua N(Ua) ≡ Jk(Ua, Ua)(inv) × S → N(Ua) : (j

k
xα, y) ↦→ (x,N(α)(y)) ≡ (x, α̃(y)),

where we are trivializing points b of N(Ua) as (x, y). Choosing in particular x = 0, and composing
with the fiber projection yields a mapping

λ : GLk(n,R)× S → S : (jk0α, y)→ α̃(y). (3.5)

This is a left action since λjk0α ◦ λjk0β(y) = N(α) ◦ N(β)(y) = N(α ◦ β)(y) = λα◦β(y). Then
consider the mapping

Lk(M)×λ S ∋ (jkxe, y) ↦→ (x,N(α)(y)) ∈ N(M), (3.6)

where jkxe = (x, jk0α) for some jk0α ∈ GLk(n,R). This is well defined for if we take any other α′

with jk0α
′ = jk0α, by finiteness of the order of N, N(α) = N(α′). Finally this is an isomorphism

since choosing jkxe = (x, jk0α
−1), and using covariance of the jet and natural functor, we show that

(3.6) is an isomorphism of bundles projecting over idM .

Theorem 3.1.4 can be framed into a more categorical setting: consider therefore the mapping
λ : GLk(m)× S → S canonically defined by (3.5), then we induce a covariant functor

N :PB(GLk(m))→ FBndl

P ↦→ P ×λ S

Ψ ↦→ L(Ψ) ≡ [Ψ, idS ]λ

(3.7)

where PB(G) is the category of principal bundles with group G and local principal bundle isomor-
phisms, and the action of L(Ψ) on a point [p, y]λ ∈ P ×λ S is understood as [Ψ(p), y]λ. Combining
this with Lemma 3.1.2 we see that we can construct a functor L

.
= N ◦ Lk : Man→ FBndl.

Theorem 3.1.5. There is a bijective correspondence between the set of kth order natural bundles
on n-dimensional manifolds and the associated S-bundle to a principal GLk(n,R)-bundle. Moreover
this correspondence takes the form of natural transformation between functors.

Proof. Let N a natural bundle functor, fixed M ∈ Ob(Man), we can consider (up to diffeomor-
phisms) the standard fiber S ≃ π−1(x), where N(M) = (B, π,M, S) is the natural bundle in
question. Call qjk0 e : L

k(M)×λ S |jk0 e→ N(M)|x=e(0) the isomorphism introduced in Theorem 3.1.4,
and set

χM : L(M)→ N(M) : (jk0e, y) ↦→ N(e)(y).

Suppose that ψ ∈ Diff(loc)(M), then

N(ψ) ◦ χM ([jk0e, y]λ) = N(ψ) ◦N(e)(y) = N(ψ ◦ e)(y) = χN ([ψ ◦ e, y]λ) = χN ◦ L(ψ)([jk0e, y]λ).

Equivalently we showed that the following diagram is commutative:
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L(M) N(M)

L(N) N(N)

χM

L(ψ) N(ψ)

χN

Therefore χ : L⇒ N is a natural transformation.

A worthy example of a natural bundle is the bundle of linear connections Conn(M) of M . The
latter is defined as the associated bundle to L2(M) via the action

λ : GL2(n)× Rn
3 → Rn

3
: (Jαβ , J

α
βγ ,Γ

α
βγ) ↦→ Jαβ

(︂
Γβµν J̄

µ
γ J̄

ν
δ + J̄

β
γδ

)︂
where as before J denotes an element of GL(n) and J̄ its inverse. Another example is

H(M) =
(︂
HM

.
= Lor(M)×M (M × R2), π,M, S2

(1,n−1)(R
n)× R2

)︂
, (3.8)

where S2
(1,n−1)(R

m) denotes the space of signature (1, n− 1) symmetric matrices. Coordinates will
be given by fibered local charts (xα, gµν ,m, κ). We stress that since the coefficients of the metric are
symmetric then not all of them are independent, therefore when we refer to {gµν} as coordinates
we are really considering just {gµν}1≤µ<ν≤n. Physical scaling on H(M) is then defined as follows:
let λ ∈ R+, then we define a fibered isomorphism projecting onto the identity of M by

Sλ :HM → HM, (x, gµν ,m, κ) ↦→ (x, λ−2gµν , λ
2m,κ). (3.9)

Here the coordinates (m,κ) will later represent the mass and coupling constant on the Klein-Gordon
equation on M , for now however we take them to just be coordinates of the fiber. We also note
that Sλ induces as well a mapping : Γ∞(M ← HM)→ Γ∞(M ← HM) : h ↦→ hλ which we denote
by the same symbol.

Definition 3.1.6. A natural bundle equipped with physical scaling is a natural functor

H : Man→ FBndl,

from the category of manifolds and local diffeomorphisms to the category of fiber bundles and
local fiber isomorphisms, with the additional property that for any M ∈ Ob(Man) there exists a
corresponding physical scaling Sλ on HM such that for any ψ ∈ Diff loc(M,M ′) and λ ∈ R+ then

S′λ ◦H(ψ) = H(ψ) ◦ Sλ.

Clearly (3.9) is an example of physical scaling according to Definition 3.1.6.

Definition 3.1.7. Let H : Man → Bndl be the natural scaling bundle described in (3.8), a
background geometry is a pair (M,h) where h ∈ Γ∞(M ← HM) and (M, g) is a time orientable,
globally hyperbolic spacetime. Let then BckG be the category of background geometry, whose
objects are time orientable globally hyperbolic spacetimes and whose morphisms are time respecting,
causality preserving smooth isometric embeddings.
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Note that in the above definition any such arrow χ : M → M ′ of BckG, is in particular a local
diffeomorphism, so that H(χ) is defined according to Definition 3.1.1; moreover, the transformation
induced on the object (M ′, h′) is given by (M,h = χ∗h′), where the section χ∗h′ is defined as the
mapping H

(︁
χ|H(χ(M))

)︁−1 ◦ h′ ◦ χ guaranteeing the commutativity of the diagram

HM HM ′

M M ′

H(χ)

χ∗h′ h′

χ

We stress that the physical scaling introduced above is consistent with the pullback of sections
introduced above, due to commutativity with H(χ).

3.1.1 Covariance identity for natural bundles

In this section, we will present an important result (Theorem 3.1.9), which states that if a smooth
function f from the rth order jet prolongation of a natural bundle Jr(N(M)) to R is diffeomor-
phism covariant, then it must satisfy some strict conditions: the coordinate dependence is limited
to all those coordinates of Jr(N(M)) which are tensor-like quantities, furthermore, f can only be a
function of all the scalar quantities constructed out of the tensor-like coordinates mentioned earlier.
This result, which we will prove for the natural bundle (3.8), will be crucial for the proof of The-
orem 3.3.10, which essentially classifies the ambiguities of the definition of Wick powers as scalars
constructed out of the matric and the coupling constants.

A useful consequence of the formalism of natural bundles is the possibility of characterizing
Diff(M)-invariant functions on the rth jet order JrN(M) for some natural bundle N(M) by means
of the natural formalism developed in [27, 48]. Instead of analyzing the general case we are going
to study the case N(M) = HM defined in (3.8). There we assign coordinates (xµ, gµν ,m

2, κ), thus
the rth order jet prolongation has canonical coordinates

(xµ, gµν , . . . , gµν,λ1...,λr ,m
2, . . . ,m2

λ1...,λr , κ, . . . , κλ1...,λr).

to derive the key result of covariance it is necessary to choose suitable coordinates in JrHM other
than the above.

Proposition 3.1.8. Let JrHM be the natural bundle described above then, for each r ∈ R, there
is a coordinates transformation

(xµ, gµν,Λ,m
2
Λ, κΛ)

(xµ, gµν , d(ΛS
α
βµ),∇(ΛR

α
βµ)ν ,∇(Λ)m

2,∇(Λ)κ)

where Λ = (λ1, . . . , λk) is a multi-index with k = |Λ| ≤ r − 2, round brackets between indices
denotes symmetrization, the coefficients S and R are respectively the coefficients of the Levi-Civita
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connection and the Riemann tensor induced by g; finally, dµ(·)dxµ denotes the horizontal differential
on jrHM .

Proof. We shall divide this argument into four steps: we shall analyse the cases r = 1, 2, 3 and
then use those to formulate and induction hypothesis. We shall also restrict to the simpler case
HM = Lor(M) the bundle of Lorentzian metrics on M and come back to the general case at the
end.

Step 1. We start with coordinates (xµ, gµν , dαgµν) on J1Lor(M). Recall that the metric g
induces its Christoffel symbols, Sαµν = 1

2g
αβ(−dβgµν + dµgνβ + dνgβµ), then

2gαβS
α
µν + 2gαµS

α
βν = dµgνβ + dνgβµ − dβgµν

+ dβgνµ + dνgµβ − dµgβν
= 2dνgµβ.

There are in total n2 n+1
2 independent components of dνgµβ and of Sαµν , as a result⎧⎨⎩2dνgµβ = 2gαβS

α
µν + 2gαµS

α
βν

Sαµν = 1
2g
αβ(−dβgµν + dµgνβ + dνgβµ)

(3.10)

are one the inverse to each other and produce a well defined change of coordinates.
Step 2. We start with coordinates (xµ, gµν , dαgµν , dαβgµν) on J2Lor(M), by (3.10), we can

as well assume we have initial coordinates (xµ, gµν , S
α
βν , dαβgµν). Recall that the Riemann tensor

components are expressed as Rαβµν = dµS
α
βν + SασµS

σ
βν − dνSαβµ − SασνSσβµ. Next define

Sαβµν
.
= d(µS

α
βν). (3.11)

we stress that round brackets means that all indices between them are symmetrized.

3Sαβµν − 2Rα(βν)µ = dµS
α
βν + dβS

α
νµ + dνS

α
µβ

− dνSαβµ + dµS
α
βν − dβSανµ + dµS

α
βν +O(j1g)

= 3dµS
α
βν +O(j1g)

where we denoted by O(j1g) in the above formula terms which depends at most on j1g and for
which (3.10) already gives the sought transformation. Summing up we have

dµS
α
βν = Sαβµν −

2

3
Rα(βν)µ + . . . (3.12)

where . . . refers to terms living in the first order jet bundle. Next we compute

dαβgµν = dβ
(︁
gσαS

σ
µν + gσµS

σ
να

)︁
= gσαdβS

σ
µν + gσµdβS

σ
να +O(j1g)

= gσα

(︃
Sσµβν −

2

3
Rσ(µν)β

)︃
+ gσµ

(︃
Sσαβν −

2

3
Rσ(αν)β

)︃
O(j1g)

= 2gσ(αS
σ
µ)βν −

1

3
(Rαµνβ +Rανµβ +Rµανβ +Rµναβ) +O(j1g)

= 2gσ(αS
σ
µ)βν −

1

3
(Rανµβ +Rαβµν) +O(j1g).
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Finally, dαβgµν has n2
(︁
n+1
2

)︁2 independent components, while dS and the Riemann tensor R have
respectively n

(︁
n+2
3

)︁
and n2

12 (n + 1)2 independent components. It follows easily that n2
(︁
n+1
2

)︁2
=

n
(︁
n+2
3

)︁
+ n2

12 (n+ 1)2, therefore we conclude that the mapping

(xµ, gµν , dαgµν , dαβgµν) ↦→ (xµ, gµν , S
α
µν , S

α
µβν , R

α
βµν),

where up to order 1 are defined by (3.13) and⎧⎨⎩dαβgµν = 2gσ(αS
σ
µ)βν −

1
3 (Rανµβ +Rαβµν) +O(j1g),

Sαβµν
.
= d(µS

α
βν), Rαβµν = dµS

α
βν + SασµS

σ
βν − dνSαβµ − SασνSσβµ

(3.13)

is a well defined coordinate transformation.
Step 3. Then again, by (3.10), (3.13) we can assume to have initial coordinates

(xµ, gµν , S
α
µν , S

α
µβν , R

α
βµν , dαβγgµν)

on J3Lor(M). From (3.13),

dαβγgµν = 2dγS(αµ)βν −
1

3
(dγRανµβ + dγRµναβ) +O(j2g)

= 2dγS(αµ)βν −
1

3
(∇γRανµβ +∇γRµναβ) +O(j2g).

Then define Sαγµβν
.
= d(γSαµβν), which we can express as

4Sαγµβν = dγS
α
µβν + dµS

α
βνγ + dβS

α
νγµ + dνS

α
γµβ

= dγS
α
µβν +

1

3

(︁
dµνS

α
βγ + dµβS

α
γµ + dµγS

α
νβ

)︁
+

1

3

(︁
dβγS

α
νµ + dβνS

α
µγ + dβµS

α
γν

)︁
+

1

3

(︁
dνµS

α
βγ + dνβS

α
γµ + dνγS

α
νβ

)︁
= dγS

α
µβν +

1

3
dγ
(︁
dνS

α
νβ + dµS

α
νβ + dβS

α
νµ

)︁
+

2

3

(︁
dµνS

α
βγ + dµβS

α
γµ + dβνS

α
µγ

)︁
= 2dγS

α
µβν +

2

3

(︁
dµνS

α
βγ + dµβS

α
νγ + dβνS

α
µγ

)︁
.

From the definition of the Riemann tensor we get dγRανµβ = dγµS
α
νβ − dγβS

α
νµ + O(j2g), which

plugged in the above expression yields

4Sαγµβν = 2dγS
α
µβν +

2

3

(︁
dµγS

α
βν − dµRαβγν + dβγS

α
νβ − dβRανγµ + dγνS

α
µβ + dνR

α
µβγ

)︁
+O(j2g)

= 4dγS
α
µβν +

2

3

(︁
dµR

α
βνγ + dβR

α
νµγ + dνR

α
µβγ

)︁
+O(j2g)

= 4dγS
α
µβν +

2

3

(︁
∇µRαβνγ +∇βRανµγ +∇νRαµβγ

)︁
+O(j2g),
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applying Bianchi identities simplifies the last term, and we get

Sαγµβν = dγS
α
µβν +O(j2g). (3.14)

Counting the independent components of dαβγgµν , Sαγµβν and ∇γRα yields respectively
(︁
n+1
2

)︁(︁
n+2
3

)︁
,

n
(︁
n+3
4

)︁
and n+2

2
n2

12 (n+ 1)2. Summing the last two numebers gives the first, therefore the mapping

(xµ, gµν , dαgµν , dαβgµν , dαβγgµν) ↦→ (xµ, gµν , S
α
µν , S

α
µβν , S

α
γµβν , R

α
βµν ,∇γRαβµν)

is a proper change of coordinates, with⎧⎨⎩dαβγgµν = 2gσ(αS
σ
β)γµν −

1
3 (∇γRανµβ +∇γRµναβ) +O(j2g).

Sαγµβν = dγS
α
µβν +O(j2g), dγRανµβ = ∇γRανµβ +O(j2g)

(3.15)

Step 4.
By induction, we assume that up to r − 1 ≥ 3, we have a one to one coordinate transformation⎧⎨⎩dαβΛgµν = 2gσ(αS

σ
β)Λµν −

1
3 (∇ΛRανµβ +∇ΛRµναβ) +O(jr−2g).

dβS
α
Λµν = SαβΛµν +O(jr−2g), dΛR

α
νµβ = ∇ΛR

α
νµβ +O(jr−2g)

(3.16)

where |Λ| = r − 3. Using the induction hypothesis dβSαΛµν = SαβΛµν + O(jr−2g) and repeating a
similar argument to the one made for the case r = 3, one can show that

Sαµ0...µr
.
= d(µ0S

α
µ1...µr)

= dµ0S
α
µ1...µr +O(jr−1g), (3.17)

Where similarly to what we did before, we denote by O(jr−1g) for a polynomial function of the
coordinates depending up to the r − 1th order derivatives of the metric. Then we have

dλ1...λrgµν = 2gσ(λ1S
σ
µ)νλ2...λr

+
2

3
∇λ3∇λ4...λrRν(λ1µ)λ2 +O(jr−1g),

we can recast the above equation ∇λ3∇λ4...λrRν(λ1µ)λ2 = ∇λ3...λrRν(λ1µ)λ2 + O(jr−2g) using the
identity [∇α,∇β] = R··αβ we get for |Λ| = r − 2,

dαβΛgµν = 2gσ(αS
σ
β)Λµν −

1

3
(∇ΛRανµβ +∇ΛRµναβ) +O(jr−1g) (3.18)

defines a proper coordinate transformation for the highest order derivatives of the metric.

In our case where two scalar functions are present, we notice that each symmetrized derivative,
e.g. dΛκ, can be written as ∇Λκ, using the fact that ∇λκ = dλκ and for all Λ, Λ′, |Λ| = k ≥ 2,
|Λ′| = k − 1, we have ∇Λκ− dΛκ = O(∇Λ′κ, j|Λ|−1g).

Theorem 3.1.9. If f : JrHM → R is a diffeomorphism covariant function, then using the coordi-
nates introduced in Proposition 3.1.8 it satisfies the following relations:

(i)
∂f

∂xσ
= 0;
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(ii)
∂f

∂Sαµν
=

∂f

∂Sαβµν
= . . . =

∂f

∂Sαλ1...λrµ
= 0;

(iii) furthermore, it holds

0 = 2
∂f

∂gσβ
fgρβ +

∂f

∂Rαβµν

(︂
− δαρRσβµν + δσβR

α
ρµν + 2δσµR

α
βρν

)︂
+ . . .

+
∂f

∂∇ΛRαβµν

(︂
− δασ∇ΛR

σ
βνµ + δσβ∇ΛR

α
ρνµ + 2δσν∇ΛR

α
βρµ + (r − 3)δσλ1∇ρΛ̂R

α
βνµ

)︂
+

∂f

∂∇θm2

(︂
δσθ∇ρm2

)︂
+ . . .+

∂f

∂∇Θm2

(︂
− rδσθ1∇ρΘ̂m

2
)︂

+
∂f

∂∇θκ

(︂
δσθ∇ρκ

)︂
+ . . .+

∂f

∂∇Θκ

(︂
− rδσθ1∇ρΘ̂κ

)︂
where Λ = (λ1, . . . , λr−3) is a multi-index of length r − 3 and Λ̂ = (λ2, . . . , λr−3).

Condition (iii) essentially states that the function f is a function whose arguments are all
covariant scalars that can be constructed out of the coordinated of Proposition 3.1.8. These are
always finite such objects.

Proof. Then again, for simplicity’s sake, we study only the case where f is a smooth function in
JrLor(M) and briefly comment at the end how the adapt this argument in the general case.

Recall that since both the jet functor and the natural functor M → Lor(M) are covariant,
then N(M) = JrLor(M) is a natural bundle as well, thus, by Definition 3.1.1, we can lift any
χ ∈ Diff(M) to an isomorphism Nχ of JrLor(M). f is covariant whether jrLor(χ)∗f = f for all
χ ∈ Diff(M). If χs is a one parameter group of diffeomorphisms of M , by (iii) in Definition 3.1.1 we
can lift it to a one parameter isomorphism of Lor(M) and calling X, X̂ the respective infinitesimal
generators, then

jrLor(χ)∗f = f ⇔ LjrX̂f = 0⇔ iXdHf = ijrLX̂g
dV f, (3.19)

where L denotes the Lie derivative. In coordinates, X̂ = Xµ∂µ +Xµν∂
µν , we can then lift it to a

vector field in X (JrLor(M)) by

X̂ = Xµ∂µ +Xµν∂
µν +Xβ

µν

˜︁∂˜︁∂Sβµν + ˜︁Xβ
αµν

˜︁∂˜︁∂Sβαµν +Xβ
αµν

∂

∂Rβαµν
+ . . .

+ ˜︁Xβ
λ1...λrµ

˜︁∂˜︁∂Sβλ1...λrµ +Xβ
λ1...λrµ

∂

∂∇λ3...λrR
β
λ1µλ2

.
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Calculations of the necessary Lie derivatives yields

LX̂gαβ = 2∇(αX
·
β)

Lj1X̂S
α
µν = ∇µνXα −Rα(µν)ρX

ρ

Lj2X̂S
α
βµν = ∇βµνXα +O(∇X,X)

Lj2X̂R
α
βµν = ∇σRαβµνXσ −∇σXαRσβµν +∇βXσRασµν +∇µXσRαβσν +∇νXσRαβµσ

. . .

LjrX̂S
α
λ1...λrµ = ∇λ1...λrµXα +O(∇r−1X, . . . ,X)

LjrX̂∇λ3...,λrR
α
λ1µλ2 = Xσ∇σ∇λ3...,λrRαλ1µλ2 −∇λ3...,λrR

σ
λ1µλ2∇σX

α +∇λ3...,λrRασµλ2∇λ1X
σ

+ . . .+∇λ3...λr−1σR
α
λ1µλ2∇λrX

σ +∇λ3...λrRαλ1σλ2∇µX
σ

Expanding (3.19) yields

Xσ
(︂
∂σf + ∂αβf∂σgαβ + ∂µνα f∂σS

α
µν +

˜︁∂βµνα f∂σS
α
βµν + ∂βµνα f∂σR

α
βµν + . . .

+˜︁∂λ1...λrµα f∂σS
α
λ1...λrµ + ∂λ1...λrµα f∂σ∇λ3...λrRαλ1µλ2

)︂
=

2∇(αX
·
β)∂

αβf + ∂µνα f (∇µνXα + o(X)) + ˜︁∂βµνα f (∇βµνXα +O(∇X,X))

+ ∂βµνα f
(︁
∇σRαβµνXσ −∇σXαRσβµν +∇βXσRασµν +∇µXσRαβσν +∇νXσRαβµσ

)︁
+˜︁∂λ1...λrµα f

(︁
∇λ1...λrµXα +O(∇r−1X, . . . ,X)

)︁
+ ∂λ1...λrµα f(︁

Xσ∇σ∇λ3...,λrRαλ1µλ2 −∇λ3...,λrR
σ
λ1µλ2∇σX

α +∇λ3...,λrRασµλ2∇λ1X
σ

+ . . .+∇λ3...λr−1σR
α
λ1µλ2∇λrX

σ +∇λ3...λrRαλ1σλ2∇µX
σ
)︁
.

Upon rewriting the partial derivative as covariant differential, we find

Xσ
(︂
∂σf + 2∂αβfSρασgρβ + ∂µνα f∂σS

α
µν +

˜︁∂βµνα f
(︁
Sασβµν +O(j2g)

)︁
+∂βµνα f

(︂
∇σRαβµν − SαρσR

ρ
βµν + SρβσR

α
ρµν + 2SρµσR

α
βρν

)︂
+ . . .

+˜︁∂λ1...λrµα f
(︁
Sασλ1...λrµ +O(jr)

)︁
+ ∂λ1...λrµα f

(︁
∇σ∇λ3...λrRαλ1µλ2 − S

α
ρσ∇λ3...λrRσλ1µλ2

+Sρλ1σ∇λ3...λrR
α
ρµλ2 + 2Sρµσ∇λ3...λrRαλ1ρλ2 + (r − 3)Sρλ3σ∇ρ...λrR

α
λ1µλ2

)︂)︂
=

2∇(αX
·
β)∂

αβf + ∂µνα f (∇µνXα +O(X)) + ˜︁∂βµνα f (∇βµνXα + o(∇X,X))

+ ∂βµνα f
(︁
∇σRαβµνXσ −∇σXαRσβµν +∇βXσRασµν +∇µXσRαβσν +∇νXσRαβµσ

)︁
+ ˜︁∂λ1...λrµα f

(︁
∇λ1...λrµXα +O(∇r−1X, . . . ,X)

)︁
+ ∂λ1...λrµα f(︁

Xσ∇σ∇λ3...,λrRαλ1µλ2 −∇λ3...,λrR
σ
λ1µλ2∇σX

α +∇λ3...,λrRασµλ2∇λ1X
σ

+ . . .+∇λ3...λr−1σR
α
λ1µλ2∇λrX

σ +∇λ3...λrRαλ1σλ2∇µX
σ
)︁
.

Since the vector fieldX ∈ X(M) is arbitrary, the above equation must hold for any order of covariant
derivative in X independently. As a result, we recursively find that ˜︁∂λ1...λrµα f = . . . = ˜︁∂βµνα f =
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∂µνα f = 0. Then collecting the Xσ and ∇σXρ terms we get the system⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 = ∂σf + Sργσ

{︂
2∂σβfgρβ + ∂βµνα f

(︁
−δαρRσβµν + δσβR

α
ρµν + 2δσµR

α
βρν

)︁
+ . . .

+ ∂βµΛνα f
(︂
−δασ∇ΛR

σ
βνµ + δσβ∇ΛR

α
ρνµ + 2δσν∇ΛR

α
βρµ + (r − 3)δσλ1∇ρΛ̂R

α
βνµ

)︂}︂
,

0 = 2∂σβfgρβ + ∂βµνα f
(︁
−δαρRσβµν + δσβR

α
ρµν + 2δσµR

α
βρν

)︁
+ . . .

+ ∂βµΛνα f
(︂
−δασ∇ΛR

σ
βνµ + δσβ∇ΛR

α
ρνµ + 2δσν∇ΛR

α
βρµ + (r − 3)δσλ1∇ρΛ̂R

α
βνµ

)︂
.

substituting the second equation into the first we get the initial claim

0 = 2
∂f

∂gσβ
fgρβ +

∂f

∂Rαβµν

(︂
− δαρRσβµν + δσβR

α
ρµν + 2δσµR

α
βρν

)︂
+ . . .

+
∂f

∂∇ΛRαβµν

(︂
− δασ∇ΛR

σ
βνµ + δσβ∇ΛR

α
ρνµ + 2δσν∇ΛR

α
βρµ + (r − 3)δσλ1∇ρΛ̂R

α
βνµ

)︂
.

To include the scalarsm2, κ we simply note that being scalar coordinates, their covariant derivatives
are tensors, therefore diff-covariant functions are allowed to depend on them, and the above equation
gets modified by adding to the right hand side the term

∂f

∂∇θm2

(︂
δσθ∇ρm2

)︂
+ . . .+

∂f

∂∇Θm2

(︂
− rδσθ1∇ρΘ̂m

2
)︂
+

∂f

∂∇θκ

(︂
δσθ∇ρκ

)︂
+ . . .+

∂f

∂∇Θκ

(︂
− rδσθ1∇ρΘ̂κ

)︂
with |Θ| = r.

3.2 Hadamard parametrices

In this section we will review some of the geometry needed to write locally the Hadamard parametrix,
the latter is the closest thing (from a microanalytical standpoint) to a solution of some partial dif-
ferential equation: the parametrix is a distribution which is smoothened by the differential operator
inducing the linear equations. In particular we are interested in wave equations such as (2.84). The
construction that we are describing can be readily generalized from the scalar to the vector case
(e.g. see [30, § 6], [16, § A] for the Euclidean case).

Let (M, g) be a time oriented Lorentzian manifold, given some point x ∈M consider the pseudo-
Riemannian exponential mapping expx : V ⊂ TxM → M of the metric g. Since T0expx = idTxM ,
there will be a neighborhood Ω ∋ x such that, possibly restricting the domain, expx : V ⊂ TxM → Ω

is a diffeomorphism. Alternatively, we can say that there are neighborhoods O ⊂ M2 of the
diagonal ∆2(M), ˜︁V ⊂ TM of the graph of the zero section, such that exp : ˜︁V ⊂ TM → O is a
diffeomorphism. The square geodesic distance function is then defined as

σ : O → R : (x, y) ↦→ σ(x, y) =
1

2
g(x)

(︁
exp−1x (y), exp−1x (y)

)︁
(3.20)

In this we shall adopt a particular notation: let (x, y) ∈ O, v = exp−1x (y), w = exp−1y (x), we
denote by (Ux, x

µ), (Uy, xα) the coordinates around x, y respectively, and by (V, ẋµ), (V, ẋα) the
coordinates of TxM , TyM . In short, Greek indices such as α, β, γ, δ will denote coordinates around
y of TyM , indices such as µ, ν, λ, ρ will refer to coordinates around x or TxM . In those coordinates,
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set (expx(v))
α = eαx(v), (exp−1x (y))µ = ēµx(y), (expy(w))

µ = eµy (w), (exp−1y (x))α = ēαy (x). Since
expx(exp

−1
x (y)) = y, exp−1x (expx(v)) = v, applying the tangent mapping to both sides of those

equations yield the identities

Texp−1
x (y)expx ◦ Tyexp

−1
x = Tyid ⇒

∂eαx
∂ẋµ

∂ēµx
∂yβ

= δαβ ;
∂eµy
∂ẏα

∂ēαx
∂yν

= δµν ,

Texpx(v)exp
−1
x ◦ Tvexpx = Tvid, ⇒

∂ēµx
∂yα

∂eαx
∂ẋν

= δµν ,
∂ēαy
∂xµ

∂eµy

∂ẏβ
= δαβ ;

Lemma 3.2.1. The square geodesic distance (3.20) satisfies the following identity:

σ =
1

2
gµν(x)∇µσ∇νσ =

1

2
gαβ(y)∇ασ∇βσ. (3.21)

Moreover, as y → x, we have the identities

σα → 0; (3.22)

σαβ → gαβ(x); (3.23)

σαβγ → 0; (3.24)

σαβγδ →
1

3

(︁
Rαγβδ(x) +Rαδβγ(x)

)︁
; (3.25)

where σα = ∇ασ, and R the Riemann tensor of the metric g. Finally, if y ∈ I+(x) (resp. y ∈ I−(x)
) then σα is past (resp. future) directed.

Proof. First recall that Gauss lemma, which states that expx is a radial isometry, that is,

g(y)
(︁
Tvexpx(v), Tvexpx(v

′)
)︁
= g(x)(v, v′), ∀v, v′ ∈ TxM, y = expx(v);

or, in coordinate notation,

gαβ(y)
∂eαx
∂ẋµ

∂eβx
∂ẋν

= gµν(x), g
αβ(y)

∂ēµx
∂yα

∂ēνx
∂yβ

= gµν(x) (3.26)

Then,
1

2
gαβ(y)∇ασ∇βσ =

1

8
gαβ(y)∇α

(︁
gµν(x)ē

µ
x(y)ē

ν
x(y)

)︁(︁
gλρ(x)ē

λ
x(y)ē

ρ
x(y)

)︁
=

1

2
gαβ(y)gµν(x)

ēµx(y)

∂yα
ēνx(y)gλρ(x)

ēλx(y)

∂yβ
ēρx(y)

=
1

2
gµλ(x)gµν(x)gλρ(x)e

ν
x(y)ē

ρ
x(y) = σ(x, y).

where in the third equality we used (3.26). The identities (3.22) follows from σ → 0 as y → x and
repeated differentiation of (3.21). For details see [21, pp. 227-228]. Finally, suppose y ∈ I+(x),
then σ(x, y) < 0, by (3.21), we must have that σα is timelike. Let T be the vector field inducing the
time orientation on M and γx(t) the integral curve of T starting at x with velocity T (x) ∈ TxM ,
by construction the function t ↦→ σ(x, γx(t)) is negative and decreasing, thus

0 >
d

dt
σ(x, γx(t)) = gαβ(y)

(︁
σα|γx(t), T (γx(t))

)︁
.
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The geodesic parallel displacement is a mapping

δ̄ : O → Ω1(M)⊠ Ω1(M) : (x, y) ↦→ δ̄αµdy
α ⊠ dxµ, (3.27)

satisfying the following requirements:

lim
y→x

gαβ(y)δ̄βµ(x, y) = δαµ , (3.28)

gµν(x)σµ∇ν δ̄αλ = 0, gαβ(y)σα∇β δ̄γµ = 0. (3.29)

We stress that δ̄ is the mapping condition (3.29) is the equation of parallel transport, from
TxM to TyM , along the geodesic joining x to y whereas (3.28) is the initial condition. From those
condition the existence and uniqueness of the geodesic parallel displacement can be derived.

Lemma 3.2.2. The geodesic parallel displacement introduced in (3.27) satisfies the following rela-
tions:

(i) δ̄
α
µσα = −σµ, δ̄

µ
α σµ = −σα;

(ii) δ̄
αµ
δ̄αν = δµν , δ̄

αµ
δ̄βµ = δαβ ;

(iii) δ̄
α
µδ̄
β
νgαβ(y) = gµν(x), δ̄

µ
αδ̄

ν
β gµν(x) = gαβ(y).

Proof. (i) follows from the fact that if y = expx(v), the geodesic joining the two points is γ(t) =
expx(tv), calling w = − exp−1x (y), we have γ(1− t) = expy(tw), then we have

∂eαx
∂ẋµ

ēµx = −ēαy . (3.30)

Using the above equality and (3.26) we get gµν(x)σν = −ēαy . Then

δ̄
µ
α σµ =

∂eαx
∂ẋµ

ēµx = −ēαy = −σα.

(ii) states that the composition of parallel transport from x to y and back is the identity, and can
be seen using (3.29) to show that for any v ∈ TxM ,

σλ∇λ
(︁
δ̄
αµ
δ̄ανv

ν
)︁
= 0.

Finally, (iii) follows from the fact that along the geodesic γ(t) = ex(tēx(y)), each v, v′ ∈ TxM is
transported parallel to the geodesic and thus the scalar product of the two vector remain constant
along γ. Therefore expanding

0 =
d

dt

(︂
g(γ(t))

(︁
δ(v), δ(v′)

)︁)︂
in coordinates we conclude.

We now introduce three quantities that are of great importance to define the Hadamard parametrix:

δ̄(x, y) = det(δ̄
α
µ), (3.31)
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Notice that by (i) in Lemma 3.2.2, we have gµν δ̄
α
µσαδ̄

β
νσβ = gµνσµσν = σ, implying gµν =

δ̄
α
µgαβ δ̄

β
ν . Taking the determinant we get

δ̄(x, y) = g1/2(x)g1/2(y). (3.32)

The second quantity of interest is Van Vleck determinat :

D(x, y) = −det(σαµ), (3.33)

it’s easy to show, arguing with (3.26) and (3.30), that

−σµα(x, y) = gαβ(y)
∂ēβy
∂xµ

. (3.34)

Finally, define

∆(x, y) =
D(x, y)

δ̄(x, y)
. (3.35)

Lemma 3.2.3. The quantity ∆ defined in (3.35) satisfies

gαβ∇α
(︁
∆σβ

)︁
= n∆,

where n is the dimension of M .

Proof. By explicit calculation,

gαβ∇α
(︁
∆σν

)︁
= gαβ∇α∆σβ + gαβ∆σαβ

= −∆gαβδϵµ∇γ δ̄
ϵµ
σβ +∆gαβσϵµ∇γσϵµσβ + gαβ∆σαβ,

the first term is zero by (3.29), where as the rest can be written as

∆gαβσγµ(∇ασγµσβ + σαγσµβ),

Notice that,
σαµ = ∇ασµ = ∇α(gρνσµνσρ) = gρν(∇ασµν + σαρ),

which, using (3.34) to calculate σγµσγµ, implies

gαβ∇α
(︁
∆σν

)︁
= ∆σγµσγµ = n∆.

We are going to use this identities to construct solutions for wave equations of the form P =

gαβ∇α∇β + B, where B ∈ C∞(M). i.e. equations defined by normally hyperbolic differential
operators c.f. Lemma 1.2.12. We are, in particular, looking for a parametrix for the equations, i.e.
a distribution H ∈ D′(O), such that if x ∈M is fixed, Ω ∋ x is a geodesically convex neighborhood,

P (y)H(x, y)− δy ∈ C∞(Ω). (3.36)

In the above expression δy : E(Ω) ∋ f ↦→ f(y) ∈ R is Dirac’s delta. Denote by Par(M,h) the set of
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parametrices with respect to the normally hyperbolic operator P .

Theorem 3.2.4. Suppose that (M, g) is a time oriented Lorentzian manifold let d = n−2
2 , then

given any wave equation of the form P = □g +B with B ∈ C∞(M), there exist local parametrices:

(i) if n is even,

H(x, y) = βn

[︃
U(x, y)

(σ(x, y) + iϵt(x, y) + ϵ2)d
+ V (x, y) ln

(︂ 1

µ2
(σ + iϵt(x, y) + ϵ2)

)︂
+W (x, y)

]︃
,

(ii) if n is odd,

H(x, y) = βn
Z(x, y)

(σ(x, y) + iϵt(x, y) + ϵ2)d
,

where µ is a constant length scale, t(x, y) ≡ t(x)− t(y) and t is the Cauchy temporal function, ϵ→ 0

the parameter used to evaluate the Hadamard principal value of the integral and the cut in the complex
domain of ln is in the negative real axis. The coefficients U =

∑︁d−1
j=1 Ujσ

j, V =
∑︁

j≥0 Vjσ
jρ(σkj),

W =
∑︁

j≥0Wjσ
jρ(σkj), Z =

∑︁
j≥0 Zjσ

jρ(σkj) are recursively constructed out of the geometric
data of the problem, ρ ∈ C∞c (R) satisfies 0 ≤ ρ ≤ 1, ρ(z) ≡ 1 for |z| ≤ 1/2, ρ(z) ≡ 0 for |z| ≥ 1

and {kj}j∈N is a suitable sequence with kj ↗ ∞. Each function Uj , Vj ,Wj , Zj ∈ C∞(Ω × Ω) is
inductively constructed out of the metric g and the operator P and βn are numerical coefficients
depending on the dimension, moreover each series is convergent to a smooth function of C∞(Ω×Ω)

for a suitable geodesically convex neighborhood Ω of x ∈M . Moreover, given H1, H2 ∈ Par(M,h),
H1 −H2 ∈ C∞(O).

Proof. For simplicity we will do the case n = 4, however, similar arguments also apply to the other
cases; for the specific details we point to [32]. For simplicity, we also set µ = 1, the general case
being a straightforward generalization. We divide the proof in steps: first we define the coefficients
U, V, W by requiring that PH = 0 at each order in σ, then we take care of the convergence of the
newly determined infinite series by introducing some ad-hoc cutoff factor which ensure convergence
in the Fréchet topology of C∞(O) but weakens PH = 0 into PH ∈ C∞(O), finally, using the results
in [45, Appendix B] we show that H is a well defined distribution.

Step 1. Fixed x ∈M consider

P (y)H(x, y) = −σ−2gαβ
(︁
2∇αU − U∆−1∇α∆

)︁
σβ

+ σ−1
[︁
2V + gαβ

(︁
2∇αV − V∆−1∇α∆

)︁
σβ + PU

]︁
+ PV ln(σ) + PW.

setting
U(x, y) = ∆1/2(x, y) (3.37)

and using Lemma 3.2.3 we get U−1∇αU = 1
2∆
−1∇α∆, which substituted into the above expression
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for P (y)H(x, y) yields, at each order in σ, the following identities

V0 + gαβ
(︁
∇αV0 −

1

2
V0∆

−1∇α∆)σβ = −1

2
PU

(j + 1)Vj + gαβ
(︁
∇αVj −

1

2
Vj∆

−1∇α∆
)︁
σβ = − 1

2j
PVj−1

(j + 1)Wj + gαβ
(︁
∇αWj −

1

2
Wj∆

−1∇α∆
)︁
σβ = − 1

2j
P (Wj−1 − Vj−1)− Vn

To solve the above system we use normal coordinates ẋµ = ēµx(y) around x, in those coordinates

U(x, ẋ) =
(︂g(x)
g(ẋ)

)︂1/4
(3.38)

then we get the system

ẋµ∂µ

(︂V0
U

)︂
+
V0
U

= −1

4

PU

U
,

ẋµ∂µ

(︂Vj
U

)︂
+ (j + 1)

Vj
U

= −1

4

PVj−1
U

,

ẋµ∂µ

(︂Wj

U

)︂
+ (j + 1)

Wj

U
= −1

4

PWj−1 − PVj−1
U

− Vj
U
,

which can be integrated as

V0(x, ẋ) = −
U(x, ẋ)

4

∫︂ 1

0

PU(x, sẋµ)

U(x, sẋµ)
ds. (3.39)

Vl(x, ẋ) = −
U(x, ẋ)

4l

∫︂ 1

0

slPVl−1(x, sẋ
µ)

U(x, sẋµ)
ds. (3.40)

Wl(x, ẋ) =
U(x, ẋ)

4l

∫︂ 1

0
sl
PVl−1(x, sẋ

µ)− lPWl−1(x, sẋ
µ)

U(x, sẋµ)
ds− lU(x, ẋ)

∫︂ 1

0
sl
Vl(x, sẋ

µ)

U(x, sẋµ)
ds. (3.41)

Step 2. Up to now the series defining the function H is a formal series in σ, when the coefficients
of the differential operator P are analytic, then the series for H does converge to the exact solution.
In our case however we have smooth coefficients, so the convergence has to be forced by hand with
a suitable cutoff. Let ρ ∈ C∞c (R) with 0 ≤ ρ ≤ 1, ρ(t) ≡ 1 in |t| ≤ 1/2 and ρ(t) ≡ 0 in |t| ≥ 1.
Suppose that {kj}j∈N is a suitable sequence with kj →∞, then claim that

H(x, y)
.
=
U(x, y)

σ(x, y)
+
∑︂
l≥0

ρ(σ(x, y)kl)
(︂
Vl(x, y)σ(x, y)

l ln(σ(x, y)) +Wl(x, y)σ(x, y)
l
)︂

(3.42)

is a parametrix. We are going to show convergence in the Fréchet topology of C∞(O) of the series
in σ. First we study the case where x ̸= y, when k−1j ≤ σ(x, y), ρ = 0, thus, given any compact
subset K ⊂M , we can estimate

sup
K×K

⃓⃓⃓
ρ(σ(x, y)kl)

(︂
Vl(x, y)σ(x, y)

l +Wl(x, y)σ(x, y)
l
)︂⃓⃓⃓
≤ sup

K×K

(︃
1

kl

)︃l
(|Vl(x, y)|| ln(1/kl)|+ |Wl(x, y)|) .
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Then to ensure convergence of the series of (3.42) we require that⎧⎪⎨⎪⎩
∑︁

l≥0 supK×K

(︂
1
kl

)︂l
|Vl(x, y)|| ln(1/kl)| <∞,∑︁

l≥0 supK×K

(︂
1
kl

)︂l
|Wl(x, y)| <∞.

Denote by {kj,0} the sequence satisfying those estimates. Next, we study

sup
K×K

⃓⃓⃓
∇µ
(︂
ρ(σ(x, y)kl)

(︂
Vl(x, y)σ(x, y)

l +Wl(x, y)σ(x, y)
l
)︂)︂⃓⃓⃓

.

Then again, we will get some conditions the sequence {kj} has to satisfy to ensure that the above
quantity is bounded. Denote by {kj,1} the sequence obtained. Repeating this at all orders give us
sequences {kj,n}, without loss of generality we can assume that ∀j ∈ N, kj,n ≥ kj,n−1; by a diagonal
argument, define a sequence kj

.
= kj,j . With this particular choice of {kj}, the series defining the

parametrix converges uniformly with all its derivatives to a smooth function in K ×K\∆2(K). We
can then take an exhaustion of a compact subset of M , for each we determine the corresponding
sequence, then a diagonal argument enables us to conclude that the series defining H converges
with all its derivatives uniformly in every compact set of M .

Step 3. When y → x, or x, y are points along a lightlike geodesics, singularities begin to
appear, applying [45, Lemma B.1, Lemma B.2], we obtain that H is a distribution defined through
Hadamard principal value, i.e.

H(x, y) =
1

4π2
U(x, y)

σ(x, y) + iϵt(x, y) + ϵ2
+ ˜︁V (x, y) ln(σ(x, y) + iϵt(x, y) + ϵ2) +˜︂W (x, y); (3.43)

where t is the Cauchy temporal function, t(x, y) ≡ t(x)− t(y), ϵ→ 0 the parameter used to evaluate
the principal value of the integral.

3.3 Wick Powers

From the classical results presented in Chapter 2 we would like to enter the quantum realm. We
accomplish this via deformation quantization of the algebra of microcausal functionals. In this
regard, we will assume that the microcausal algebra of Definition 2.4.6 is maximally defined, that
is the CO-open subset U representing the domain of functionals is the whole manifold C∞(M,R).
Given a background geometry h = (g,m, κ) we will denote by(︂

Fµc(M,h), { , }(M,h)

)︂
the Poisson algebra of microcausal functional where the background geometry h = (g,m, κ) deter-
mines both the wave front set properties (c.f. (2.62)) and the dynamic induced by the Klein-Gordon
operator

□g +m2 + κR(g).
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A deformation quantization of the algebra Fµc(M,h) is therefore an associative algebra with a ⋆
product of the form

F ⋆ G =
∑︂
j

ℏjΠj(F,G)

for some mappings Πj satisfying the consistency conditions

Π0(F,G) = F ·G,

Π1(F,G)−Π1(G,F ) = iℏ⟨dF,G(M,h)dG⟩+O(ℏ2),

where · is the product of the classical algebra defined in (2.19), ⟨dF,G(M,h)dG⟩ and G(M,h) are
respectively the Peierls bracket and the causal propagator associated to the Klein Gordon equations
on globally hyperbolic spacetime (c.f. Definition 2.4.4, Theorem 1.2.16). The price we pay to work
with such algebras is that they are infinite series in the deformation parameter ℏ.

Lemma 3.3.1. Consider the algebra of regular functionals Freg(M,h) with the topology of strong
convenient convergence generated by seminorms (2.86). Then the star product defined, at each order
of ℏ, by (︁

F ⋆ G
)︁
(φ) = F (φ)G(φ) +

∑︂
j≥1

ℏj

j!

(︃
i

2

)︃j⟨︂
djF [φ],⊗jG(M,h)

(︁
djG[φ]

)︁⟩︂
, (3.44)

is a deformation quantization product. Moreover, if we consider the subalgebraW(M,h) of Freg(M,h)

generated by imaginary exponentials of linear fields

ϕ(M,h,f) : φ ↦→
∫︂
M
fφdµg,

as f varies in D(M), then W(M,h) is a Weyl subalgebra.

Proof. That Π0(F,G) = F ·G is clear from (3.44); for Π1(F,G)−Π1(G,F ) = iℏ⟨F,G⟩G +O(ℏ), we
can suppose that F, G are regular functionals i.e. their deformation series in ℏ are trivial. Then at
ℏ (︁

Π1(F,G)−Π1(G,F )
)︁
(φ) =

i

2

(︂⟨︂
dF [φ],G(M,h)

(︁
dG[φ]

)︁⟩︂
−
⟨︂
dG[φ],G(M,h)

(︁
dF [φ]

)︁⟩︂)︂
+O(ℏ2)

= iℏ⟨F,G⟩G +O(ℏ).

Next we notice that for the regular functional exp
(︁
iϕ(M,h,f)

)︁
, we have

d exp
(︁
iϕ(M,h,f)[φ](ψ)

)︁
= iϕ(M,h,f)(ψ) exp

(︁
iϕ(M,h,f)(φ)

)︁
for all φ ∈ C∞(M,R), f, ψ ∈ D(M). Therefore,

(︂
exp

(︁
iϕ(M,h,f1)

)︁
⋆ exp

(︁
iϕ(M,h,f2)

)︁)︂
(φ) =

∑︂
j≥0

1

j!

(︃
−iℏ
2

)︃j(︁⟨︁
f1,G(M,h)f2

⟩︁)︁j
exp

(︁
iϕ(M,h,f1+f2)

)︁
(φ)

= e
−iℏ
2
G(M,h)(f1,f2) exp

(︁
iϕ(M,h,f1+f2)

)︁
(φ).

Notice that if we try to force prescription (3.44) for microcausal functionals, then we run into
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problems: for example

(︁
ϕ2(M,h,f1)

⋆ ϕ2(M,h,f2)

)︁
(φ) =

∫︂
M2

dµg(x, y)f1(x)f2(y)
(︁
φ2(x)φ2(y) + φ(x)φ(y)G(M,h)(x, y) + G(M,h)(x, y)

2).

does possess the element G(x, y)2 which is not a well defined distribution. To remedy this we start
noticing that given the operator

ΓG =ℏ
∫︂
M2

dµg(x, y)G(M,h)(x, y)
∂

∂φ(x)
⊗ ∂

∂φ(y)
, (3.45)

we can write
F ⋆ G =M◦ e

i
2
ΓG
(︁
F ⊗G

)︁
. (3.46)

whereM(F ⊗G) = F ·G and

e
i
2
ΓG = idFreg ⊗ idFreg +

∑︂
j

(︃
i

2

)︃j
⊗j ΓG .

Definition 3.3.2. Let ω be a state on the algebra Freg(M,h), then it is called a Hadamard state
if:

(i) its two point function ω2 : D(M2) → R : (f1, f2) ↦→ ω
(︁
ϕ(M,h)(f1), ϕ(M,h)(f2)

)︁
satisfies the

property
WF(ω2) = {(x, y; ξ,−η) ∈ Ṫ

∗
M2 : (x, ξ) ∼g (y, η), g♯ξ ∈ V +

g (x)}, (3.47)

where the notation (x, ξ) ∼g (y, η), introduced in Theorem 1.2.16, means that there is a light-
like geodesic γ : [0,Λ] ⊂ R→M for which (x, ξ) = (γ(0), g♭γ̇(0)) and (y, η) = (γ(Λ), g♭γ̇(Λ));

(ii) its truncated n-point functions ωTn defined implicitly by the relation2

ωn(f1, . . . , fn) =
∑︂

π∈P({1,...,n})

∏︂
I∈π

ωT|I|(fI), fi ∈ C∞c (M) 1 ≤ i ≤ n

are smooth for all n ̸= 2.

If x ∈M is arbitrary and Ω is a geodesically convex neighborhood of x, [64, Theorem 5.1] proved
that

ω2

⃓⃓
Ω×Ω(x, y)−H(x, y)− i

2
G(M,h)(x, y) ∈ C∞(Ω× Ω)

where H is the Hadamard parametrix defined in (3.43) and ω2 the two point function of a Hadamard
state. As a result, the quantity H + i

2G satisfies the microlocal condition (3.47).
2In the relation below π ∈ P({1, . . . , n}) is a partition by |π| elements I1, . . . , I|π| of {1, . . . , n} and fI = ⊗i∈Ifi.

This requirement is consistent with Theorem 4.2 and Corollary 4.3 in [65] and ensures that the n-point functions ω2

exhibit a wave front set satisfying the microlocal spectrum condition (µSC), that is WF(ω2) ⊂ Γn(M,h) where the
latter is the set of points (x1, . . . , xq, ξ1, . . . , ξq) ∈ Ṫ

∗
Mn with the following property: any point xi is connected at

least to some other point xj via a lightlike geodesic γi→j and

g♯ξi =
∑︂

e∈{1,...,q}

γ̇e→i(xi)−
∑︂

s∈{1,...,q}

γ̇i→s(xi),

where the first sum is taken on all future directed lightlike geodesics starting at some other point xe and ending at
xi, while the second is taken over all future directed lightlike geodesics starting at xi and ending at some other point
xs.
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It is now possible, by direct application of [44, Theorem 8.2.14], not only to define powers of
ω = H + i

2G as distributions over M ×M , but to define altogether the quantity

F ⋆H G
.
= F (φ)G(φ) +

∑︂
j≥1

ℏj

j!

(︃
i

2

)︃j⟨︂
djF [φ],⊗jω

(︁
djG[φ]

)︁⟩︂
, (3.48)

given any F,G ∈ Fµc(M,h). We stress that the notation ⋆H refers to the fact that in ω = H + i
2G,

the antisymmetric part G is unique for each background geometry, whereas the symmetric part H
in defined modulo a smooth function. We then claim the following:

Lemma 3.3.3. Suppose that ΓG is the mapping introduced in (3.45), then for any F,G ∈ Freg(M,h)

the ⋆ω product defined in (3.48) with ω = H + i
2G(M,h) can be written as

F ⋆H G = αH

(︂
α−1H (F ) ⋆ α−1H (G)

)︂
where

αH(F )(φ)
.
= F (φ) +

∑︂
j≥1

(iℏ)j
⟨︁
Hj , d2jF [φ]

⟩︁
Before the prove, let us use a notation similar to (3.45) and set

˜︁ΓH : Freg(M,h)→ Freg(M,h), F → ˜︁ΓH(F ) (3.49)

with ˜︁ΓH(F )(φ) = ⟨︁H, d2F [φ]⟩︁.
Since the starting F is regular, ˜︁ΓH(F ) will be well defined and regular as well.

Proof. We notice that by the Leibniz rule,

d(F ·G)[φ] = (dF [φ] ·G+ F · dG[φ]),

then we can write ˜︁ΓH(F ·G) = (︂˜︁ΓHF ·G+ F · ˜︁ΓHG+ 2
⟨︁
dF,H(dG)

⟩︁)︂
,

or equivalently, using the multiplication mappingM and the operator Γ defined in (3.45),

˜︁ΓH ◦M =M◦
(︂
id⊗ ˜︁ΓH + ˜︁ΓH ⊗ id+ ΓH

)︂
.
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Finally, we have

αH

(︂
α−1H (F ) ⋆ α−1H (G)

)︂
= e

i
2
˜︁ΓH

(︂
e−

˜︁ΓH (F ) ⋆ e−
˜︁ΓH (G)

)︂
= e

i
2
˜︁ΓH ◦M

(︂
e

i
2
ΓG−id⊗˜︁ΓH−˜︁ΓH⊗id(F ⊗G)

)︂
= e

i
2
˜︁ΓH ◦M

(︂
e−id⊗

˜︁ΓH−˜︁ΓH⊗id+ i
2
ΓG (F ⊗G)

)︂
=M◦

(︂
eid⊗

˜︁ΓH+˜︁ΓH⊗id+ΓH−id⊗˜︁ΓH−˜︁ΓH⊗id+ i
2
ΓG (F ⊗G)

)︂
=M◦

(︂
eΓH+ i

2
ΓG (F ⊗G)

)︂
= F ⋆H G

where in the third equality we used that the various exponentials commute as can be inferred
directly from their definitions (3.45), (3.49).

Lemma 3.3.3 can also be interpreted as follows: using that α−H = e
˜︁Γ−H = e−

˜︁ΓH = α−1H , we have

(︁
α−1H (F ) ⋆ α−1H (G)

)︁
= α−1H

(︁
F ⋆H G

)︁
. (3.50)

We notice that (3.50) is well defined for F, G ∈ Freg(M,h) since F ∈ Freg(M,h) ⇒ α±1H (F ) ≡
e±

˜︁ΓH (F ) ∈ Freg(M,h); however, F ⋆HG is well defined for microcausal functionals as well, therefore
an extension of the ⋆ products could be obtained if we were able to define e±˜︁ΓH (F ) for microcausal
functionals. Of course, the drawback is that any definition of the star product relying on (3.50),
will depend on the symmetric part H of the Hadamard state ω, which is not uniquely fixed by the
background geometry. We shall first address the latter issue and then come back to the former.

We denote by Freg(M,h,H), Fµc(M,h,H) the algebra generated by Freg(M,h), Fµc(M,h) with
the product ⋆H defined in (3.48), since both algebras are of the form

⨁︁
j ℏjF·(M,h) we can endow

them with the topology of pointwise convergence, i.e. a sequence of formal series Fk converge to F
if and only if for each order j of ℏ, the sequence of functional (Fj)k → Fj in the strong convenient
topology (c.f. (2.86)). For notational convenience, we also denote by αH the operator eΓH .

Lemma 3.3.4. Let H, H ′ be Hadamard quasifree states, there is a canonical isomorphism

αH,H′ : Freg(M,h,H ′)→ Freg(M,h,H) : α−1H′ (F ) ↦→ α−1H
(︁ ˜︁F )︁

with ˜︁F (φ) = (︁e˜︁ΓdF
)︁
(φ) (3.51)

where d = H ′ −H ∈ C∞(M ×M).

Proof. Using (3.51), and the fact that e˜︁ΓHe
˜︁Γd = e

˜︁ΓH+d = e
˜︁ΓH′ we have

e
˜︁ΓH′ (F ) = e

˜︁ΓH+d(F ) = e
˜︁ΓHe

˜︁Γd(F ) = e
˜︁ΓH ( ˜︁F ).

By the very same calculation it is possible to show that αH,H′ ◦ αH′,H = id. Thus the mapping so
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constructed is a bijection. Finally we claim that

e
˜︁ΓH′−H

(︁
F ⋆H G

)︁
=
(︂
e
˜︁ΓH′−H (F )

)︂
⋆H′

(︂
e
˜︁ΓH′−H (G)

)︂
= ˜︁F ⋆H′ ˜︁G.

which would imply that αH,H′ is a ⋆-isomorphism. By Lemma 3.3.3,

F ⋆H G = e
˜︁ΓH

(︂
e−

˜︁ΓH (F ) ⋆ e−
˜︁ΓH (G)

)︂
,

therefore

e
˜︁ΓH′−H

(︂
e
˜︁ΓH (F ) ⋆H e

˜︁ΓH (G)
)︂
= e

˜︁ΓH′−H

(︂
e
˜︁ΓH ◦M

(︂
e
−˜︁ΓH⊗id−id⊗˜︁ΓH+Γ i

2G
(︁
F ⊗G

)︁)︂)︂
= e

˜︁ΓH′ ◦M
(︂
e
−˜︁ΓH⊗id−id⊗˜︁ΓH+Γ i

2G
(︁
F ⊗G

)︁)︂)︂
=M

(︂
e
−˜︁ΓH−H′⊗id−id⊗˜︁ΓH−H′+Γ

H′− i
2G
(︁
F ⊗G

)︁)︂)︂
= ˜︁F ⋆H′ ˜︁G.

This helps addressing the issue of dependence on the Hadamard state chosen to perform the
⋆H product. In fact, let Had(M,h)3 be the collection of Hadamard states of Freg(M,h), define the
abstract algebra of Wick ordered regular functionals

Areg(M,h) =
⨆︂

ω∈Had(M,h)

α−1H
(︁
Freg(M,h,H)

)︁
/ ∼, (3.52)

where H is the symmetric part of ω and ∼ is the equivalence relation induced by the isomorphism
αH,H′ of Definition 3.3.4. The latter algebra naturally inherits the ⋆ product

⋆ : Areg(M,h)× Areg(M,h)→ Areg(M,h) : (A,B) ↦→ α−1H
(︁
αH(A) ⋆H αH(B)

)︁
. (3.53)

We stress that αH : (Areg(M,h), ⋆) → (Freg(M,h,H), ⋆H) is an algebra isomorphism, therefore
Areg(M,h) ≃ Freg(M,h) inherits the topology of pointwise convergence previously described.

The advantage of using the abstract ∗-algebra Areg(M,h) lies in the possibility of extending it
to microcausal functionals in such a way that the ⋆-product is independent from the H chosen for
its construction at the functional algebra level (see (3.48)). Recall that, by 2.6.1, Freg(M,h) ⊂
Fµc(M,h) is dense, we then define the abstract algebra of Wick ordered microcausal functional as
the sequential completion of Areg(M,h), that is

Aµc(M,h)
.
=
{︁

lim
n→∞

α−1H (Fn) : Areg(M,h) ≃ Freg(M,h) ⊃ {Fn} → F ∈ Fµc(M,h)
}︁
, (3.54)

with ⋆ product (3.53). We shall denote by α−1H (F ), F ∈ Fµc(M,h), the elements of this algebra.
Unfortunately those elements fail to remain microcausal functionals (or formal series thereof), as

3From here we will identify elements omega of Had(M,h) with their symmetric parts due to the fact that the
causal propagator G(M,h) is uniquely defined. When we will be investigating Wick powers, we will also deliberately
identify H with the Hadamard parametrix (3.43) since microlocal functionals need just H to be defined along the
diagonal, in which case, by [64, Theorem 5.1] it coincides with the expression (3.43), therefore identifying Had(M,h)
with Par(M,h).
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an example

ϕk(M,h,f,H) = α−1H
(︁
ϕk(M,h)(f)

)︁
=

∫︂
M
f(x) : ϕk :H (x)dµg(x), (3.55)

where : ϕk :H denotes the usual ordering prescription of Wick powers of fields, fails to be a func-
tional since evaluation at a configuration φ ∈ C∞(M) yields a divergent product of distributions.
The case k = 2, is emblematic of this since : ϕ2 :H (x) =

∫︁
M δ(x, y)(ϕ(x)ϕ(y) −H(x, y))dµg(y) is

not a well defined distribution in D′(M). We can therefore interpret the quantity : ϕk :H (x) as a
abstract algebra element.

A potential issue with the prescription in (3.54) is that Wick ordering might differ when we use
different sequences converging to the same microcausal functional, namely given Fk → F ← F ′k
does it implies eΓH (Fk − F ′k)→ 0?

Lemma 3.3.5. The mapping α−1H : Freg(M,h) → Areg(M,h) is sequentially continuous in the
strong convenient topology.

Proof. For simplicity we consider a sequence {Fk} ⊂ Freg(M,h) with Fk → 0, then we have to show
that at each perturbative order j ∈ N, (αH(Fk))j = ⟨d2jFk[·],⊗jH⟩ → 0. Similarly to what we
did in the proof of Lemma 2.6.1, if we consider the sequence Sl of mollifiers (see [20, Theorem 12
pp.68]) strongly converging to the identity mapping and denote F

j, ˜︁H,l(φ) = ⟨d2jF [φ],⊗j ˜︁Hl⟩, where˜︁Hl = H ◦ (Sl ⊗ Sl) ∈ C∞(M ×M). By the same argument we used in the proof of Lemma 2.6.1,

F
j, ˜︁H,l → (αH(Fk))j .

Thus if we show that, as l → 0, F
j, ˜︁H,l → 0 for all j ∈ N, we conclude. The latter is a more

convenient expression since given any [a, b] ⊂ R, γ ∈ C∞(R,U) with U ⊂ C∞(M,R) CO-open,
B ⊂ C∞(M)l bounded subset, we see that ˜︁H is trivially a bounded subset of C∞(M2), therefore

sup
t∈[a,b]⊂R
γ∈C∞(R,U)
(ψ1,...,ψk)∈B

⃓⃓⃓(︁
dkF

j, ˜︁H,l)︁[γ(t)](ψ1, . . . , ψk)
⃓⃓⃓
= sup

t∈[a,b]⊂R
γ∈C∞(R,U)
(ψ1,...,ψk)∈B

⃓⃓⃓(︁
dk+2jF

)︁
[γ(t)](ψ1, . . . , ψk, ( ˜︁Hl)

j)
⃓⃓⃓

≤ sup
t∈[a,b]⊂R
γ∈C∞(R,U)

(ψ1,...,ψk,h1,...,h2j)∈B′

⃓⃓⃓(︁
dk+2jF

)︁
[γ(t)](ψ1, . . . , ψk, h1, . . . , h2j)

⃓⃓⃓

which is arbitrarily small.

Remark. Notice that by Lemma 3.3.5, it is easy to show that the limit performed in (3.54) is
independent from the sequence chosen to perform the limit. Indeed let {Fk}k∈N, {F ′k}k∈N be sequences
of regular functionals converging to some microcausal functional F . Then for each perturbative order
j ∈ N in ℏ,

lim
k→∞

(︂
α−1H

(︁
(Fj)k − (F ′j)k

)︁)︂
= 0.

Therefore, limk→∞(αH(Fk)− αH(F ′k)) = 0.

Combining Lemma 3.3.5 with Lemma 3.3.4 we find that the mapping αHH′ can be extended to
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an abstract isomorphism of algebras

Fµc(M,h,H ′)→ Fµc(M,h,H).

Furthermore, by the proof of Lemma 3.3.5, αH extends by continuity to a ⋆-algebra isomorphism

αH :
(︁
Aµc(M,h), ⋆H

)︁
→
(︁
Fµc(M,h), ⋆H

)︁
.

In [19], was given a slightly different, nonetheless equivalent, characterization of the algebra
Aµc(M,h): let Had(M,h) be the set of Hadamard states of the algebra Areg(M,h). We define the
bundle of microcausal algebras over Had(M,h) as

Bµc(M,h) =
⨆︂

H∈Had(M,h)

(︁
Aµc(M,h,H), ⋆H

)︁
,

then

Aµc(M,h) =
{︁
A ∈ Γ(Had(M,h)← Bµc(M,h,H)) : αH,H′(A(H ′)) = A(H)

}︁
, (3.56)

therefore elements of the abstract algebra Aµc(M,h) are α-equivariant sections of the bundle
Bµc(M,h). The connection between (3.56) and (3.54) is that A(H) = α−1H (F ) for some F ∈
Fµc(M,h). Elements of (3.56) posses a ⋆ product operation defined by

(A ⋆ B)(H) = A(H) ⋆H B(H). (3.57)

This is a well defined product due to Lemma 3.3.4.
Call D : M → LCS, the functor that associates to each manifold M the locally convex space

D(M) ≡ C∞c (M), and to each causally convex embedding ψ : M → M ′ the mapping D(ψ) :

D(M)→ D(M ′) : f ↦→ f ◦ ψ−1. We remark that the dual functor of D is the contravariant functor
E : M → LCS, defined by E : M ↦→ E(M) ≡ C∞(M) : ψ ↦→ E(ψ) where E(ψ) : E(M ′) → E(M) :

f ′ ↦→ ψ∗f ′ = f ′ ◦ ψ.

Definition 3.3.6. A functor
A : BckG→ Alg

from the category of background geometries to the category of *-algebras with unity and *-morphisms
with the following property:
Scaling if Sλ : Γ∞(M ← HM)→ Γ∞(M ← HM) represents physical scaling (see (3.9) for the def-
inition), then there is a ∗-isomorphism σλ : A(M,h)→ A(M,Sλ(h)). The assignment of a ∗-algebra
A(M,h) to each background geometry (M,h) together with the ∗-morphism A(χ) : A(M,h) →
A(M ′, h′) to each morphism χ : (M,h)→ (M ′, h′) creates a net of algebras of observables.

The latter property can be reformulated in categorical language as follows. Let Λ : BckG →
BckG be the the functor implementing physical scaling on background geometries, then σ : Λ⇒ A

is a natural transformation. Note that since Sλ ◦ Sλ−1 = id, then each σλ conveniently tuns out to
be a ∗-isomorphism. Similarly, we can introduce another natural transformation s : Λ⇒ D defined
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by
sλ : D(M)→ D(M) : f ↦→ λnf.

Then again each sλ defines an isomorphism with inverse sλ−1 .

Definition 3.3.7. A locally covariant scalar quantum field Φ is a natural transformation

Φ : D ⇒ A.

such that, if we fix a background geometry (M,h), then

Φ(M,h) : D(M)→ A(M,h)

is an algebra valued distribution.

In particular, Definition 3.3.7, entails that Φ(M,h) satisfies the following commutative diagrams

(M,h) (M ′h′)

D(M) D(M ′)

A(M,h) A(M ′, h′)

(M,h) (M ′, h′)

χ

D
D

Φ(M,h)

D(χ)

Φ(M′,h′)

A(χ)

A

χ
A

In particular if we consider the scaling transformation Sλ as an element of Hom(HM) to the above
diagram the scaling transformation induces the following diagram:

(M,h) (M,hλ)

D(M) D(M)

A(M,h) A(M,hλ)

(M,h) (M,hλ)

Λ≡Sλ

D
D

Φ(M,h)

sλ

Φ(M,hλ)

σλ

A

Λ≡Sλ

A

We see that using the above diagram is always possible to compare the scaled field Φ(M,hλ) to the
unscaled field Φ in the algebra A(M,h) by considering the new field σ−1λ ◦ Φ(M,h) ◦ sλ.

An immediate consequence of Definition 3.3.7 is that naturality of Φ implies the following
conditions:

• Locality If χ :M →M ′ is an inclusion, then A(χ) is injective.

• Covariance If χ : (M,h) → (M ′.h′) is a causality preserving, isometric embedding then
A(M,h) ⊂ A(M ′, h′)
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Proposition 3.3.8. The assignment Aµc : BckG → Alg : (M,h) → Aµc(M,h) is a functor as per
Definition 3.3.6.

Proof. The construction of the algebra relying on (3.56) defines a mapping

(M,h)→ Aµc(M,h),

if χ : (M,h) → (M ′, h′) is a causality preserving, isometric embedding, let A ∈ Aµc(M,h), then
for each H ∈ Had(M,h), A(H) ∈ Fµc(M,h,H) has compact support contained in M . Since χ is
an isometry, for any Hadamard state H ′ of (M ′, h′), H = χ∗H ′ is a Hadamard state for (M,h).
Therefore we define an element of A ∈ Aµc(M

′, h′) by

A′(H ′)(φ′) = A(χ∗H ′)(χ∗φ′)

clearly supp(A′(H ′)) ⊂ χ(M) for all H ′ ∈ Had(M ′, h′), as a result we can identify A(H) as an
element of the bigger algebra Aµc(M ′, h′). Notice t Next we tackle scaling. We have to construct
an algebra isomorphism σλ. Consider

˜︁Sλ :M × R→M × R : (x, φ) ↦→ (x, φλ) = (x, λ
n−2
2 φ). (3.58)

it is possible to show that the action

Af (φ) =

∫︂
M
f(x)j1φ∗L =

∫︂
M
f(x)

(︁
gµν∇µφ∇νφ+m2φ2 + κR(g)φ2

)︁
(x)dµg(x)

is invariant under the transformations h ↦→ Sλh, φ ↦→ ˜︁Sλ(φ), that is

Af [M,h](φ) = Af [M,Sλ(h)](˜︁Sλ(φ)).
Defining

σ−1λ (α−1H (F )) = α−1Hλ
(F ◦ ˜︁Sλ), (3.59)

σλ becomes the sought isomorphism.

Let A be a functor as per Definition 3.3.8.

• A C-number field C is a locally covariant scalar quantum field satisfying the following property:
for any background geometry (M,h) and any H ∈ Had(M,h),

evφd
(︂
αH
(︁
C(M,h)(f)

)︁)︂
= 0, ∀φ ∈ C∞(M), ∀f ∈ D(M). (3.60)

• Moreover, we say that a scalar quantum field Φ is linear if for each background geometry
(M,h), f ∈ D(M) and H ∈ Had(M,h) the derivative field α−1H

(︁
dαH

(︁
Φ(M,h,H)(f)

)︁)︁
is a

C-number.

It’s easy to verify that the quantum field defined in (3.55) is a linear scalar quantum field for
k = 1. For notational sake let us denote by Aµloc(M,h) the set{︂

lim
n→∞

α−1H (Fn) : Areg(M,h) ≃ Freg(M,h) ⊃ {Fn} → F ∈ Fµloc(M,h)
}︂
. (3.61)
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Of course, we have Aµloc(M,h) ⊂ Aµc(M,h)

Definition 3.3.9. Given the functor Aµc on the category of background geometry BckG and a
locally covariant linear scalar quantum field Φ, its Wick powers, {Φk}k∈N, are locally covariant
scalar quantum fields satisfying the following axioms:

(i) (Locality and covariance): each Φk is a natural transformation Φk : D ⇒ Aµc such that
for each background geometry (M,h) we have Φ0

(M,h) = 1A and Φ1
(M,h) ≡ Φ(M,h);

(ii) (Scaling): each Φk(M,h,H) is almost homogeneous of degree kn−22 with respect to physical
scaling, that is there exists some l ∈ N and some other locally covariant scalar quantum fields
{ψj}j=1,2,...,l scaling almost homogeneously with degree kn−22 such that

SλΦ
k
(M,h) = λk

n−2
2 Φk(M,h) + λk

n−2
2

l∑︂
j=1

lnj(λ)ψj(M,h) ;

(iii) (Algebraic): given any background geometry (M,h), each Φk satisfies the hermiticity con-
dition

Φk(M,h)(f)
∗ = Φk(M,h)(f̄),

and
dΦk(M,h)(f)(ψ) = kΦk−1(M,h)(ψf),

for all ψ ∈ C∞(M) and all f ∈ D(M);

(iv) (Parameterized microlocal spectrum condition): given any compactly supported smooth
variation of the background geometry Rd ∋ s ↦→ hs ∈ Γ∞(M ← HM) with h0 = h, any
H ∈ Had(M,h); identify Aµloc(M,hs) with Aµloc(M,h)4 and consider the distribution

D(M × Rd) ∋ f ⊗ z ↦→
⟨︂
αH
(︁
Φk(M,hs)

)︁
(φ), f ⊗ z

⟩︂
=

∫︂
M×Rd

Φk(M,hs,H,φ)
(s, x)f(x)z(s)dµg(x);

then its integral kernel, Φk(M,hs,H,φ)
(s, x), is jointly smooth in (s, x) for each φ ∈ C∞(M) and

any H ∈ Had(M,h).

We remark that condition (iii) above implies that Wick powers are local (in the sense of
Lemma 2.3.5) for if we calculate the second derivative in (ψ1, ψ2) with disjoint support, then
Φk−2(M,h)(ψ1ψ2f) ≡ Φk−2(M,h)(0) = 0. Thus in (iv) we are legitimized in assuming that Φk(M,hs)

(f) ∈
Aµloc(M,h). We will make explicit the identification Aµloc(M,hs) ≃ Aµloc(M,h) in the proof of
Theorem 3.3.15. Finally, let us remark that condition (iv) can be also framed by requiring that
Φk(M,hs,H,φ)

(s, x) is a smooth distribution in D′(M × Rd) that is an element of C∞(M × Rd). The
purpose of (iv) is to replace analytic dependence of Wick powers of the metric g from the parameter
of the deformation s originally stated in [40]. We also stress that the Definition 3.3.9 differs slightly
from that given in [47, Definition 2.2] since our axiom holds off-shell.

4We will be more precise in the proof of Theorem 3.3.15 on how to construct this isomorphism of off-shell microlocal
algebras. We stress that in the on-shell case, in [47, Definition 3.5], this isomorphism can be constructed even for
the whole microcausal algebra (e.g. see Lemma 4.1 in [40]. Then for any f ∈ D(M), αH

(︁
Φk

(M,hs)
(f)

)︁
∈ Floc(M,h)).

This is however not true in our case for in general two algebras of microcausal functionals with respect to different
metric are in general not isomorphic. For details see [22, Remark 3.5].
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3.3.1 Uniqueness of Wick powers

Under the hypothesis of Definition 3.3.9, one can precisely characterize how much two families of
off-shell Wick powers on curved spacetime are allowed to vary: in particular, we find below that
their difference is tightly constrained by (3.62).

Theorem 3.3.10 (Theorem 3.1 [47]). Let {˜︁Φk}k∈N, {Φk}k∈N be two families of Wick powers with
respect to the same linear scalar quantum field Φ in a net of algebras A as in Definition 3.3.9. The
the difference between the two families can be parameterized as follows:

˜︁Φk(M,h) = Φk(M,h) +
k−1∑︂
j=0

(︃
k

j

)︃
Ck−j(h)Φ

j
(M,h). (3.62)

Where Ck−j(h) : x ↦→ Ck−j(h)(x) and

Ck−j(h)(x) = Ck−j

(︂
xµ, gµν , S

β
µν , R

β
αµν , . . . ,∇α3...αrR

β
α1µα2

,m2, . . . ,∇α1...,αrm
2, κ, . . . ,∇α1...,αrκ

)︂
the latter being functions of scalar polynomials constructed from its coordinates.

Lemma 3.3.11 (Lemma 3.2 [47]). In the same hypothesis of Theorem 3.3.10, the smooth functions
x ↦→ Ck−j(h)(x) have image depending only on the germ of h at x ∈ M define weakly regular
differential operators Γ∞(M ← HM) → C∞(M). Moreover, they satisfy the covariance identity
χ∗Ck−j(h)(x) = Ck−j(χ

∗h)(x) for any χ ∈ Hom(BG ), and each Cj scales almost homogeneously
with degree j(n− 2)/2 under physical scaling.

We first recall5 that given any mapping D : Γ∞(M ← B1) → Γ∞(M ← B2) between sections
of two fiber bundles, then D is weakly regular if given any compactly supported variation σs

6 of
σ0 ∈ Γ∞(M ← B1), D(σs) is a smooth compactly supported variation for D(σ0).

Proof. We start by showing Lemma 3.3.11 using induction on k. When k = 1, condition (i) implies˜︁Φ(M,h) − Φ(M,h) = 0, therefore their difference can be expressed in terms of a smooth function, the
zero section, which satisfies all conditions above. Then suppose that all counterterms (3.62) have
been calculated up to Ck−1(h), and satisfy all the properties of Lemma 3.3.11. Then consider

Ψ(M,h,H,φ)(x) = ˜︁Φk(M,h,H,φ)(x)− Φk(M,h,H,φ)(x) +
k−2∑︂
j=0

(︃
k

j

)︃
Ck−j(h)(x)Φ

j
(M,h,H,φ)(x). (3.63)

5See [47] Definition 2.2
6A compactly supported variation of σ0 ∈ Γ∞(M ← B1) is a smooth family of sections σs ∈ pr∗2B1 → Rd ×M ,

with pr2 : Rd ×M →M : (s, x) ↦→ x, such that there is a compact subset K of M for which σ|Rd×M\pr−1
2 (K)

≡ σ0 is

constant along the Rd factor.
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Using the induction hypothesis we claim that dΨ(M,h,H,φ) = 0 for all φ ∈ C∞(M).

dΨ(M,h,H,φ)(x) = k
(︂˜︁Φk−1(M,h,H,φ)(x)− Φk−1(M,h,H,φ)(x)

)︂
− j

k−2∑︂
j=1

(︃
k

j

)︃
Ck−j(h)(x)Φ

j−1
(M,h,H,φ)(x)

= k

⎛⎝k−3∑︂
j=0

(︃
k − 1

j

)︃
Ck−j−1(h)(x)Φ

j−1
(M,h,H,φ)(x)

⎞⎠
−

k−2∑︂
j=1

(︃
k

j

)︃
Ck−j(h)(x)Φ

j−1
(M,h,H,φ)(x)

=
k−2∑︂
j=1

(︃
k − 1

j

)︃
Ck−j(h)(x)Φ

j−1
(M,h,H,φ)(x)

−
k−2∑︂
j=1

(︃
k

j

)︃
Ck−j(h)(x)Φ

j−1
(M,h,H,φ)(x) = 0

Therefore Ψ(M,h,H) ought to be the image through α−1H of a functional with empty support, with
local and covariant dependence on the geometric data such that Ψ(M,h,H)(φ) : D(M) → R is a
distribution; therefore we can identify it with a functional, independent from φ and therefore from
H, of the form

Ψ(M,h) =

∫︂
M
f(x)C(h)(x)dµg(x)1Aµc(M,h).

By construction, Ψ is a locally covariant field with the right scaling property, and, using the pa-
rameterized microlocal spectrum condition, we can represent C as a differential operator Γ∞(M ←
HM) ∋ h ↦→ C(h) ∈ C∞(M). Moreover, by condition (i) we deduce the covariance relation
χ∗Ck−j(h)(x) = Ck−j(χ

∗h)(x), thus taking smaller and smaller neighborhood U of x with their rel-
ative embeddings χ : U →M implies that Ck(h)(x) just depends on the germ of h at x. Finally, if
Rd ∋ s ↦→ hs is a compactly supported variation of h0, a second application of condition (iv),implies
that Ck(hs)(x) is a jointly smooth mapping in (s, x).

Next we check the scaling property of Ck(h). Both ˜︁Φk(M,h) and Φk(M,h) do scale almost homoge-
neously with degree k(n−2)/2 by (ii), in addition Cj(h) for 0 ≤ j < k scales almost homogeneously
with degree (k − j)(n − 2)/2 by induction hypothesis. Now, Ψ(M,h) = Ck(h)1Aµc(M,h), moreover
(3.59) implies Sλ1Aµc(M,h) = 1Aµc(M,h); consequently, we must have SλΨ(M,h) = Ck(hλ)1Aµc(M,h).
On the other hand, scaling both sides in (3.63), we get

SλΨ(M,h) = λk
n−2
2

(︂
Φk(M,h,f) +

∑︂
q=1

lnq(λ)ψq(M,h,f)

)︂
+ λk

n−2
2

(︂˜︁Φk(M,h,f) +
∑︂
q=1

lnq(λ) ˜︁ψq(M,h,f)

)︂

+
k−2∑︂
j=0

(︃
k

j

)︃
λ(k−j)

n−2
2

(︂
Ck−j(h) +

∑︂
q=1

lnq(λ)Dk−j,q(h)
)︂
λj

n−2
2

(︂
Φj(M,h,f) +

∑︂
q=1

lnq(λ)ψq(M,h,f)

)︂
.

for some locally covariant quantum fields (ψqk−j)(M,h), ( ˜︁ψqk−j)(M,h). Simplifying terms in the above
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expression and comparing with we arrive at

Ck(hλ)1Aµc(M,h) = SλΨ(M,h) = λk
n−2
2 Ck(h)1Aµc(M,h) + λk

n−2
2

(︂ l∑︂
q=1

(θq,k)(M,h)

)︂
.

This forces the quantum fields θq,k to be C-number fields.

Next we show Theorem 3.3.10. Instead of giving a full account of the proof we just sketch it
and refer to [46, 47] for the full proof.

Proof. The proof is divided into six steps. We start by applying Petree-Slovák’s theorem to the
mapping Ck : Γ∞(M ← HM)→ C∞(M), this will imply that in a neighborhood U of any x ∈ M
Ck has locally bounded order r whenever the image of jrh belongs to U × V r ⊂ JrHM . The rest
of the proof aims at enlarging the open subset V r to contain the whole π−1(U). Once this is done,
we use diffeomorphism covariance to characterize Ck in the whole M and the scaling properties to
globally bound the order r of Ck. For future convenience we recall that a key asset in the proof of
Theorem 3.1.9 is that we can classify coordinates in JrH as

(︁
xµ, gµν , S

β
µν , S

β
αµν , R

β
αµν , . . . , S

β
α1...αrµν ,∇

ARβαµν ,m
2, . . . ,∇Am2, κ, . . . ,∇Aκ

)︁
. (3.64)

For future convenience we also highlights other coordinates:

(︁
xµ, g, g−

1
n gµν , g

1
n
+ 1

n
|A|∇Agµν , g−

1
nm2, κ, . . . , g−

1
n∇Am2,∇Aκ

)︁
, (3.65)

where A is a multi-index, of the n(n+1)/2 coordinates describing the metric tensor gµν we consider
only n(n+ 1)/2− 1 and the remaining one is expressed in terms of the determinant of g. The nice
feature of those coordinates is that, except g, all others are invariant under physical scaling. Finally,
combining (3.64) and (3.65) we get a third set of coordinates

(︁
xµ, g, g−

1
n gµν , S

β
µν , S

β
αµν , R

β
αµν , . . . , S

β
α1...αrµν , g

|A|
n ∇ARβαµν ,

g−
1
nm2, . . . , g

1+|A|
n ∇Am2, κ, . . . , g

|A|
n ∇Aκ

)︁
,

(3.66)

We shall employ those coordinates at various stages of the proof.
Step 1. In the proof of Lemma 3.3.11, we found that the coefficients Ck : Γ∞(M ← HM) →

C∞(M) : h ↦→ Ck(h) are weakly regular (due to (iv) in Definition 3.3.9) and depends only on the
germ of h (due to (i) in Definition 3.3.9), therefore we can apply Petree-Slovák’s Theorem 1.2.7
and conclude that Ck is a differential operator of locally bounded order. This means that for any
point x ∈ M and any section h0 ∈ Γ∞(M ← HM) there is a compact neighborhood U and a
CO-open neighborhood U = {jrh(U) ⊂ V r} of h0, such that for all jrh ∈ U (or equivalently all
jrxh ∈ U × V r ⊂ JrHM),

C(h)(x) = Fk(j
r
xh).

To start we shall choose any x ∈ M and the section h0 = (g0, 0, 0) for a generic Lorentzian metric
g0. We denote by U0, V r

0 the corresponding open subsets.
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Step 2. In this step we want to further characterize the functional form of Fk and enlarge
the set V r

0 using scaling invariance. Notice that to the fibered isomorphism Sλ : HM → HM of
physical scaling, we can associate a vector field

ρ =
d

dλ

⃓⃓⃓
λ=1

Sλ

which in the coordinates (3.65) reads ρ = −2ng ∂
∂g . One can show (c.f. [47, Lemma 2.3]) that

the operator (ρ− kn−22 )l : C∞(JrHM)→ C∞(JrHM) annihilates functions scaling almost homo-
geneously with degree kn−22 and order l − 1. According to Lemma 3.3.11, each Ck scales almost
homogeneously with degree kn−22 and finite order l; therefore by [47, Lemma 2.4], we get that there
exists functions Hj : V

r
0 → R, 0 ≤ j ≤ l such that

Fk(j
r
xh) = g−

k(n−2)
4n

l∑︂
j=0

lnj
(︂
g−

1
2n

)︂
Hj(x

µ, g−
1
n gµν , g

1
n
+ 1

n
|A|∇Agµν , g−

1
nm2, κ, . . . , g−

1
n∇Am2,∇Aκ).

We can notice that the dependence on the metric determinant g has been factored out of Fk
introducing ad hoc powers of g and ln(g) terms. We are then able to extend the open subset V r

0 to
V r
1 = R+ ×W r

1 , by simply declaring that if λg falls outside V r
0 , then

Fk(. . . , λg, . . .) = (λg)−
k(n−2)

4n

l∑︂
j=0

lnj
(︂
(λg)−

1
2n

)︂
Hj(. . .)

using that, other then g, the coordinates in (3.65) are invariant under physical scaling.
Step 3. In this step we further extend to (πr)−1(U) the domain of Fk using diffeomorphism

invariance. Since Diff(M) acts transitively on M , we can repeat the previous two steps for each
x′ ∈ U , by naturality of the bundle HM (see (ii) Definition 3.1.1), we can lift all such local
diffeomorphism to local isomorphism of HM , then we are able to enlarge V r

1 to a neighborhood V r
2

of the Diff(M) orbit of h0 = (g0, 0, 0). Notice that by covariance of Ck, ψ∗Ck(h) = Ck(ψ
∗h), which

implies that the order of Ck as a differential operator remains the initial r. In π−1r (U) ∩ U × V r
2 ,

we can use Theorem 3.1.9 to characterize the diffeomorphism invariant nature of Fk in coordinates
(3.64). In particular we conclude that

Fk(j
r
xh) = g−

k(n−2)
4n

l∑︂
j=0

lnj
(︂
g−

1
2n

)︂
Hj ,

where in coordinates (3.66),

Hj = Gj
(︁
g−

1
n gµν , R

β
αµν , . . . , g

− |A|
n ∇ARβαµν ,m2, . . . , g

2+|A|
n ∇Am2, κ, . . . , g

|A|
n ∇Aκ

)︁
.

Then we can extend V r
2 = R+×W r

2 to a set V r
3 = R+×η(1, n−1)(U)×Ra×Qr3, where η(1, n−1)(U)

is the space of non degenerate symmetric tensor in Rn with signature (1, n−1), and the other pieces
project as follows:
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U η(1, n− 1)(U) Ra Qr3

(xµ) (g, g−
1
n gµν) (Sαµν , S

α
βµν , . . .) (Rβαµν , g

1
nm2, κ, . . .)

πr

Then again, we stress that since the functions Gj do not depend explicitely on the non covariant
coordinates of (3.66), we are allowed to extend maximally the domain of such coordinates to Ra.

Step 4. We further simplify the expression of Fk using invariance for local diffeomorphism of
the form ψs : (x

µ) ↦→ (sxµ). By (ii) in Definition 3.1.1, the latter local diffeomorphism can be lifted
to a local fibered morphism of HM , whose Jacobian matrix is sδµν , and the action on coordinates
(3.66) is given by

g−
1
n gµν → g−

1
n gµν , g → s2ng, g

1
n∇Am→ s2+|A|g

1+|A|
n ∇Am,

∇Aκ→ s|A|∇Aκ, g
|A|
n ∇ARαβµν → s|A|g

|A|
n ∇ARαβµν .

(3.67)

For s ∈ [0, 1] the mapping ψs does not leave U , thus it ought to define an covariant transformation
for Fk, i.e.

Fk(g, g
− 1

n gµν , y, z) = g−
k(n−2)

4n

l∑︂
j=0

lnj
(︂
g−

1
2n

)︂
Gj(y, ψ

∗
sz)

= s−
k(n−2)

2 g−
k(n−2)

4n

l∑︂
j=0

lnj
(︂
s−1g−

1
2n

)︂
Gj(g

− 1
n gµν , y, ψ

∗
sz)

where (y, z) identify the coordinates in (3.66), other than the metric determinant g and g−
1
n gµν ,

which have the property ψ∗sy = y, ψ∗sz = spz for some appropriate positive number p ∈ Q; con-
fronting with (3.67) we see that y = κ, and z are the remaining ones. Then

s
k(n−2)

2 Fk(g, gµν , κ, z) = g−
k(n−2)

4n

l∑︂
j=0

lnj
(︂
s−1g−

1
2n

)︂
Gj(g

− 1
n gµν , κ, ψ

∗
sz).

However, as s → 0, the right hand side of the above equation diverges unless Gj = 0 whenever
j ̸= 0. Thus we find

Fk(j
r
xh) = g−

k(n−2)
4n G0(g

− 1
n gµν , κ, ψ

∗
sz). (3.68)

We can still squeeze some more information out of G0. If we take its Taylor expansion on the
coordinates z, in z = 0, we find

Fk(j
r
xh) = g−

k(n−2)
4n G0(g

− 1
n gµν , κ, z) =

∑︂
|I|<N

g−
k(n−2)

4n GI(g
− 1

n gµν , κ, 0)z
I + o(|z|N ),

where I ∈ N3r−1 is a multi-index, zI a polynomial in the coordinates z to the power I, and GI = ∂G
∂zI

.
Again, applying to the above equality the coordinate scaling (3.67), and taking the limit as s→ 0,
we can see that the right hand side diverges, or goes to 0, unless the cumulative scaling power s

∑︁
i∈I pi

of zI balances exactly that of g−
k(n−2)

4n , i.e. sk
n−2
2 . However, this is extremely consequential, since
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there are only finitely many zI with this property. As a consequence,

Fk(j
r
xh) =

∑︂
I

g−
k(n−2)

4n GI(g
− 1

n gµν , κ)z
I , (3.69)

We are now in a position to further enlarge the domain V r
3 to V r

4 = R×η(1, n−1)(U)×Ra×P r4 ×Rb,
where each component projects as

η(1, n− 1)(U) Ra P r4 Rb

(g, g−
1
n gµν) (Sαµν , S

α
βµν , . . .) (κ) (z)

Step 5. In this part we will furthermore characterize the dependence on g−
1
n gµν for the func-

tions GI .

Note that being HM a natural bundle we have a canonical action of Glr(n,R) on HM , which
however, in the coordinates on which (3.69) depends, reduces to the one of Gl(n,R). Covariance
of Fk then prescribes once again that the above action leaves unaltered Fk itself, therefore for all
A ∈ Gl(n,R),

g−
k(n−2)

4n

∑︂
I

GI(g
− 1

n gµν , κ)z
I = A

k(n−2)
2n g−

k(n−2)
4n

∑︂
I

GI(A
2
n g−

1
nAαµgαβA

β
ν , κ)(ρA(z))

I .

where ρA is the Gl(n,R) action7 on the polynomials zI . If we fix κ and think of GI(·, κ) as a
mapping : η(1, n− 1)(U)→ R[z], then GI must be equivariant with respect to the Gl(n,R) action
induced on η(1, n − 1)(U) and R[z]. By [47, Lemma 2.8], we deduce that the coefficients GI must
be a polynomial involving the components of the metric tensor gµν , the Levi-Civita tensor ϵµ1···µn
up to an overall multiple of the density g = det(gµν) which multiplied with the corresponding zI

produces a scalar. Thus

Fk(j
r
xh) =

∑︂
I

g−
k(n−2)

4n ˜︁GI(κ)PI(︁gµν , ϵµ1···µn ,∇ARβαµν ,∇Am2,∇Aκ
)︁

(3.70)

globally defined on U × V r
5 with V r

5 = η(1, n− 1)(U)×Ra+b×P r4 , with the P r4 an open subset of 0
in the coordinate κ.

Step 6. To conclude, we will extend the domain of Fk on the whole HM . First notice that we
can further extend the function Fk in κ by repeating Steps 1)-5) for neighborhoods of sufficiently
many (g0, 0, κ0) and the form (3.70) will not be affected since the coordinate κ transforms trivially
under diffeomorphisms and does not scale under physical scaling. Then we have extended Fk to the
whole π−1r (U). By transitivity of the action of Diff(M) on M , we can extend this functional form of
Fk to the whole HM , in each chart Uα of M we will have produced a local (Fk)α : Jrα → R, whose
order rα cannot be unbounded for if so, there will be dependence on a derivative of the Riemann
tensor ∇AR, the mass ∇Bm or the coupling constant ∇Cκ, for which the physical scaling by Sλ

7For example for the Riemann tensor Rαβ
µν , the action by the matrix A is given by Aα

α′A
β
β′Ā

µ′

µ Ā
ν′

ν R
α′β′

µ′ν′ , where
Ā denotes the inverse matrix of A.
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exceeds the amount kn−22 globally fixed by Lemma 3.3.11. Therefore, the bound on the jet order r
enable us to safely enlarge the domain of Fk to Jr0HM for this maximal order r0.

3.3.2 Existence of Wick powers

In trying to show the existence of Wick powers, functional formalism provides us with the natural
candidates for Wick powers: namely the elements ϕk(M,h) : f ↦→ ϕk(M,h)(f) which evaluated at
H ∈ Had(M,h) are defined by (3.55). We will thereafter prove that they satisfy all conditions
given in Definition 3.3.9. Prior to this, we need some technical results which come from Cartesian
closedness (c.f. Theorem 1.3.22).

Proposition 3.3.12. Let π : B → M be a fiber bundle over M . Then any mapping D : Γ∞(M ←
B)→ C∞(M) : σ ↦→ D(σ), where D(σ)(x) depends only on the germ of σ at x, is weakly regular if
and only if it is conveniently smooth.

Proof. We remark that Γ∞(M ← B) is a smooth infinite dimensional manifold with the smooth
structure described in [50, Theorem 42.1] which has the same charts as the one described in Theo-
rem 2.2.2, but a different topology. In particular in a neighborhood of any section σ ∈ Γ∞(M ← B),
there are charts {Uσ, uσ}, with uσ : Uσ → Γ∞c (M ← σ∗V B) where the target space has the canon-
ical limit Fréchet vector space topology. Meanwhile recall that C∞(M) ≡ E(M) has the Fréchet
space topology described in Section 1.3.1. As a result, the smoothness requirement can be tested
in a generic chart Uσ.

Suppose that D is weakly regular, then D is conveniently smooth if and only if for any σ0 ∈
Γ∞(M ← B), σ ∈ Uσ,

Dσ = D ◦ u−1σ1 : uσ(U) ⊂ Γ∞c (M ← σ∗V B)→ C∞(M, )

is conveniently smooth. Equivalently, see Definition 1.3.21, given any smooth curve γ : R →
Γ∞c (M ← σ∗V B) with γ(0) = σ, we have to show that

Dσ ◦ γ : R ∋ t ↦→ Dσ(γ(t)) ∈ C∞(M)

is smooth. By (ii) Proposition 1.3.25, smoothness of γ implies that for any compact interval
[a, b] ∈ R there is a compact subset K ∈M such that γ(t) is constant outside K for each t ∈ [a, b].
Then since D is weakly regular, there is a compact subset K ′ ⊂ M outside of which Dσ(γ(t)) is
constant for each t ∈ [a, b] and jointly smooth in (t, x) ∈ R×M . Then by (i) Proposition 1.3.25 we
get that Dσ ◦ γ is smooth as well. We remark that in this argument the locality of the operator is
not required.

On the other hand, suppose that D is conveniently smooth, consider any d-parametric compactly
supported variation Σ of σ, i.e. a mapping Σ : Rd×M → B such that there exists a compact region
K ⊂ M for which Σ(s, x) = σ(x) for all (s, x) ∈ Rd × (M\K). Without loss of generality we can
assume that Σ(s) ∈ Uσ for each s = (s1, . . . , sd).

To show weak regularity of D we have to prove that D(Σ(s)) ∈ C∞(Rd × M) and that
D(Φ(s))(x) = D(σ)(x) whenever (s, x) ∈ Rd × (M\K ′) for some compact subset K ′ of M . The
second assertion follows immediately using the fact that D evaluated at a point just depends on
germs of the source section evaluated at that point, therefore we even get D(Σ(s))(x) = D(σ)(x)
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outside the original compact subset K. For the other assertion, let s0 ∈ Rd, we show joint smooth-
ness in a neighborhood I of s0. Assume that the dimension of parameter space is d = 1, then the
mapping I ∋ s → uσ(Σ(s)) is a smooth curve in Γ∞c (M ← σ∗V B) provided I is a small enough
neighborhood of s0 ∈ R, thus by Theorem 1.3.22, Proposition 1.3.24 we have

D(Σ) : I0 → C∞(M,R) is smooth

⇔D(Σ) : I0 → C∞(vα(Vα),R) is smooth ∀ {Vα, vα} chart of M,

⇔D(Σ)∧ : vα(Vα)× I0 → R is smooth ∀ {Vα, vα} chart of M.

⇔D(Σ)∧ :M × I0 → R is smooth.

By arbitrariness of s0 we conclude that D(Σ) :M×R→ R is smooth as well. In case d > 1 it suffices
to iterate d times this argument: at the lth iteration we fix the previous d− l − 1 parameters and
take a smooth curve D(Σ) : R→ C∞(M×Rl−1) with domain the 1th factor of Rd while keeping the
remaining d−l−1 constant. Finally, by the above argument we infer thatD(Σ)∧ ∈ C∞(M×Rl).

We remark that the key feature of this proof is the Cartesian closedness of convenient calculus
i.e. Theorem 3.12 of [50], which essentially enable us to "move back and forth" the M factor in
the smoothness of mappings. This property is in general true for the so-called convenient calculus
on vector spaces; however, in general, the c∞-topology is not compatible with the vector space
structure of the underlying space being often too fine (see [50, Corollary 4.6]). Our case is special
though: the c∞-topology coincides with the Fréchet vector space topology. We also stress that part
of this result is very similar to Lemma 2.2.3, where we showed that Bastiani smoothness of the
differential operator implies weak regularity; however, the opposite assertion is not generally valid
due to the lack of cartesian closedness for Bastiani calculus.

We further remark that Proposition 3.3.12 can be generalized to vector bundles, using Proposi-
tion 30.1, Lemma 30.3, and Lemma 30.8 of [50].

Let us use two other auxiliary results. To better introduce them, we shall use the following
notation: if s ↦→ hs = (gs,ms, κs) is the compactly supported variation of h ≡ h0 = (g0,m0, κ0) we
denote the corresponding variation of the Klein-Gordon differential operator P by

Ps =

√︃
gs
g0

(︁
gµνs ∇µ(s)∇ν(s) +m2

s + κsR(gs)
)︁
. (3.71)

Notice that Ps differs from the normally hyperbolic operator P (hs) = gµνs ∇µ(s)∇ν(s)+m2
s+κsR(gs)

by a factor
√︂

gs
g0

, this extra factor will come in handy in the calculations below. Then we call

G±(M,hs) the advanced retarded Green operators associated to P (hs), and set

G±s (x, y) =

√︄
g0(x)

gs(x)

√︄
g0(y)

gs(y)
G±(M,hs)

(x, y), (3.72)

by [1, Theorem 3.8], we see that G±s : C∞c (M) → C∞(M,R) are Green-hyperbolic operator and,
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given any f ∈ C∞c (M), ∫︂
M
G±s (x, y)Psf(y)dµg0(y) = f(x),∫︂

M
G±s (x, y)Psf(x)dµg0(x) = f(y).

The reason for this notation is essentially to simplify subsequent formulas which otherwise will have
factors

√︂
gs
g0

. Notice that P0 = P (h0), G±0 = G±(M,h0)
. Notice also that since Ps ̸= P0 only in a

compact subset of M , then
G±s − G±0 = −G±s (Ps − P0)G±0 (3.73)

Lemma 3.3.13. Let h0 be a background geometry and consider a smooth curve hs, R ∋ s ↦→ hs ∈
Γ∞(M ← HM). Then the associated space-time propagators R ∋ s ↦→ G±(M,hs)

(f) ∈ C∞(M) are
smooth for each f ∈ D(M).

Proof. We just show the claim for the retarded propagator but for the advanced propagator we can
repeat the same argument. We start by evaluating

lim
s→0

1

s

(︂
G+s (f)− G+0 (f)

)︂
,

for some f ∈ C∞c (M). By construction the differential operator Ps(x) =
√︂

gs
g0
gµνs ∇µ(s)∇ν(s) +

m2(s) + κ(s)R(g(s)) is smooth in s, therefore we consider

Ps(x) lim
s→0

1

s

(︂
G+s (x, f)− G+0 (x, f)

)︂
= lim

s→0

1

s

(︂
Ps(x)G+s (x, f)− Ps(x)G+0 (x, f)

)︂
= lim

s→0

1

s

(︂
δ(x, f)− Ps(x)G+0 (x, f)

)︂
= lim

s→0

1

s

(︂
P0(x)G+0 (x, f)− Ps(x)G

+
0 (x, f)

)︂
= lim

s→0

1

s

(︂
P0(x)− Ps(x)

)︂
G+0 (x, y) = −Ṗ s(x)G

+
0 (x, f)

since hs ̸= h0 in just a compact subset of M , the differential operator Ṗ s(x) ≡ d
dsPs(x) ̸= 0 only

inside that compact, therefore the quantity Ṗ s(x)G+0 (x, f) has compact support for any f ∈ D(M)

and we can write
d

ds

⃓⃓⃓
s=0
Gs(x, f) = lim

s→0

1

s

(︂
G+s (x, f)− G+0 (x, f)

)︂
= −

∫︂
M
G+0 (x, z)Ṗ s(z)G

+
0 (z, f)dµg0(z).

(3.74)

Using (3.74) one can show that all iterated derivatives of G+0 exists and are continuous by The-
orem 1.2.16, thus showing smoothness. Finally, since Gs(x, f) = G+s (x, f) − G−s (x, f), the causal
propagator is smooth as well.

Proposition 3.3.14. Using the notation introduced in (3.71), (3.72) define

R± : C∞(M)→ C∞(M) : ψ ↦→ ψ − G±s (Ps − P0)ψ, (3.75)

then the operators R± are continuous and satisfy:

(i) R± is an isomorphism and the inverse is given by

R−1± = idC∞(M) + G±0 (Ps − P0); (3.76)
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(ii) PsR± = P0.

Moreover, if we denote by R†± : C∞c (M)→ C∞c (M) the adjoint of R± with respect to the paring

C∞(M)⊗ C∞c (M)→ R, (ψ, f)→
∫︂
M
fψdµg0 ,

we have

(iii) R†± = idC∞
c (M) − (Ps − P0)G±s , and (R†±)

−1 = (R−1± )†;

(iv) If Gs, G0 are the causal propagator associated to G±s , G±0 , then

R±G0R†± = Gs;

Proof. If C∞(M) has the Fréchet space topology, continuity of R± follows directly from Theo-
rem 1.2.16 and the continuity of the differential operator Ps. Let then ψ ∈ C∞(M), f ∈ C∞c (M)

be arbitrary functions. Using (3.73),

R±R
−1
± (ψ) = R±(ψ − G±0 (Ps − P0)ψ)

= ψ − G±s (Ps − P0)ψ + G±0 (Ps − P0)ψ − G±s
(︁
(Ps − P0)G±0 (Ps − P0)

)︁
ψ

= ψ − G±s (Ps − P0)ψ + G±0 (Ps − P0)ψ + G±s (Ps − P0)ψ − G±0 (Ps − P0)ψ

= ψ.

A similar argument works for the inverse composition, thus we conclude that (3.76) in (i) is actually
the inverse of R±. Directly from (3.75),

PsR±ψ = Psψ − PsG±s (Ps − P0)ψ = Psψ − Psψ + P0ψ = P0ψ.

to show (iii) we have to verify that∫︂
M2

dµg0(x, y)R
†
±(x, y)f(x)ψ(y) =

∫︂
M2

dµg0(x, y)R±(x, y)f(y)ψ(x).

expanding the right hand side and using that G∓· is the adjoint of G±· (see Lemma 2.4.3) yields∫︂
M2

dµg0(x, y)R±(x, y)f(y)ψ(x) =

∫︂
M2

dµg0(x, y)f(y)
[︁
δ(x, y)− G±s (x, y)(Ps − P0)

]︁
ψ(x)

=

∫︂
M2

dµg0(y)f(y)ψ(y)−
∫︂
M2

dµg0(x, y)f(y)
[︁
G±s (x, y)(Ps − P0)ψ(x)

]︁
=

∫︂
M2

dµg0(y)f(y)ψ(y)−
∫︂
M2

dµg0(x, y)G∓s (y, x)f(y)(Ps − P0)ψ(x)

=

∫︂
M2

dµg0(y)f(y)ψ(y)−
∫︂
M2

dµg0(x, y)
[︁
(Ps − P0)G∓s (y, x)f(y)

]︁
ψ(x)

=

∫︂
M2

dµg0(x, y)
[︁
δ(x, y)− (Ps − P0)G∓s (y, x)f(y)

]︁
ψ(x)

Incidentally, using the same argument on R−1± shows the other part of (iii). Finally, using repeatedly
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(3.73),

R+G0R†+ = R+

(︁
G0 − G0(Ps − P0)G−s

)︁
= R+

(︁
G0 − G+0 (Ps − P0)G−s + G−0 − G

−
s

)︁
= R+

(︁
G+0 − G

−
s − G+0 (Ps − P0)G−s

)︁
= G+0 − G

−
s − G+0 (Ps − P0)G−s

−
[︁
G+s (Ps − P0)G+0 − G

+
s (Ps − P0)G−s − G+s (Ps − P0)G+0 (Ps − P0)G−s

]︁
= G+0 − G

−
s − G+0 (Ps − P0)G−s − G+0 + G+s + G+s (Ps − P0)G−s + G+0 (Ps − P0)G−s

− G+s (Ps − P0)G−s = Gs.

Theorem 3.3.15. Let (M,h) be a background geometry and H ∈ Had(M,h) be any Hadamard
state associated to the data h = (g,m, κ), then the quantum field ϕk(M,h,H)(f) is the kth order Wick
power according to Definition 3.3.9.

Proof. We dived the proof in three steps: in the first we verify that ϕk(M,h,H) are linear scalar
quantum field when k = 1 and satisfy property (i), (ii), (iii) in Definition 3.3.9; in the second we
shall define an isomorphism τ(M,hs→h0) : Aµloc(M,hs)→ Aµloc(M,h0) using the result of Proposition
3.3.14; whereas in the final part we will show that condition (iv) in Definition 3.3.9 holds.

Step 1. Firstly, we notice that each ϕk(M,h,H) : f ↦→ ϕk(M,h,H)(f) is an algebra valued distribution
since it is linear in f and continuous with respect to the topology of Aµc(M,h) with the completion
of the topology of ℏ convergence in Areg(M,h). Moreover, ϕ is a linear scalar quantum field if and
only if dϕ(M,h,H) is a c-number field. By direct inspection

dϕ(M,h,H)(f) =

(︃∫︂
M
f(x)dµg(x)

)︃
1Aµc(M,h)

clearly yields a c-number, therefore it is a linear quantum field as claimed, thus we can proceed to
check whether elements of the form (3.55) are effectively Wick powers. The locality and covariance
property for Wick powers are equivalent to require that given any χ ∈ Hom(BckG) there is an
algebraic morphism

A(χ)
[︁
ϕk(M,h,χ∗H′)(f)) = ϕk(M ′,h′,H′)(χ∗f).

To fulfill this condition we follow [15, §6] and substitute H(x, y)−W0(x, y) in place of the Hadamard
parametrix H(x, y) that we use to construct Wick polynomials. Here, W0(x, y) is the non geometri-
cal, smooth term in the Hadamard expansion (3.43). Notice that, although W0 is well defined only
on a open neighborhood of the diagonal in M2, the coincidence limit of W0 does still give rise to
a smooth function M ∋ x ↦→ W0(x, x) by a partition of unity argument. the covariant version of
Wick powers is then

ϕk(M,h,H)
.
= α−1H−W0

(ϕk(M,h)). (3.77)

By Lemma 3.3.4, this is still in the same algebra as the original power ϕk(M,h,H). In the sequel we will
abuse the notation and write directly αH instead of αH−W0 . Explicit calculation of α−1H

(︁
ϕk(M,h)(f)

)︁
yields the abstract algebra element ∫︂

M
f(x) : ϕk :H (x)dµg(x)
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where, as usual, : ϕ :H (x) = ϕ(x) and

: ϕk :H (x) = δ(x, . . . , xk)

(︃
: ϕ(x1) · · ·ϕ(xk−1) :H ϕ(xk)−

k−1∑︂
i=1

: ϕ(x1) · · ·ˆ︁ϕ(xi) · · ·ϕ(xk−1) :H
)︃
.

(3.78)
By the scaling behavior of each field φ given by (3.58), using (3.43), we see that

SλH(x, y) = λn−2H(x, y) + 2λn−2 ln(λ)V (x, y)

which implies that ϕk(M,h,H)(f) scales almost homogeneously with degree kn−22 under physical scaling
for any f ∈ C∞c (M).

The algebraic condition follows immediately by taking into account that

ϕk(M,h,H)(f)
∗ = α−1H

(︁
ϕk(M,h)(f)

∗)︁ = α−1H
(︁
ϕk(M,h)(f̄)

)︁
and dϕk(M,h,H)(f) = α−1H

(︁
dϕk(M,h)(f)

)︁
.

Step 2. Suppose R ∋ s → hs ∈ Γ∞(M ← HM) defines a compactly supported vari-
ation of the background geometry (M,h). To each hs we can associate its differential opera-
tor Ps = gµνs ∇µ(s)∇ν(s) + m2(s) + κ(s)R(g(s)), which is still a Green hyperbolic operator ac-
cording to the hypothesis and is moreover conveniently smooth as a mapping R ∋ s ↦→ Ps ∈
C∞

(︁
C∞(M,R), C∞(M,R)

)︁
. Moreover, to each Ps we associate its Green operators G±s , which

thanks to Lemma 3.3.13 are conveniently smooth as well. Given the background geometry (M,hs),
we can associate a Hadamard two point function

ωs(x, y) = Hs(x, y) +
i

2
G(M,hs)

where Hs, G(M,hs) are respectively a Hadamard parametrix and the causal propagator canonically
associated to the geometry hs = (gs,ms, κs). Setting

˜︁ω = ωs ◦
(︁(︁
R†+
)︁−1 ⊗ (︁R†+)︁−1)︁, (3.79)

we claim that (3.79) is a Hadamard state for the background geometry (M,h). From (iv) in
Proposition 3.3.14, setting R†+ =

√︁
g0/gsR

†
+, we see that

G(M,h0) = G(M,hs) ◦
(︂
(R†+)−1 ⊗ (R†+)−1

)︂
.

We therefore have just to verify that ˜︁H ≡ Hs ◦
(︂√︁

g0/gs(R
†
+)
−1 ⊗

√︁
g0/gs(R

†
+)
−1
)︂

gives a well
defined Hadamard parametrix. Notice that, by (ii) in Proposition 3.3.14, using (3.71) and (3.72)
to handle the density quotients; for all f1, f2 ∈ C∞c (M)

˜︁H(f1, P (hs)f2) =Ws,0

(︁
(R†+)−1(f1), f2

)︁
,˜︁H(P (hs)f1, f2) =Ws,0

(︁
f1, (R†+)−1(f2)

)︁
,

where Ws,0 is the smooth part of the Hadamard parametrix Hs constructed with the background
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geometry hs. We can estimate

WF((R†+)−1) ⊆WF(G−(M,hs)
),

however, since WF(Ws,0) = ∅, by [44, Theorem 8.2.14]

WF
(︁
Ws,0 ◦

(︁
idC∞

c (M) ⊗ (R†+)−1
)︁)︁

= ∅, WF
(︁
Ws,0 ◦

(︁
(R†+)−1 ⊗ idC∞

c (M)

)︁)︁
= ∅.

Applying [64, Theorem 5.1] establishes that

˜︁ω = ˜︁H +
i

2
G(M,h0)

is the two point function of a well defined Hadamard state. We can thus define

τ(M,hs→h0) : Aµloc(M,hs)→ Aµloc(M,h0), A ↦→ τ(M,hs→h0)(A).

where, given any parametrix H related to the background geometry (M,h0),

τ(M,hs→h0)(A)(H) = A(H ′s) (3.80)

where H ′s = H ◦
(︁
R†+ ⊗R

†
+

)︁
is a Hadamard parametrix for (M,hs). Notice that selecting another

parametrix H ′ amounts to shift everything by a smooth function d = H ′ − H, which by Lemma
3.3.4 and 3.3.5 does not affect our isomorphism. The action of τ(M,hs→h0) on Wick powers (c.f.
equation (3.55)), is then given by

τ(M,hs→h0)

(︂
α−1Hs

(︁
ϕk(M,hs)

)︁)︂
= α−1˜︁H (︁ϕk(M,hs)

)︁
Step 3. Finally, if hs is a compactly supported variation of h = h0, by an argument similar
to the one in the proof of Lemma 2.2.3, then s ↦→ hs ∈ Γ∞(M ← HM) is a smooth mapping
when the latter is equipped with the convenient smooth structure of [50, THeorem 42.1]. Therefore
s ↦→ Hs ∈ D′(M ×M) is smooth as well for any Hadamard parametrix Hs associated to hs. By
Lemma 3.3.13 we deduce that the propagators are smooth as well, thus

s ↦→ ˜︁ω = ωs ◦
(︁(︁
R†+
)︁−1 ⊗ (︁R†+)︁−1)︁ ∈ D′(M ×M)

is smooth as well. Moreover, fixed s ∈ Rd, for any H ∈ Had(M,h) the distribution

D′(M) ∋ f ↦→ αH

(︂
ϕk
(M,h, ˜︁H)

)︂
(f)(φ) ∈ R

has integral kernel αH
(︂
ϕk
(M,h, ˜︁H)

)︂
(φ) in C∞(M) ⊂ D′(M). Using the smoothness properties just

established and the fact that ˜︁H −H ∈ C∞(M ×M), we get that

s ↦→ αH

(︂
α−1˜︁H (︁ϕk(M,h)

)︁)︂
(φ) = e

˜︁Γ
H− ˜︁H(︁ϕk(M,h)

)︁⃓⃓
φ
∈ C∞(M) (3.81)

is smooth. We have therefore shown that the family of mappings Γ∞(M ← HM) ∋ h →
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eΓH− ˜︁H(︁ϕk(M,h)

)︁⃓⃓
φ
∈ C∞(M) maps smooth curves s ↦→ hs in C∞

(︁
R,Γ∞(M ← HM)

)︁8 into smooth
curves C∞

(︁
R, C∞(M)

)︁
of the form (3.81). By Definition 1.3.21 this is conveniently smooth and

using Proposition 3.3.12 we conclude.

Remark. A key difference with the Euclidean case treated in [19] is that, in the Lorentzian case,
the singularity structure of both G±s and the Hadamard parametrix Hs does depend on s, in the sense
that it has a singularity component {(x, x; ξ,−ξ)} along the diagonal which is independent from the
metric variation plus a part along bicharacteristics of lightlike geodesics which depends on the metric
variation; in the Euclidean case, only the former is present, therefore one can conclude the above
proof by the smooth dependence on the parameter s and the fact that the singularity structure is
independent from s itself without needing cartesian closedness. In the Lorenzian case, this is not
possible; for example, consider the family of distributions s · δ0 with s ∈ R, δ0 ∈ D′(R) the Dirac’s
distribution, then this is a family of distributions which is smooth in s, but the wave front set is

WF = {(s, 0; 0, ξ) ∈ Ṫ ∗R2} ∪ {(0, 0, ζ, 0) ∈ Ṫ ∗R2}.

The reason is that when s = 0 the above distribution in x is the zero distribution which is of course
smooth, however, the moment s changes, new δ-like singularities appear at x = 0. Therefore in the
Lorentzian case, where the wave front set depends on s, it is not automatic to conclude that the
integral kernel of (3.81) is jointly smooth in (s, x) and some extra argument is needed.

8Notice that, by [50, Remark 42.2] the smooth curves : R→ Γ∞(M ← HM) are the same whether the latter space
is endowed with the convenient smooth structure of [50, Theorem 42.1] or with the Bastiani smooth of Theorem 2.2.2.
Therefore, using an argument similar to that employed in the proof of Lemma 2.2.3, we can show that all regular
variation are smooth curves : R→ Γ∞(M ← HM).
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Chapter 4

Functional formalism in quantum field
theory: Time ordered products

In this chapter we continue our discussion of quantum free field theories by studying their time
ordered products. We can see it as a second product ·T on the algebra Aµloc(M,h) ⊂ Aµc(M,h),
this enable us to define the S-matrix which is crucial in perturbation theories to treat interactions.
In particular, once a time ordered product has been obtained we can set

S(V ) = exp·T (V ) = 1Aµc(M,h) +
∑︂
j≥1

1

j!

(︃
i

ℏ

)︃j
V ·T . . . ·T V⏞ ⏟⏟ ⏞
j times

.

In general, the series defining S(V ) is not convergent, however, when V ∈ Areg(M,h), we shall see
that this formula still be interpreted as a formal power series in ℏ. The above formula is however
not physically interesting unless V ∈ Aµloc(M,h), then the latter can be thought as the interaction
term in the Lagrangian, i.e.

L = L0⏞⏟⏟⏞
free part

+ αH(V )⏞ ⏟⏟ ⏞
interacting part

.

This however causes an important issue: time ordered products as defined for V ∈ Areg(M,h)

suffer from the so-called UV-divergences, those are singularities resulting from the impossibility of
multiplying certain distributions supported in the diagonal. Notice that in principle there could be
other divergences as well: namely IR-divergences which are related to the possibility of the inter-
action being arbitrarily extended throughout spacetime; however, in our setting, functionals have
compact support and this is therefore avoided. We remark however that when the UV -problem is
solved, one can study more general interactions via the adiabatic limit which consists in applying
a cutoff function f to the non-compact interactions and then study the behaviour of the S-matrix
(or equivalently the time ordered products) as f → 1.

As mentioned in the Introduction, we shall use a Epstein-Glaser renormalization scheme which
gives us the possibility of constructing time ordered products at each order in ℏ consistently with
a series of physical constraints (see Definition 4.2.2) on the renormalization scheme itself. We shall
then use the local Wick expansion Lemma 4.2.3 to characterize the renormalization of time ordered
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products into the problem of extending certain distributions subject to other requirements. The
argument for extending those distributions essentially follows that of [41], with the main difference
that instead of the analyticity requirement (see [41, § 2, Conditions T4-T6]), we use a generalized
off-shell version of the parameterized microlocal condition introduced in [47, Definition 3.5]. The
argument for the extension of the aforementioned distributions (Theorem 4.2.5 and Theorem 4.2.6)
does benefit from the recent results in [18] which are thoroughly analysed in Section 4.1. Finally, in
Section 4.2.2, we will show, in Theorem 4.2.7, that the newly introduced parameterized microlocal
condition is consistent with the Main Theorem of renormalization (for reference see [9, Theorem
4.1] or [23, Theorem 3.6.3]); moreover, in Corollary 4.2.8 we obtain that the difference of two time
ordered products satisfying the prescription Definition 4.2.2, has the usual form

ϕk1(M,h) ·T . . . ·T ϕ
kp
(M,h) − ϕ

k1
(M,h) ·˜︁T . . . ·˜︁T ϕkp(M,h) =

∑︂
J≤K

(︃
K

J

)︃
CK−JϕJ(M,h),

where J, K are multiindices, CJ : (M,h) ↦→ CJ [h] ∈ C∞(M) are coefficients, analogously to Theo-
rem 3.3.10, such that each CJ [h] is a polynomial constructed out of scalars made by all tensor-like
objects of jrh for some finite order r, ϕJ(M,h) = ϕj1(M,h) · . . . · ϕ

jp
(M,h) is the classical product of Wick

powers.

4.1 The extension of distributions on manifolds

As mentioned before, in the Section we follow [18].

Let M be a smooth n-dimensional manifold, I ⊂ M a closed embedded submanifold and t ∈
D′Γ(M\I) a distribution. We seek an answer to the following problems:

• can we construct an extension t ∈ D′(M)?

• do we have some form of control on the wave front set WF(t)?

Both questions admit a positive answer with the proper assumptions on t. Notice that the
extension problem is far from trivial: indeed, by Hahn-Banach one can always devise an extension
of t as a linear mapping D(M)→ R, however, there is no information about its continuity.

Suppose I is a closed ι-dimensional submanifold, then there are slice charts {(Uα, (xi, hj)α)}
such that points x ∈ I ∩ Uα can be characterized by {hj = 0}. Below, U ⊂ M will be an open
subset of M . Denote by I(U) = {f ∈ E(U) : f |U∩I = 0} the ideal of smooth functions vanishing
on I, we say that a vector field X ∈ X(M) is an Euler vector field if

∀f ∈ I(U), X(f)− f2 ∈ I2(U), (4.1)

where I2(U) is the set {f · g ∈ C∞(U) : f, g ∈ I(U)}. One can easily show that Euler vector fields
can be characterized locally as

X = hj
∂

∂hj
+ hjAij(x, h)

∂

∂xi
+ hjhkAijk(x, h)

∂

∂hi
,
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with A, B smooth coefficients. Ideally, Euler vector field flow transversally out of the region I; this
is no coincidence since their flow can be used to define the scaling degree of distributions near I.
For notation’s sake we will denote

FXλ = FlXlnλ, λ ∈ (0, 1] (4.2)

the logarithmic flow.
A simple example of an Euler field with M = Rn+ι, I = {0} × Rι is X = hj ∂

∂hj
. Then the

associated logarithmic flow satisfies (FXλ )∗f(x, h) = f(x, λh) for all f ∈ E(M). We therefore see
how (4.2) is the natural candidate to induce the coordinate scaling in a geometrically consistent
way. In the following Proposition we collect some properties about Euler vector fields.

Proposition 4.1.1. The following assertion are true:

(i) Suppose I ↪→M , I ′ ↪→M ′ be two closed embedded submanifolds. Let ψ ∈ Diff loc(M,M ′) and
consider open subsets U, U ′ such that U ≃ψ U ′ and ψ(U ∩ I) = U ′ ∩ I ′, then if X ∈ X(U) is
Euler, Tψ(X) ∈ X(U ′) is Euler as well.

(ii) Let X1, X2 be Euler fields in a neighborhood of x ∈ I. Then there is a one parameter smooth
family of diffeomorphism Ψλ defined on a neighborhood of x such that

FX2
λ = FX1

λ ◦Ψλ.

(iii) Let X1, X2 be Euler fields in a neighborhood of x ∈ I. Then there is a diffeomorphism ψ

defined in a neighborhood of x such that

X1 = Tψ ◦X2 ◦ ψ−1.

This result is very important since it states that the property of being Euler vector fields is
invariant under the action of diffeomorphism and that given two Euler vector fields their coordinate
scaling (and thus the vector field themselves) are diffeomorphic to each other. An open subset
U ⊂ M is said to be X-stable if it is stable under the logarithmic flow of the Euler vector field X,
that is (FXλ )∗U ⊆ U .

Definition 4.1.2. Let U ⊂ M be an X-stable open subset, denote by EXs the set of distributions
t ∈ D′(U) such that

∀f ∈ D(U), ∃ C > 0, sup
λ∈(0,1]

⃓⃓⟨︁
λ−s(FXλ )∗t, f

⟩︁⃓⃓
≤ C.

Finally, given x ∈ I denote by EXs,x, the set of distributions t ∈ D′(U) such that there is a neigh-
borhood U ∋ x for which t ∈ EXs .

If we represent the distribution t as the integral kernel t(x, h) in the slice coordinates (x, h) then
the action of the coordinate scaling FXλ is given by (FXλ )∗t(x, h) ≡ tλ(x, h) = t(x, λh). The above
condition states that elements of EXs,x are those distributions t for which λ−stλ is bounded in D′(V )

for a suitable neighborhood V of x. We can see that the value s is the opposite of the Steinmann
scaling degree defined in [68].
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Using (ii) of Proposition 4.1.1, we can show that the space EXs,x does not depend on the Euler
field chosen to perform the scaling. To wit, given Euler fields X1, X2, consider

λ−s(FX2
λ )∗t = λ−s(FX1

λ ◦Ψλ)
∗t = λ−s(Ψλ)

∗(FX1
λ )∗t,

since Ψλ is a jointly smooth diffeomorphism with inverse Ψ−λ we get that the right hand is bounded
whenever paired with f ∈ D(U) if and only if the left hand side is. From now on, we shall omit
the Euler vector field from the spaces of distributions in Definition 4.1.2. Finally, we say that
t ∈ Ex,I(U) if for each x ∈ U ∩ I there exists an Euler field X with t ∈ EXs,x.

Proposition 4.1.3. The space Es,I(U) satisfies the following properties:

(i) suppose that Vi is an open cover for U ⊂ M and t ∈ D′(∪iVi), then t ∈ Es,I(Vi) for all i
implies t ∈ Es,I(U);

(ii) suppose that I ↪→ M , I ′ ↪→ M ′ are two closed embedded submanifolds, ψ ∈ Diff loc(M,M ′)

such that ψ : U → U ′ is a diffeomorphism for the open subsets U, U ′ having ψ(U∩I) = U ′∩I ′.
Then ψ∗Es,I′(U

′) = Es,I(U).

Proof. The first assertion follows easily for if x ∈ U ∩ I, then x ∈ Vi for some i (since {Vi} is an
open cover of U , U ⊂ ∪iVi) and t ∈ Es,I(Vi). The latter implies that there is a neighborhood
x ∈ Wi ⊂ Vi ∩ U such that λ−stλ is bounded in D′(Wi), but then t ∈ Es,x(U) as well. For the
second, simply note that by (i) in Proposition 4.1.3 we can localize the problem and show the
corresponding claim for points I ′ ∩ U ′ ∋ x′ = ψ(x), x ∈ U ∩ I. Suppose there is an Euler field X

for which λ−s(FXλ )∗t is bounded in D′(V ), then

λ−s(FXλ )∗t = λ−s(FXλ )∗ψ∗ψ
∗t is bounded in D′(V )

⇔ λ−sψ∗(FXλ )∗ψ∗ψ
∗tis bounded in D′(ψ−1(V ))

⇔ λ−s(F
Tψ(X)
λ )ψ∗tis bounded in D′(ψ−1(V )).

By (iii) in Proposition 4.1.1, Tψ(X) is still Euler and we conclude.

We can now start addressing the problem of the extension of distributions, since our goal is to
control the wave front set of the extension, it seems natural to strengthen the requirement of 4.1.2,
in particular to control boundedness of λ−stλ in the Hörmander topology (see (2.71)) and hope that
the extra requirement allow us to control the wave front of the extension. Let U ⊂ M be open, Γ
be a cone in Ṫ

∗
U1.

Definition 4.1.4. Let U, Γ ⊂ Ṫ
∗
U as above, we say that t ∈ D′Γ(U\I) is weakly homogeneous of

degree s if for all f ∈ D(U\I), χ ∈ D(U\I), q ∈ N, Υ ⊂ Rn having Γ ∩ supp(χ)×Υ = ∅, there is
an Euler vector field X and positive constants c, C with

sup
λ∈(0,1]

⃓⃓
λ−stλ

⃓⃓
≤ c, sup

λ∈(0,1]

⃦⃦
λ−stλ

⃦⃦
χ,q,Υ

≤ C (4.3)

We shall denote Es,I,Γ(U\I) the set of such distributions.

1For here on we shall denote by Ṫ
∗
U the cotangent space of U minus the graph of the null section.
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Note that we have a projectionEs,I,Γ(U\I)→ Es,I(U\I), moreover as Γ→ Ṫ
∗
U , thenEs,I,Γ(U\I)→

Es,I(U\I).

Suppose that M = Rn ≡ Rl+ι, I = {0} × Rι, consider a bump function χ ∈ C∞(Rl+ι) which is
1 in [−1/2, 1/2]l × I and identically zero outside [−1, 1]l × I. Set

ΨΛ(x, h) = 1− χ(x,Λh).

Then, for all t ∈ D(U\I), limΛ→∞ΨΛ · t = t that is, for all f ∈ D(U\I), limΛ→∞⟨ΨΛ · t, f⟩ = ⟨t, f⟩.
Since it will be needed in the upcoming results we give a short proof of the former claim. Notice
that we can write

1− χ(x,Λh) = 1− χ(x, h) + χ(x, h)− χ(x,Λh) = Ψ1(x, h) +

∫︂ 1

Λ

d

dλ
χ(x, λh)dλ

= Ψ1(x, h) +

∫︂ 1

Λ
hj

∂

∂hj
χ(x, λh)dλ = Ψ1(x, h)−

∫︂ 1

Λ−1

(Xχ)(x, λ−1h)
dλ

λ

where X = hj ∂
∂hj

is an Euler vector field. Calling Xχ = ψ, ϵ = Λ−1, ϵ→ 0 as Λ→∞; therefore

lim
ϵ→0
⟨
(︁
1− χΛ

)︁
t, f⟩ = lim

ϵ→0

⟨︂∫︂ 1

ϵ

dλ

λ
ψλ−1t, f

⟩︂
+
⟨︁(︁
1− χ

)︁
t, f
⟩︁

= lim
ϵ→0

∫︂
dxdh

∫︂ 1

ϵ

dλ

λ
ψ(x, λ−1h)t(x, h)f(x, h) +

∫︂
dxdh

(︁
1− χ(x, h)

)︁
t(x, h)f(x, h)

= ⟨t, f⟩;

combining the above expression with the fact that χΛ → 1 as Λ→∞ in the Fréchet space C∞(Rn),
we get the initial claim.

We are now ready to state the first extension result. We shall see that under suitable conditions
we can extend t by limϵ→0(1− χϵ−1)t and control its wave front set.

Theorem 4.1.5. Let t ∈ Es,I,Γ(U\I) and suppose that s + ι > 0, Γ ⊂ Ṫ
∗
U is stable under the

scaling induced by Euler fields of I. Then t = limϵ→0(1− χϵ−1)t ∈ D′(U) and

WF(t) = WF(t) ∪N∗I ∪ Ξ,

where N∗I is the conormal bundle to I and

Ξ =
{︁
(x, 0, ξ, η) ∈ Ṫ ∗U : ∃(x, h, ξ, 0) ∈ Γ ∩ T ∗U |supp(ψ)

}︁
.

Moreover, we have t ∈ Es,I,Γ∪N∗I∪Ξ.

Proof. We divide the proof in three steps: in the first we show that limϵ→0(1− χϵ−1)t converges in
D′(U); in the second, we show that the family {(1−χϵ−1)t}ϵ is bounded in D′WF(t)∪N∗I∪Ξ(U), then
this entails the convergence of (1− χϵ−1)t in D′WF(t)∪N∗I∪Ξ(U) as ϵ → 0; finally, we show that the
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extension is in Es,I,Γ∪N∗I∪Ξ. Step 1. Since

⟨
(︁
1− χϵ−1

)︁
t, f⟩ =

∫︂ 1

ϵ

dλ

λ
⟨ψλ−1t, f⟩+

⟨︁(︁
1− χ

)︁
t, f
⟩︁

=

∫︂
dxdh

∫︂ 1

ϵ

dλ

λ
ψ(x, λ−1h)t(x, h)f(x, h) +

⟨︁(︁
1− χ

)︁
t, f
⟩︁

=

∫︂
dxdh

∫︂ 1

ϵ

dλ

λ
λs+ιψ(x, h)λ−st(x, λh)f(x, λh) +

⟨︁(︁
1− χ

)︁
t, f
⟩︁

we see that the only term requiring attention is the first one for the other is a constant for any
f ∈ D(U). Notice that since s + ι > 0 the term λs+ι is integrable, moreover, by assumption
λ−st(x, λh)f(x, λh) is bounded. Therefore the limit exists. To show that it is a distribution let
f ∈ D(U) be supported inside the compact subset K, then

⃓⃓⃓ ∫︂
dxdh

∫︂ 1

ϵ

dλ

λ
λs+ιψ(x, h)λ−st(x, λh)f(x, λh)

⃓⃓⃓
≤
⃓⃓⃓ ∫︂

dxdh

∫︂ 1

ϵ

dλ

λ
λs+ι sup

λ∈(0,1]
ψ(x, h)λ−st(x, λh)f(x, λh)

⃓⃓⃓
,

however, ⟨λ−stλψfλ⟩ ≤ CK,ψpK,j(f) by assumption, thus

|⟨(χ− χϵ−1)t, f⟩| ≤ CK,ψpK,j(f)
⃓⃓⃓ ∫︂ 1

ϵ

dλ

λ
λs+ι

⃓⃓⃓
≤ 1− ϵs+ι

s+ ι
CK,ψpK,j(f)

stays bounded when ϵ → 0. Step 2. We already know that outside I the family (χ − χϵ−1)t is
bounded in D′WF(t)(U\I), in order to study the latter problem in I, we write

⟨
(︁
χ− χϵ−1

)︁
t, f⟩ =

∫︂
dx′dh′

∫︂
dxdh

∫︂ ∞
0

1[ϵ,1](λ)
dλ

λ
λs+ιψ(x, h)λ−st(x, λh)δ(x− x′, λh− h′)f(x′, h′),

where 1[ϵ,1] is the characteristic function of the set [ϵ, 1] ⊂ R and δ the Dirac distribution. By [18,
Lemma 10.3], we conclude that Aϵ = 1[ϵ,1](λ)

dλ
λ λ

s+ιψ(x, h)λ−st(x, λh) is a well defined distribution
whenever ϵ ∈ (0, 1] and

WF(Aϵ) ⊂ {(λ, x, h; ζ, ξ, η) ∈ Ṫ
∗
(R× U) : (x, h) ∈ supp(ψ), (x, h; ξ, η) ∈WF(t) ∪ 0}.

Moreover,

WF(δ) ⊂ {(λ, x, h, x′, h′;−⟨η, h⟩,−ξ,−λη, ξ, η) ∈ Ṫ ∗(R× U × U) : x′ = x, h′ = λh, (ξ, η) ̸= 0}.

therefore by [44, Theorem 8.2.14]

WF(Aϵδ) ⊂ {(x′, h′; ξ′, η′) ∈ Ṫ
∗
U : ∃(λ, x, h;−ζ,−ξ,−η) ∈WF(Aϵ),

(λ, x, h, x′, h′; ζ, ξ,−η, ξ′, η′) ∈WF(δ)}

∪ {(x′, h′; ξ′, η′) ∈ Ṫ ∗U : ∃(λ, x, h, x′, h′; 0, 0, 0, ξ′, η′) ∈WF(δ)}
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By direct inspection, setting h′ = 0, the above set becomes

{(x′, 0, ξ′, η′) ∈ Ṫ ∗U : ∃(x′, h′, ξ′, 0) ∈ Γ ∩ T ∗U |supp(ψ)} ∪ {(x′, 0, ξ′, η′) ∈ Ṫ
∗
U : ξ′ = 0} = Ξ ∪N∗I

Step 3. Consider the family µ−stµ, to complete the proof we have to show that it is bounded
in D′WF(t)∪Ξ∪N∗I(U). Since t = limϵ→0(1 − χϵ−1)t, it suffice to study the family {µ−s

(︁
(1 −

χϵ−1)t
)︁
µ
}(ϵ,µ)∈(0,1]. In integral notation we can write

µ−s
⟨︁(︁
(1− χϵ−1)t

)︁
µ
, f
⟩︁
=

∫︂ 1

ϵ

dλ

λ

⟨︁
µ−sψµλ−1tµ, f

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
=

∫︂ 1

ϵ

dλ

λ
µ−s−ι

⟨︁
ψλ−1t, f1/µ

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
=

∫︂ 1

ϵ

dλ

λ

λs+ι

µs+ι
⟨︁
λ−sψtλ, fλ/µ

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
=

∫︂ 1/µ

ϵ/µ

dλ

λ
λs+ι

⟨︁
(µλ)−sψtλµ, fλ

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
.

Of the two terms above, the second does not pose any problem since it is bounded by assumption
and independent from ϵ, however the first might for, even though

⟨︁
(µλ)−sψtλµ, fλ

⟩︁
is bounded by

assumption, the lower bound of integration might not be. Therefore, suppose that supp(f) ⊂ BR

for a suitable ball of radius R centered at the origin of U ⊂ Rn, then supp(f) ⊂ {(|x|2 + |h|2)1/2 <
R} ⊂ {|h| < R} and supp(fλ) ⊂ {(|x|2 + |λh|2)1/2 < R} ⊂ {|h| < R/λ}. Furthermore, we can take
ψ = X(χ) with X = hj∂j and χ = 1x ⊗ ˜︁χ where ˜︁χ is a bump function in the h variable localized
near {h = 0}; then the projection on the h factor of supp(ψ) will be contained in an interval (a, b)
with 0 < a < b. Thus the above integral can be written as∫︂ ∞

0

dλ

λ
1[ϵ/µ,R/a](λ)λ

s+ι
⟨︁
(µλ)−sψtλµ, fλ

⟩︁
It’s easy to see that the above quantity is bounded as ϵ→ 0 when tested with f ∈ D(U). It remain
to show that

(1 + |ξ|+ |η|)q
⃓⃓⃓ ∫︂ ∞

0

dλ

λ
1[ϵ/µ,R/a](λ)λ

s+ι
⟨︁
(µλ)−sψtλµ, e

i(ξx+ηh)
⟩︁⃓⃓⃓

is bounded for all q ∈ N, f ∈ C∞c (M), ξ, η ∈ Υ, Υ ∩WF(t) = ∅. The above expression can be
written as

(1 + |ξ|+ |η|)q
⃓⃓⃓ ∫︂ ∞

0
dλg(λ)F(fψ(µλ)−stλµ)(ξ, η)

⃓⃓⃓
where g(λ) = 1[ϵ/µ,R/a](λ)λ

s+ι−1 is an integrable function and F denotes the Fourier transform. By
assumption, since supp(fψ)×Υ∩WF(t) = ∅, the above family is bounded ∀µ ∈ (0, 1] as ϵ→ 0.

This theorem is a generalization of the result obtained in [11], where the authors used extra
hypothesis on top of those in Theorem 4.1.5. We shall obtain the same result in Theorem 4.1.8. We
remark that this result is somehow optimal for constraining the wave front set of the unextended
scaled distribution near the singular hypersurface: in fact it produces a well defined extension with
control of the wave front set coming from boundedness of the scaled distribution in the Hörmander
topology. The other condition we assumed was that s+ ι > 0, this combined with Theorem 5.2.3 in
[44] implies that the extension obtained is unique in Es,I,Γ(U). We can show however that we can
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nonetheless derive a similar result for arbitrary s ∈ R, however uniqueness of the extension will be
lost. To treat this more general case, suppose −m− 1 < s+ ι ≤ −m and let

Im : D(U)→ D(U) : f ↦→ 1

m!

∑︂
|α|=m+1

hα
∫︂ 1

0
(1− µ)m ∂α

∂hα
f(x, µh)dµ. (4.4)

Notice that Im can be thought of as the projection associating to each f a new function Im(f)

which vanishes of order m+ 1 near I. We can now state the extension theorem.

Theorem 4.1.6 (Theorem 4.7 in [18]). Let t ∈ Es,I,Γ(U\I) and suppose that there is m ∈ N
with −m − 1 < s + ι ≤ −m, Γ ⊂ Ṫ

∗
U is stable under the scaling of Euler fields of I. Then

t = limϵ→0(1− χϵ−1)t ∈ D′(U) and

WF(t) = WF(t) ∪N∗I ∪ Ξ.

Moreover, we have t ∈ Es,I,Γ∪N∗I∪Ξ.

Proof. Then again we proceed by steps: in the first we study the convergence of∫︂ 1

ϵ

dλ

λ

⟨︁
ψλ−1t, Im(f)

⟩︁
+
⟨︁(︁
1− χ

)︁
t, f
⟩︁

(4.5)

as ϵ → 0, in the second we estimate the wave front of the Taylor remainder operator Im, in the
third we study boundedness of the limit distribution in D′WF(t)∪N∗I∪Ξ(U); finally we show that the
extension is in Es,I,Γ∪N∗I∪Ξ. Step 1. Looking at (4.5), we see that the only term which might
misbehave as ϵ→ 0 is the first. Writing Im with the compact notation 1

m!

∑︁
α h

αRα, then∫︂ 1

ϵ

dλ

λ

⟨︁
ψλ−1t, Im(f)

⟩︁
=

∫︂ 1

ϵ

dλ

λ
λs+ι+m+1

⟨︁
ψtλ, Im(f)λ

⟩︁
=

∑︂
|α|=m+1

∫︂ 1

ϵ

dλ

λ
λs+ι

⟨︁
ψtλ, (λh)

α(Rα(f))λ
⟩︁

=
∑︂

|α|=m+1

∫︂ 1

ϵ

dλ

λ
λs+ι+m+1

⟨︁
ψtλ, h

α(Rα(f))λ
⟩︁

If we repeat the same argument of Step 1 in the proof of Theorem 4.1.5, we arrive at

|⟨(χ− χϵ−1)t, Im(f)⟩| ≤ ˜︁CK,ψpK,m+j(f)
⃓⃓⃓ ∫︂ 1

ϵ
dλλs+ι+m

⃓⃓⃓
≤ 1− ϵs+ι+m+1

s+ ι+m+ 1
˜︁CK,ψpK,j+m(f),

which is bounded as ϵ → 0. Step 2. Let us now look at the operator Im, since we wish to apply
the same arguments of the proof of Theorem 4.1.5, we write it as

Im(f)(x, h) =
1

m!

∑︂
|α|=m+1

hα
∫︂
dx′dh′

∫︂ 1

0
(1− µ)m∂′αδ(x− x′, h′ − λh)f(x′, h′)dµ

=
1

m!

∑︂
|α|=m+1

∫︂
dx′dh′˜︁Im(x, h, x′, h′)f(x′, h′).
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To study the wave front set of this object we observe that

F(g˜︁Im)(ξ, η, ξ′, η′) = ∫︂ dxdhdx′dh′
∫︂ 1

0
(1− µ)m∂′αδ(x− x′, h′ − λh)g(x, h, x′, h′)ei(xξ+hη+x

′ξ′+h′η′)dµ

=

∫︂
dxdh

∫︂ 1

0
(1− µ)m∂αg(x, h, x, λh)ei

(︁
x(ξ+ξ′)+h(η+λη′)

)︁
dµ

From there we deduce that

WF(˜︁Im) = {(x, h, x′, h′;−ξ′,−λη′, ξ′, η′) ∈ Ṫ ∗(U × U) : x = x′, λh = h′, (ξ, η) ̸= (0, 0)}. (4.6)

Step 3. We study the wave front set of (χ− χϵ−1)tIm(x, h) as ϵ→ 0; in integral notation,

(χ− χϵ−1)tIm(x, h) =
1

m!

∑︂
|α|=m+1

hα
∫︂
dx′dh′

∫︂ 1

0
1[ϵ,1](λ)λ

s+ι+mλ−st(x′, λh′)ψ(x′, h′)

λ−m−1˜︁Im(x, h, x′, h′)
setting Bϵ(λ, x′, h′) = 1[ϵ,1](λ)λ

s+ι+mλ−st(x′, λh′)ψ(x′, h′), we have

WF(Bϵ) ⊂
{︁
(λ, x′, h′; ζ, ξ′, η′) ∈ Ṫ ∗([0, 1]×U) : (x′, h′) ∈ supp(ψ), (x′, h′; ζ, ξ′, η′) ∈WF(t)∪{0}

}︁
.

If we consider the multiplication mapping (λ, x, h, x′, h′) ↦→ (x, h, x′, λh′), we can estimate

WF(λ−m−1˜︁Im) ⊂ {︁(λ, x, h, x′, h′; ⟨h′, η′⟩,−ξ′,−λη′, ξ′, η′) ∈ Ṫ ∗([0, 1]× U × U)

: x = x′, λh = h′, (ξ, η) ̸= (0, 0)
}︁
.

Using [44, Theorem 8.2.14] to compose distributions, we get

WF(Bϵλ
−m−1˜︁Im) ⊂ {(x′, h′; ξ′, η′) ∈ Ṫ ∗U : ∃(λ, x, h;−ζ,−ξ,−η) ∈WF(Bϵ),

(λ, x, h, x′, h′; ζ, ξ, η, ξ′, η′) ∈WF(λ−m−1˜︁Im)}∪
{(x′, h′; ξ′, η′) ∈ Ṫ ∗U : ∃(λ, x, h, x′, h′; 0, 0, 0, ξ′, η′) ∈WF(λ−m−1˜︁Im)}

Then again, setting h′ = 0, the above set becomes

{(x′, 0, ξ′, η′) ∈ Ṫ ∗U : ∃(x′, h′, ξ′, 0) ∈ Γ ∩ T ∗U |supp(ψ)} ∪ {(x′, 0, ξ′, η′) ∈ Ṫ
∗
U : ξ′ = 0} = Ξ ∪N∗I.

Step 4. Consider the family µ−stµ, to complete the proof we have to show that it is bounded in
D′WF(t)∪Ξ∪N∗I . Since t = limϵ→0(1−χϵ−1)t, it suffice to study the family {µ−s

(︁
(1−χϵ−1)t

)︁
µ
}(ϵ,µ)∈(0,1].

In integral notation we can write

µ−s
⟨︁(︁
(1− χϵ−1)t

)︁
µ
, f
⟩︁
=

∫︂ 1

ϵ

dλ

λ

⟨︁
µ−sψµλ−1tµ, Im(f)

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
=

∫︂ 1

ϵ

dλ

λ
µ−s−ι

⟨︁
ψλ−1t, Im(f)1/µ

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
=

∫︂ 1

ϵ

dλ

λ

λs+ι

µs+ι
⟨︁
λ−sψtλ, Im(f)λ/µ

⟩︁
+
⟨︁
µ−s

(︁
1− χ

)︁
tµ, f

⟩︁
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As in the proof of Theorem 4.1.5, the second term is bounded, so we focus on the first. We can write
f = Pm(f) + Im(f) Taylor’s formula, where Pm is the operator defining the Taylor polynomial in h
up to order m and Im the reminder defined in (4.4). The test function f will be supported inside
{|h| ≤ r} for r > 0 big enough, thus fλ/µ is supported inside {|h| ≤ rµ

λ }, moreover ψ is supported
in {|h| > a} for some small enough positive constant a. Then we must have rµ

a ≥ λ, and

µ−s
⟨︁(︁
(1− χϵ−1)t

)︁
µ
, f
⟩︁
= ⟨Iµ1 , f⟩+ ⟨I

µ
2 , f⟩;

⟨Iµ1 , f⟩ =
∫︂ rµ

a

ϵ

dλ

λ

λs+ι

µs+ι
⟨︁
λ−sψtλ, Im(f)λ/µ

⟩︁
,

⟨Iµ2 , f⟩ =
∫︂ 1

rµ
a

dλ

λ

λs+ι

µs+ι
⟨︁
λ−sψtλ, Im(f)λ/µ

⟩︁
.

The advantage is that by writing Im(f) = f − Pm(f) in Iµ2 , the f -part is identically zero by the
above support properties. Moreover, ⟨Iµ1 , f⟩ is bounded by the same argument used in Step 3. of
the proof of Theorem 4.1.6. Expanding Pm(f)λ/µ in Iµ2 we can write

⟨Iµ2 , f⟩ =
∫︂ 1

rµ
a

dλ

λ

λs+ι

µs+ι
⟨︁
λ−sψtλ,−Pm(f)λ/µ

⟩︁
Iµ2 (x

′, h′) =

∫︂
dxdh

∑︂
|α|≤m+1

hα

|α|!
dλ

λ
1[ rµ

a
,1]
λs+ι+|α|

µs+ι+|α|
ψ(x, y)λ−stλ(x, h)∂

′
αδ(x− x′, h− λh′)

Notice that when s+ ι+ |α| < 0, the integral∫︂
1[ rµ

a
,1]
λs+ι+|α|

µs+ι+|α|
dλ

λ
=

1

s+ ι+ |α|

(︂ 1

µs+ι+|α|
− rs+ι+|α|

as+ι+|α|

)︂
is bounded as µ→ 0. Now we can combine [18, Lemma 10.3] with Step 3. in the proof of Theorem
4.1.6, to conclude that Iµ2 is bounded in D′WF(t)∪Ξ∪N∗I(U).

We are now in a position to derive a more specific result which is equivalent to the extension
result of [11]. First we introduce the so-called conormal landing condition. Let U be an open
neighborhood of I, a closed conic subset Γ ⊂ Ṫ ∗(U\I) satisfies the conormal landing condition if

Γ ∩ T ∗U |I ⊆ N∗I. (4.7)

The idea behind (4.7) is to further constrain the wave front set of the extended distribution by
getting rid of the Ξ part in Theorems 4.1.5, 4.1.6. This condition prompts us to define a new set of
distributions.

Definition 4.1.7. Let Γ ⊂ Ṫ
∗
(U\I) be a cone satisfying (4.7), x ∈ I. Then t ∈ EXs,N∗I,x if there

is an Euler vector field X, an open neighborhood U of x stable under the logarithmic flow of X,
for which the family {λ−stλ}λ∈(0,1] is bounded in D′Γ(U\I) equipped with the Hörmander topology.
Moreover, we say that t ∈ EXs,N∗I(U) if t ∈ EXs,N∗I,x for all x ∈ I ∩ U .

We remark that combining Propositions 4.1.1, 4.1.3 we can show that Definition 4.1.7 is inde-
pendent from the Euler vector field chosen, moreover if ψ : U → U ′ is a diffeomorphism satisfying
the hypothesis of (ii) Proposition 4.1.3, then ψ∗Es,N∗I(U) = Es,N∗I′(U

′).
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Theorem 4.1.8. Let U be an open neighborhood of I, t ∈ Es,N∗I(U\I). Then there exists an
extension t ∈ D′(U) having WF(t) = WF(t)∪N∗I. Moreover, we have t ∈ Es′,N∗I(U) where s′ = s

if s+ ι /∈ N, s′ < s otherwise. Finally if s+ ι > 0 the extension is unique.

Proof. The proof essentially mirrors those of Theorems 4.1.5, 4.1.6 with the only difference the
we have to show that condition (4.7) effectively extends the wave front set of the unextended
distribution t by an amount N∗I. In practice we show that there are V open neighborhood of I
and χ ∈ D(U) such that

• if (x, h; ξ, η) ∈WF(t) ∩ Ṫ ∗V then η ̸= 0;

• χ ∈ C∞V (U) with χ = 1 near I.

Suppose there is no such V , let K be any compact set2 intersecting I, Vn = {|h| ≤ 1/n}, by
assumption there are (xn, hn; ξn, 0) ∈ WF(t) ∩ Ṫ ∗(Kn ∩ Vn)U , since the latter is a distribution in
a compact subset, we can extract a convergent subsequence (xn, hn; ξn, 0) → (x, 0, ξ, 0) ∈ WF(t),
however, the conormal landing condition (c.f. (4.7)) implies that WF(t) ∩ Ṫ ∗(Kn ∩ Vn)U ⊆ N∗I =

{(x, 0, 0, η)}. Finally we can easily construct χ as claimed above, and ψ = −X(χ) has support in
0 < a ≤ |h| ≤ b, but for no (x, h) with a ≤ |h| ≤ b there is (x, h, ξ, 0) ∈WF(t); thus we can choose
an extension of t with Ξ = ∅.

Often in quantum field theory it is common to extend the product of, say, Feynman propagators,
we therefore state the following result which helps in this regard.

Theorem 4.1.9. Suppose that U is a neighborhood of I, Γ1, Γ2 are cones in Ṫ
∗
(U\I) satisfying

the conormal landing condition and Γ1 ∩ −Γ2 = ∅. There there exists a bilinear mapping

R : D′Γ1
(U\I)×D′Γ2

(U\I)→ Es,N∗I , s < s1 + s2

such that

• R(u1u2) = u1u2 in U\I,

• R(u1u2) ∈ D′(Γ1+Γ2)∪Γ1∪Γ2∪N∗I .

Proof. Setting Γ = (Γ1 +Γ2)∪Γ1 ∪Γ2, by [7, Theorem 7.1] the product of distribution is hypocon-
tinuous when defined, thus u1u2 ∈ D′Γ(U\I). Then we can apply Theorem 4.1.8 and, setting
R(u1u2) = u1u2, we conclude.

We mention how the results given above do generalize to manifolds. It is well known (see for
instance Theorems 2.2.1, 2.2.4 in [44]) that distributions can be localized; in the case of the man-
ifold M , t ∈ D′(U\I) for some open subset U ⊂ M , we can localize t in the slice charts, then
since the spaces Es,I,Γ(U\I), Es,I,Γ(U\I) are diffeomorphism invariant we can represent the lo-
calized distributions in open subsets of Rn and extend them by means of Theorems 4.1.5, 4.1.6,
4.1.8. Then we can use again diffeomorphism invariance to pull back the extended distributions and
the gluing property (c.f. (i) in Proposition 4.1.3) to obtain a global extended distribution t ∈ D′(U).

2We are justified in taking a compact subset since the wave front set is evaluated by multiplying the distribution
with a test function.
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We finish this section with an important example that will be used in the sequel for the existence
of time ordered products.

Lemma 4.1.10. Let (M,h) be a background geometry; then

(i) any power of the Feynman propagator HF [M,h]k, seen as a distribution in M2\∆2(M), sat-
isfies the conormal landing condition; therefore, any extension HF [M,h]k has

WF
(︁
HF [M,h]k

)︁
|∆2(M) ⊆ N∗(∆2(M)).

(ii) if hs is a compactly supported variation of the background geometry (M,h) with parameter
s ∈ Rd and HF [M,hs]

k is the associated distribution in Rd × (M2\∆2(M)), then it satisfies
the conormal landing condition; therefore, any extension HF [M,hs]

k has

WF
(︁
HF [M,hs]

k
)︁
|Rd×∆2(M) ⊆ N∗(Rd ×∆2(M)).

Proof. For (x, y) ∈ O the Feynman propagator can always be expressed as

HF (x, y) = H(x, y) +
i

2
(G+(x, y) + G−(x, y)), (4.8)

where H is the Hadamard parametrix (see (3.43)) and G± the retarded and advanced propagators.
Equivalently, we can write

H(x, y) =
U(x, y)

σ(x, y) + iϵt(x, y) + ϵ2
+ V (x, y) ln

(︃
σ(x, y) + iϵt(x, y) + ϵ2

µ2

)︃
+W (x, y) (4.9)

where t is the temporal function associated to the globally hyperbolic metric g and µ an appropriate
length scale. Finally, recall that its wave front set is given by

ΓF ≡WF(HF ) =
{︁
(x, y; ξ,−η) ∈ Ṫ ∗M2 : (x, ξ) ∼ (y, η), ξ ∈ V ±g (x) if y ∈ J±(x)

}︁
∪
{︁
(x, x; ξ,−ξ) ∈ Ṫ ∗M2 : (x, ξ) ∈ Ṫ ∗M

}︁ (4.10)

We stress that the second part of the wave front set is the one responsible for the impossibility
of directly using powers of HF |M2\∆2(M) as distributions. However, if we consider HF as a
distribution on M2\∆2(M), then we can actually define powers of HF and

WF
(︁
(HF |M2\∆2(M))

k
)︁
⊆

k⋃︂
j=1

Υj × (Mk−j × {0});

Υj =
{︂
(x, y; ξ,−η) ∈ Ṫ ∗M2 : ξ =

j∑︂
i=1

ξi, η =

j∑︂
i=1

ηi, (x, ξi) ∼ (y, ηi), ξ ∈ V ±g (x)¯ if y ∈ J±(x)
}︂
.

(4.11)
Therefore, if y → x, we get that

WF
(︁
(HF |M2\∆2(M))

k
)︁
|∆2(M) ∩ T ∗∆2(M) ⊆ N∗∆2(M).

Taking into account that HF [M,h] scales almost homogeneously with degree n − 2, both under
physical scaling of parameters and under transversal coordinate scaling, we can show that it is a
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weakly homogeneous distribution in En−2,ΓF
(O). Thus we can apply Theorem 4.1.9, which guar-

antees the existence of an extension to the diagonal of products of HF and bounds the wave front
set of the extension along the diagonal by WF(Hk

F ) ⊂ N∗∆2(M).

To show (ii), let Rd ∋ s→ hs be the compactly supported variation of h = h0. Calling ˜︁HF the
associated distribution in Rd ×O, we can estimate

WF
(︁ ˜︁HF |Rd×(M2\∆2(M))

)︁
⊂
{︁
(s, x, x; ζ, ξ,−ξ) ∈ T ∗(Rd ×M2) : (x, ξ) ∈ Ṫ ∗M

}︁
∪
{︁
(s, x, y; ζ, ξ,−η) ∈ Ṫ ∗(Rd ×M2) : (x, ξ) ∼gs (y, η), ξ ∈ V ±gs (x) if y ∈ J±gs(x)

}︁ (4.12)

we want to prove something more:

WF
(︁ ˜︁HF |Rd×∆2(M)

)︁
=
{︁
(s, x, x; 0, ξ,−ξ) ∈ T ∗(Rd ×M2) : (x, ξ) ∈ Ṫ ∗M

}︁
. (4.13)

To do so, we use the notations of Section 3.2 and study the problem in normal coordinates (x, ẋ),
where if y ∈ M is sufficiently close to x, we can write ẋ = ēx(y) where ēx : U ⊂ M → V ⊂ TxM

is the Riemannian exponential of the metric gs. Locally, we can write the geometric part of the
Feynman propagator as

˜︁HF (s, x, ẋ) = HF (s, x, ex(ẋ)) =
U(s, x, ẋ)

σ(s, x, ẋ)
+ V (s, x, ẋ) ln(σ(s, x, ẋ)) +W (s, x, ẋ)

where

σ(s, x, ẋ) = gαβ(s, x)ẋ
αẋβ, U(s, x, ẋ) =

(︃
det(g(s))|x
det(g(s))|ẋ

)︃1/4

,

V (s, x, ẋ) =
∑︂
j≥0

Vj(s, x, ẋ)σ
j(s, x, ẋ), , V−1(s, x, ẋ) ≡ U(s, x, ẋ)

Vj+1(s, x, ẋ) = −
1

4
U(s, x, ẋ)

∫︂ 1

0
vj+1PVj(s, x, vẋ)

U(s, x, vẋ)
dv

W (s, x, ẋ) =
∑︂
j≥1

Wj(s, x, ẋ)σ
j(s, x, ẋ), W0(s, x, ẋ) ≡ 0

Wj(s, x, ẋ) =
U(s, x, ẋ)

4j

∫︂ 1

0
vj
PVj−1(s, x, vẋ

µ)− jPWj−1(s, x, vẋ
µ)

U(s, x, vẋµ)
dv

− jU(s, x, ẋ)

∫︂ 1

0
vj
Vj(s, x, vẋ

µ)

U(s, x, vẋµ)
dv.

We claim that ˜︁HF (s, x, λẋ) belongs to E2,N∗(Rd×∆2(M))

(︁
Rd × (O\∆2(M))

)︁
. Writing this distri-

bution in integral notation explicitly

λ−2
U(s, x, λẋ)

σ(s, x, ẋ)
+ V (s, x, λẋ) ln(λ2σ(s, x, ẋ)) +W (s, x, λẋ).

We see that each λ inside σ factors out, and the remaining terms depending on λ are jointly smooth
functions in all their variables including λ ∈ [0, 1]. Thus λ2⟨Fλ ˜︁HF , f⟩ is bounded for λ ∈ [0, 1].
Next we have to show that

sup
λ∈(0,1]

⃦⃦⃦
λ2
(︁
F (λ)X

)︁∗ ˜︁HF

⃦⃦⃦
χ,k,Υ

≤ C
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for all χ ∈ D
(︁
Rd× (M2\∆2(M))

)︁
, q ∈ N, Υ ⊂ Rn, Υ′ ⊂ Rn such that WF( ˜︁HF )∩ supp(χ)×Υ = ∅.

Consider ∫︂
dxdẋλ2 ˜︁HF (s, x, λẋ)χ(s, x, ẋ)e

i(ζs+ξx+ηẋ)

=

∫︂
dxdẋ

{︂U(s, x, λẋ)

σ(s, x, ẋ)
+ λ2 lnλ

(︂∑︂
j≥0

λ2jVj(s, x, λẋ)σ
j(s, x, ẋ)

)︂
+ λ2

(︂∑︂
j≥1

λ2jWj(s, x, λẋ)σ
j(s, x, ẋ)

)︂}︂
χ(s, x, ẋ)ei(ζs+ξx+ηẋ)

Noticing that derivatives of ẋ on U can be written as

∂

∂ẋµ
U(s, x, λẋ) =

1

2

∂

∂ẋµ
ln(g(s, λẋ))U(s, x, λẋ) = λU(s, x, λẋ)

∆µ(s, λẋ)

∆(s, λẋ)
,

where ∆µ = ∇µ∆. Thus ∂
∂ẋµU(s, x, λẋ) is of the form λA

(1)
µ for a suitable function A

(1)
µ jointly

smooth in (s, λ, x, ẋ). Taking repeatedly derivatives of U in ẋ yields

∂l

∂ẋµ1 · · · ∂ẋµl
U(s, x, λẋ) = λlA(l)

µ (λ, s, x, ẋ). (4.14)

The Vj , Wj factors can be treated analogously, for instance

λ2j
∂

∂ẋµ
Vj(s, x, λẋ) =

1

2

∂

∂ẋµ
ln(g(s, λẋ))Vj(s, x, λẋ)

− 1

4
U(s, x, λẋ)λj

∫︂ λ

0

[︃
vj

∂

∂ẋµ
PVj−1(s, x, vẋ)

U(s, x, vẋ)

]︃
dv

= λB(1)
µ (λ, s, x, ẋ)U(s, x, λẋ).

where B(1)
µ is jointly smooth in its arguments. Then

∂l

∂ẋµ1 · · · ∂ẋµl
Vj(s, x, λẋ) = λlB(l)

µ (λ, s, x, ẋ). (4.15)

Applying a similar argument to Wj yields

∂l

∂ẋµ1 · · · ∂ẋµl
Wj(s, x, λẋ) = λlC(l)

µ (λ, s, x, ẋ). (4.16)

Using (4.14), (4.15), (4.16), we can integrate by parts terms in∫︂
dxdẋ

{︂U(s, x, λẋ)

σ(s, x, ẋ)
+ λ2 lnλ

(︂∑︂
j≥0

λ2jVj(s, x, λẋ)σ
j(s, x, ẋ)

)︂
+ λ2

(︂∑︂
j≥1

λ2jWj(s, x, λẋ)σ
j(s, x, ẋ)

)︂}︂
χ(s, x, ẋ)ei(ζs+ξx+ηẋ)

so as to make ∫︂
dxdẋλ2(1 + |ζ|+ |ξ|+ |η|)kF

(︁ ˜︁HFχ
)︁
(ζ, ξ, η)

bounded, for all λ ∈ [0, 1], whenever (ζ, ξ, η) ∈ Υ and supp(χ) × Υ ∩WF( ˜︁HF ) = ∅. Since the
spacetime dimension is 4 > 2 the extension of ˜︁HF |Rd×(M2\∆2(M)), which is unique and coincides
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with ˜︁HF itself, must have, by Theorem 4.1.5, wave front contained in

WF( ˜︁HF ) ⊂WF
(︁ ˜︁HF |Rd×(M2\∆2(M))

)︁
∪N∗(Rd ×∆2(M)) ∪ Ξ.

In our case,

Ξ = {(s, x, 0; ζ, ξ, η) ∈ Ṫ ∗(M2\∆2(M)) : (s, x, ẋ; ζ, ξ, 0) ∈WF
(︁ ˜︁HF |Rd×(M2\∆2(M))

)︁
}.

There is, however, no element (s, x, ẋ; ζ, ξ, 0) in WF
(︁ ˜︁HF |Rd×(M2\∆2(M))

)︁
, thus Ξ = ∅. Finally it’s

easy to verify that products of ˜︁HF are well defined away from the diagonal, and satisfy the conormal
landing condition (c.f. (4.7)); then by Theorem 4.1.9 we can extend such products to Rd ×∆2(M)

so that they satisfy again (4.7).

4.2 Time ordered products

In this section we shall define time ordered products on the algebra of quantum fields
(︁
Aµc, ⋆

)︁
. In

Definition 4.2.2 we modify the definition given in [41, 42] by removing the analytic requirement and
substituting it with a generalization of the parameterized microlocal spectrum condition in [46, 47],
moreover, instead of working with the algebras generated by Wick polynomials of quantum fields,
we state our axioms for general elements of the algebra Aµc. In Theorem 4.2.5, 4.2.6, we modify
the proof given originally in [41] to account for the modified axioms. Finally, in Theorem 4.2.7 and
Corollary 4.2.8 we show that the new axioms introduced produce the same characterization of time
ordered products already known in the literature (c.f. [11, 23, 40]).

The time ordered product can be seen as another product ·T , other than the ⋆ product, on the
quantum algebra Aµc(M,h). We can consider a simpler situation by restricting to the algebra of
regular functionals Freg(M,h). We require that

F ·T G =

⎧⎨⎩F ⋆ G supp(F ) >Σ supp(G),

G ⋆ F supp(G) >Σ supp(F );
(4.17)

where with the notation supp(F ) >Σ supp(G) we mean that there exists a Cauchy hypersurface
separating the supports of F and G and supp(F ) ⊆ J+

(︁
supp(G)

)︁
. Similarly to what we did with

the star product, we postulate
F ·T G =

∑︂
j

ℏjΠj(F,G).

In particular, if we take f1, f2 ∈ D(M) with supp(f)|Σsupp(g), we obtain the consistency conditions

Π0

(︁
ϕ(M,h)(f1), ϕ(M,h)(f2)

)︁
= ϕ(M,h)(f1) · ϕ(M,h)(f2)

Π1

(︁
ϕ(M,h)(f1), ϕ(M,h)(f2)

)︁
=
iℏ
2
G(M,h)(f1, f2) =

iℏ
2
G+(M,h)(f1, f2)

Lemma 4.2.1. Consider the algebra of regular functionals Freg(M,h) with the topology of strong
convenient convergence generated by seminorms (2.86). Then the time ordered product is defined,
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at each order of ℏ, by

(︁
F ·T G

)︁
(φ) = F (φ)G(φ) +

∑︂
j≥1

ℏj

j!

(︃
i

2

)︃j⟨︂
djF [φ], Dj

(M,h)

(︁
djG[φ]

)︁⟩︂
, (4.18)

where D(M,h) = G+(M,h) + G
−
(M,h) is called Dirac’s propagator. Alternatively, we can write

F ·T G = e
i
2
˜︁ΓD

(︂
e−

i
2
˜︁ΓD(F ) · e−

i
2
˜︁ΓD(G)

)︂
.

where

˜︁ΓD =
ℏ
2

∫︂
M2

dµg(x, y)D(M,h)(x, y)
∂2

∂φ(x)∂φ(y)
, ˜︁ΓD(F )(φ) = ℏ

⟨︁
d2F [φ], D(M,h)

⟩︁
,

The proof is completely analogous to that of Lemmas 3.3.1 and 3.3.3 with D(M,h) substituted
in place of G(M,h).

In analogy with what we did in Section 3.3 we seek to extend this product to microlocal func-
tionals, i.e. those functional supported along the diagonal to which physically relevant functionals
belong. Then again, powers of D(M,h) are not well defined, however this time powers of Feyn-
man propagator HF

.
= H + i

2D(M,h) are not well defined ether due to the lingering diagonal part
{(x, x;−ξ, ξ) ∈ Ṫ ∗M2} of the wave front set of D(M,h). Thus, to define the extension of ·T to the
algebra Aµloc(M,h), one needs a locally covariant prescription to extend the powers of HF seen as
a distribution outside the diagonal ∆2(M) of M2. Finally, we note that the problem of extending
distributions has not always a unique answer (see e.g. Theorem 4.1.8), we therefore expect that
the prescription for defining Time ordered products will not be unique and therefore would need to
undergo some sort of characterization.

Motivated by this, we begin by giving an axiomatic definition with the properties that the time
ordered product must satisfy. Our definition differs from that given in [41] or [42] by the introduction
of a different microlocal spectral condition.

Definition 4.2.2. Time ordered products A family of elements {Tp}p∈N such that for each
(M,h) ∈ Bckg defines linear mappings

Tp[M,h] : ⊗pAµloc(M,h)→ Aµc(M,h) : (A1, . . . , Ap) ↦→ Tp[M,h](A1, . . . , Ap), (4.19)

with
αH

(︂
Tp[M,h](A1, . . . , Ap)

)︂
≡ THp

(︁
αH
(︁
A1

)︁
, . . . , αH

(︁
Ap
)︁)︁
; (4.20)

is called a time ordered product if it satisfies the following properties:

(i) Locality and Covariance. Let χ : (M,h) → (M ′, h′) be a causality preserving isometric
embedding, then for each A1, . . . , Ap ∈ Aµloc(M,h), we have

Tp[M
′, h′]

(︁
Aχ(A1), . . . ,Aχ(Ap)

)︁
= Tp[M,χ∗h′](A1, . . . , Ap);
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(ii) Causal factorization. Let A1, . . . , Ap ∈ Aµloc(M,h), suppose there exists a subset I ⊂
{1, . . . , p} such that for each i ∈ I supp(Ai) /∈ J−M (supp(Aj)) for all j ∈ Ic, then

Tp[M,h](A1, . . . , Ap) = T|I|
(︁
⊗i∈I Ai

)︁
⋆ TH|Ic|

(︁
⊗j∈Ic Aj

)︁
;

(iii) Symmetry. The time ordered product is symmetric under permutation of its arguments,
that is, given A1, . . . , Ap ∈ Aµloc(M,h), and any permutation σ of the set {1, . . . , p},

Tp[M,h]
(︁
Aσ(1), . . . , Aσ(p)

)︁
= Tp[M,h](A1, . . . , Ap);

(iv) Initial values. T0[M,h] = 1Aµc(M,h), T1[M,h] = idAµc(M,h).

(v) Scaling. If each Aj ∈ Aµloc(M,h) scales almost homogeneously with degree ρj under the
rescaling of parameters h→ Sλh, then Tp[M,h](A1, . . . , Ap) ∈ Aµc(M,h) scales almost homo-
geneously with scaling degree

∑︁p
j=1 ρj under physical scaling.

(vi) Field independence. Given A1, . . . , Ap ∈ Aµloc(M,h) we have

dTp[M,h](A1, . . . , Ap)[φ] =

p∑︂
j=1

Tp[M,h](A1, . . . , dAi[φ], . . . , . . . , Ap);

(vii) Unitarity. If A1, . . . , Ap ∈ Aµloc(M,h), then

Tp[M,h](A1, . . . , Ap)
∗ =

∑︂
I1,...,Iq

(−1)p+qT|I1|[M,h]

⎛⎝∏︂
i∈I1

Ai

⎞⎠ ⋆ · · · ⋆ T|Iq |[M,h]

⎛⎝∏︂
j∈Iq

Aj

⎞⎠ ,

where I1, . . . , Iq is a partition of {1, . . . , p}, and the sum is understood to be made on all
possible such partitions;

(viii) Action Ward identity. Let A1, . . . , Ap ∈ Aµloc(M,h) such that at least one, say A1, has
the form A1 = α−1H (F1) where

F1(φ) =

∫︂
M
jrφ∗(dθ)

for some n− 1-form θ ∈ Ωn−1(J
r(M × R)), then

Tp[M,h](A1, . . . , Ap) = 0;

(ix) φ-Locality Let A1, . . . , Ap ∈ Aµloc(M,h), then denote by A[k]
i the Wick ordering of the kth

order truncated Taylor series of Fi ≡ αH(Ai) in 0 ∈ C∞(M), we have

Tp[M,h] (A1, . . . , Ap) = Tp[M,h]
(︂
A

[k1]
1 , . . . , A

[kp]
p

)︂
+O

(︁
ℏ⌊

∑︁
i ki/2⌋

)︁
;

(x) Microlocal spectrum condition (µSC). Let ΓTq (M,h) ⊂ Ṫ
∗
M q be composed by elements

(x1, . . . , xq, ξ1, . . . , ξq) with the following property: any point xi is connected at least to some
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other point xj via a lightlike geodesic γi→j and

g♯ξi =
∑︂

e∈{1,...,q}

γ̇e→i(xi)−
∑︂

s∈{1,...,q}

γ̇i→s(xi),

where the first sum is taken on all future directed lightlike geodesics starting at some other
point xe and ending at xi, while the second is taken over all future directed lightlike geodesics
starting at xi and ending at some other point xs. Then for each A1, . . . , Ap ∈ Aµloc(M,h) and
all φ ∈ C∞(M), consider the integral kernel associated to dk

(︂
αH
(︁
Tp[M,h](A1, . . . , Ap)

)︁)︂
[φ],

we require that
WF

(︂
dkTHp

(︁
αH(A1), . . . , αH(Ap)

)︁
[φ]
)︂
⊂ ΓTk (M,h); (4.21)

(xi) Parameterized microlocal spectrum condition (PµSC). Given any background geom-
etry (M,h) and any smooth compactly supported variation, R ∋ s ↦→ hs ∈ Γ∞(HM), we
require that for every φ ∈ C∞(M) and every A1, . . . , Ap ∈ Aµloc(M,h) ≃ Aµloc(M,hs), we
have

WF
(︂
dkTHs

p

(︁
αHs(A1), . . . , αHs(Ap)

)︁
[φ]
)︂

⊂
{︁
(s, x1, . . . , xk, ζ, ξ1, . . . , ξk) : (x1, . . . , xn, ξ1, . . . , ξp) ∈ ΓTk (M,hs)

}︁
.

We remark that a key feature of Definition 4.2.2 is the fact that time ordered products have an
abstract characterization given by (4.19) while their "functional" form given by (4.20). The two
can be related by the following commutative diagram:

Aµloc(M,h) Aµc(M,h)

⊗pFµloc(M,h,H) Fµc(M,h,H)

⊗pαH

Tp

αH

TH
p

In light of this correspondence, the field independence condition has to be imposed at the level of
functionals and then pulled back to the algebra level by the map α−1H ; this translates to requiring

dTp(A1, . . . , Ap)[M,h][φ]
.
= α−1H

(︂
dTHp

(︁
α−1H (A1), . . . , α

−1
H (Ap)

)︁
[φ](ψ)

)︂
, (4.22)

which combined with the Field Independence property yields

dTHp (F1, . . . , Fp)[φ](ψ) =

p∑︂
i=1

THp (F1, . . . , dFi[·](ψ), . . . , Fp)(φ).

We stress that the above relation is well defined since if F ∈ Floc(M,h,H) then dF [·](ψ) ∈
Floc(M,h,H) for each ψ ∈ D(M).

Therefore by field independence and Faà di Bruno’s formula we can write the integral kernel of
dkTHp

(︁
F1, . . . , Fp

)︁
[φ] as a sum of terms of the form

THp
(︁
dkiF1[φ], . . . , d

kpFp[φ]
)︁
(x1, . . . , xk);
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then, by locality of Fi = αH(Ai), smearing with diagonal delta yields

WF

(︃
THp
(︁
dkiαH(A1)[φ], . . . , d

kpαH(Ap)[φ]
)︁)︃
⊂ ΓTβ(k,p)(M,h) (4.23)

where 1 ≤ β(k1, . . . , kp) ≤ p is the number of ki which are different from zero.

Finally note that in the case p = 1 Definition 4.2.2 reduces to Definition 3.3.9, whose existence
has already been established in Theorem 3.3.15, whereas the case p = 2, setting TH2 (F1, F2) =

F1 ·T F2 is consistent with the requirements of (4.17)

4.2.1 Existence of time ordered products

We turn to show the existence of time ordered products. The proof will proceed by steps and closely
follows the one given in [41]. We remark that the difference will be the absence of the condition on
the analytic wave front set, given in §2 of [41], replaced by the parameterized microlocal spectrum
condition: (xi) in Definition 4.2.2.

The first step is to state and prove the so-called Wick expansion for time ordered products, which
implies that, up to some order in ℏ the time ordered products can be completely characterized by
a sum of products of distributions and Wick powers.

Lemma 4.2.3. Given any time ordered product satisfying the algebraic and parameterized microlocal
spectrum conditions and any quasifree Hadamard state H, there exists a geodesically convex set
Ω ⊂ M and functionals A1, . . . , Ap ∈ Aµloc(M,h) such that supp(Ai) ⊂ Ω for each i = 1, . . . , p,
then

Tp[M,h](A1, . . . , Ap) =
∑︂

k≤2N−1
j1+...+jp=k

∫︂
Mp

ℏ⌊|J |/2⌋tJ [M,h]
(︂
f
(j1)
1 , . . . , f

(jp)
p

)︂
(x1, . . . , xp)

ϕj1(M,h,H)(x1) · · ·ϕ
jp
(M,h,H)(xp)dµg(x1, . . . , xp) +O(ℏN )

(4.24)
where J = (j1, . . . , jp), ⌊|J |/2⌋ the integer part of |J |/2, each tJ [M,h]

(︂
f
(j1)
1 , . . . , f

(jp)
p

)︂
∈ D′(Ωp)

and the integral is to be intended in the abstract algebra sense. Moreover, those distribution satisfies
additional conditions:

(i) Locality and Covariance. If χ : M → M ′ is a causally preserving isometric embedding,
Ω ⊂M is as above and f ∈ D(Ωp), then we can assume Ω′ = χ(Ω) to remain causally convex,
and

tp[M
′, h′](χ∗f) = tp[M,χ∗h′](f).

(ii) Scaling. Each tJ [M,h]
(︁
f
(j1)
1 , . . . , f

(jp)
p

)︁
scales almost homogeneously with degree

sd
(︂
Tp[M,h]

(︁
A1, . . . , Ap

)︁)︂
−

p∑︂
i=1

ji
n− 2

2
.

(iii) Microlocal Spectrum Condition. The distributions tJ [M,h]
(︁
f
(j1)
1 , . . . , f

(jp)
p

)︁
belong to
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D′
ΓT
p (M,h)

(Ωp).

(iv) Parameterized Microlocal Spectrum Condition. If Rd ∋ s ↦→ hs ∈ Γ∞(HM) is com-
pactly supported variation of the background geometry (M,h), then

WF

(︃
tJ [M,hs]

(︁
f
(j1)
1 , . . . , f

(jp)
p

)︁)︃
⊂
{︁
(s, x1, . . . , xp, ζ, ξ1, . . . , ξk) : (x1, . . . , xp, ξ1, . . . , ξp) ∈ ΓTp (M,hs)

}︁
.

Proof. Note that given any local functional F ≡ αH(A) ∈ Floc(M,h,H) we can consider its Taylor
series in 0:

F (φ) = F (0) +
∑︂
k≤N

1

k!
dkF [0](⊗kφ) +RN (F )

= F (0) +
∑︂
k≤N

1

k!

∫︂
Mk

f (k)[0](x1, . . . , xk)φ(x1) · · ·φ(xk)dµg(x1, . . . , xk) +RN (F )

where each compactly supported distribution f (k)[0](x1, . . . , xk) has support along the diagonal.
Using [44, Theorem 5.2.3], by a slight abuse of notation we shall write f (k)[0](x1, . . . , xk) =

f (k)[0](x1)δ(x1, . . . , xk) where f (k)[0](x1) ∈ C∞c (M)3. Applying the Wick ordering operator α−1H
yields

α−1H (F ) = F (0) +
∑︂
k≤N

1

k!

∫︂
Mk

f (k)[0](x1)ϕ
k
(M,h,H)(x1)dµg(x1) +RHN (F ).

Next we evaluate the Taylor expansion of the functional form of the time ordered product, taking
into account field independence, we can replicate the procedure and Taylor-expand the microcausal
functional THp

(︁
αH(A1), . . . , αH(Ap)

)︁
and subsequently applying α−1H . Setting Fi = αH(Ai), by

Lemma 3.2 in [10] we can always assume that all their supports are small enough to be contained
in a small neighborhood of the diagonal of Mp, otherwise we can use the causal factorization axiom
and repeat the subsequent argument for some Tp′ having p′ < p. For later convenience we shall
assume that this neighborhood of the diagonal has the form Ωp with Ω geodesically convex set for
the metric g.

THp (F1, . . . , Fp)(φ)

=
∑︂

k≤2N−1
j1+...+jp=k

ℏ⌊|J |/2⌋

J !

∫︂
Mk

THp

(︂
F

(j1)
1 , . . . , F

(jp)
p

)︂
[0](x1, . . . , xk)φ(x1) · · ·φ(xk)dµg(x1, . . . , xk)

+ ℏNRH2N−1
(︁
THp (F1, . . . , Fp)

)︁
=

∑︂
k≤2N−1

j1+...+jp=k

ℏ⌊|J |/2⌋

J !

∫︂
Ωp

tJ [M,h](x1, . . . , xp)φ
j1(x1) · · ·φjp(xp)dµg(x1, . . . , xp)

+ ℏNRH2N−1
(︁
THp (F1, . . . , Fp)

)︁
.

3The more general form of distributions f (k)[0](x1, . . . , xk) does however contain derivatives, in which case
f (k)[0](x1, . . . , xk) =

∑︁
f (k)[0](x1)∇j1(x1) · · ·∇jk (xk)δ(x1, . . . , xk), however using the Action Ward identity we can

bring those derivative outside the time ordered product and later on put them back. The proof of the consistency of
the Action Ward Identity axiom with the other renormalization conditions can be found in Proposition 3.1 pp. 21 of
[42]
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Where in the last step we combined the fact that the only nontrivial term of djiFi[0] is, by the field
independence and the fact that Tp(0, A2, . . . , Ap) = 0, f (ji)i [0](x1)δ(x1, . . . , xji). Moreover, taking
into account linearity and φ-locality of the time ordered product, the reminder in above expression
is of higher order in ℏ. Applying α−1H to both sides of the above expansion, we arrive at

Tp[M,h](A1, . . . , Ap)(φ)

=
∑︂

k≤2N−1
j1+...+jp=k

ℏ⌊|J |/2⌋

J !

∫︂
Ωk

tJ [M,h](x1, . . . , xp)ϕ
j1
(M,h,H)(x1) · · ·ϕ

jp
(M,h,H)(xp)dµg(x1, . . . , xp)

+ ℏNR2N

(︁
Tp(A1, . . . , Ap)

)︁
.

(4.25)

The coefficients

tJ [M,h](x1, . . . , xp)
.
=

∫︂
1

J !
THp

(︂
F

(j1)
1 , . . . , F

(jp)
p

)︂
[0](x1, XJ1 , . . . , xp, XJp)

δ(XJ1) · · · δ(XJp)dµg(XJ1 , . . . , XJp)

will then be distributions in D′(Ωp) and, by (x) in Definition 4.2.2, we have

WF
(︁
tJ [M,h]

)︁
⊂ ΓTp (M,h).

A similar reasoning shows that if we consider a compactly supported variation of the background
geometry hs, we obtain

WF

(︃
tJ [M,hs]

(︁
f
(j1)
1 , . . . , f

(jp)
p

)︁)︃
⊂
{︁
(s, x1, . . . , xp, ζ, ξ1, . . . , ξp) : (x1, . . . , xp, ξ1, . . . , ξp) ∈ ΓTp (M,hs)

}︁
.

By locality and covariance of the time ordered products, given χ : M → M ′ causally preserving
isometric embedding, assuming that Ω′ = χ(Ω) remains causally convex, we must have

tJ [M
′, h′](χ∗f) = tJ [M,χ∗h′](f),

for all f ∈ D(Ωk). The scaling properties of Tp and those of ϕki(M,h,H) can be used to straightforwardly
compute the scaling properties of tJ [M,h] under physical scaling.

The above lemma will also be used later to precisely frame the problem of Epstein-Glaser
renormalization, which consists in taking a time ordered product inductively constructed up to
the diagonal and then extending it to the diagonal itself. In the next step we shall show that
this problem is equivalent to start extend the distributions tJ [M,h] defined up to the diagonal
of Ωp such that conditions (i) − (iv) in 4.2.3 remain valid for the extensions. For this we use
an inductive construction, on the order p of the product, up to the small diagonal of Mp. The
techniques which we will employ for this construction are already present in the known literature
(c.f. [10, 11, 41, 42]), we will therefore go through them rapidly to adapt the notation and be specific
just on those results concerning directly the newly introduced parameterized microcausal spectrum
condition. As mentioned before, we suppose by induction that time ordered products have been
defined up to some order p and construct the order p+ 1.
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Lemma 4.2.4. Let I ⊂ {1, . . . , p+ 1} be nonempty, then {UI}I⊂{1,...,p+1}, with

UI =
{︁
(x1, . . . , xp+1) ∈Mp+1 : ∀i ∈ I xi, /∈ J−(xj) ∀j ∈ Ic

}︁
,

is a cover of Mp+1\∆p+1(M).

Proof. Take any (x1, . . . , xp+1) ∈ Mp+1\∆p+1, then there will be at least two different points, say
x1, x2 with x1 ̸= x2. Without loss of generality we can assume that x2 /∈ J−(x1) then we have
{1} ⊂ Ic, {2} ⊂ I. Next take x3, either x3 ∈ J−(x1) or x3 /∈ J−(x1). In the first case we add {3}
to Ic, in the second we add {3} to I. Then we consider x4, if x4 /∈ J−(xj)∀j ∈ Ic we add {4} to
I, otherwise we add it to Ic. Iterating this procedure we arrive at (x1, . . . , xp+1) ∈ UI for the I
constructed. Note that the assumption x1 ̸= x2 implies I ̸= ∅.

Combining φ-locality with Lemma 4.2.3 and the Action Ward Identity (condition (viii) in Def-
inition 4.2.2), we will henceforth assume that all our local functionals are monomials in the field
without derivatives. Using this we show that, up to some order in ℏ, the time ordered product Tp+1

can be uniquely constructed outside the diagonal of Mp+1 as a ⋆-product of lower order T-product
using the causal factorization axiom. Employing [14, Lemma 2.4] and linearity of the time ordered
products we can localize each T (A0, . . . , Ap) inside a small enough neighborhood Ωp+1 of the diag-
onal in order to apply Lemma 4.2.3. As a result, modulo higher order terms in ℏ, we just have to
compute the abstract integral kernels

Tp+1[M,h]
(︁
ϕk0(M,h,H), . . . , ϕ

kp
(M,h,H)

)︁
(x0, . . . , xp)

where the above expression is the algebra valued distribution

(f1, . . . , fp) ↦→ Tp+1[M,h]
(︁
ϕk0(M,h,H)(f1), . . . , ϕ

kp
(M,h,H)(fp)

)︁
with (x0, . . . , xp) /∈ ∆p+1(Ω). Notice that, by Lemma 4.2.3 and property (iii) in Definition 3.3.9,
the above relation is consistent with

T 0
p+1[M,h]

(︁
ϕk0(M,h,H)(x0), . . . , ϕ

kp
(M,h,H)(xp)

)︁
=
∑︂
J≤K

t0J [M,h](x0, . . . , xp)ϕ
j0
(M,h,H)(x0) · · ·ϕ

jp
(M,h,H)(xp)

with t0J [M,h] ∈ D′
(︁
Ωp+1\∆p+1(Ω)

)︁
satisfying

(i′) Locality and Covariance. If χ : M → M ′ is a causally preserving isometric embedding,
Ω ⊂ M is as above and f ∈ D

(︁
Ωp+1\∆p+1(Ω)

)︁
, then we can assume Ω′ = χ(Ω) to remain

causally convex, and
t0J [M

′, h′](χ∗f) = t0J [M,χ∗h′](f).

(ii′) Scaling. Each t0J scales almost homogeneously with degree
∑︁p

i=0(ki − ji)
n−2
2 under physical

scaling of the background geometry, that is

Sλt
0
J [M,h] = λ

∑︁p
i=0(ki−ji)

n−2
2
(︁
t0J [M,h] +

∑︂
l

lnl(λ)w0
l [M,h]

)︁
where each w0

l [M,h] ∈ D′
(︁
Ωp+1\∆p+1(Ω)

)︁
scales almost homogeneously with respect to phys-
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ical scaling.

(iii′) Microlocal Spectrum Condition. The distributions t0J [M,h] belong to D′
(︁
Ωp+1\∆p+1(Ω)

)︁
and have

WF
(︁
t0J [M,h]

)︁
⊂ ΓTp+1(M,h) (4.26)

(iv′) Parameterized Microlocal Spectrum Condition. If Rd ∋ s ↦→ hs ∈ Γ∞(HM) is any
compactly supported variation of the background geometry, then t0J [M,hs] ∈ D′

(︁
Ωp+1\∆p+1(Ω)

)︁
and have

WF

(︃
t0J [M,hs]

(︁
f
(j1)
1 , . . . , f

(jp)
p

)︁)︃
⊂
{︁
(s, x1, . . . , xp, ζ, ξ1, . . . , ξp) : (x1, . . . , xp, ξ1, . . . , ξp) ∈ ΓTp (M,hs)

}︁
.

(4.27)

If (x0, . . . , xp) ∈ UI ∩ Ωp+1, set

Tp+1[M,h]
(︁
ϕk0(M,h,H)(x0), . . . , ϕ

kp
(M,h,H)(xp)

)︁ .
= T|I|[M,h]

(︃⨂︂
i∈I

ϕki(M,h,H)(xi)

)︃
⋆T|Ic|[M,h]

(︃⨂︂
j∈Ic

ϕ
kj
(M,h,H)(xj)

)︃
.

For arbitrary points in Ωp+1\∆p+1(Ω), let ψI be a partition of unity of Ωp+1\∆p+1(Ω) and let

T 0
p+1[M,h]

(︁
ϕk0(M,h,H)(x0), . . . , ϕ

kp
(M,h,H)(xp)

)︁ .
=
∑︂
I

ψI(x0, . . . , xp)

T|I|[M,h]

(︃⨂︂
i∈I

ϕki(M,h,H)(xi)

)︃
⋆ T|Ic|[M,h]

(︃⨂︂
j∈Ic

ϕ
kj
(M,h,H)(xj)

)︃
.

(4.28)
one can show, for instance see [11, Proposition 4.2, Theorem 4.3], that the above quantity is inde-
pendent from the partition of unity used and moreover satisfies all requirements of Definition 4.2.2
as long as we are off diagonal. (4.28) is usually called the unrenormalized time ordered product,
meaning that the renormalization procedure is aimed at extending this prescription to the diagonal
of Ωp+1. Therefore, renormalization of time ordered products is equivalently framed as extending
the distributions t0J [M,h], satisfying properties (i′) − (iv′) above, to some distributions tJ [M,h]

which satisfies properties 1)− (iv) in Lemma 4.2.3. By the result of Section 4.1 one could proceed
similarly to [11] and extend the distribution tJ [M,h] to the diagonal right away (in particular see
Theorem 5.2 and 5.3 in [11]), however if the scaling degree were too big, the extension would not be
unique and would therefore fail to be local due to the presence of a fixed cutoff function localized in
a neighborhood of the diagonal. To circumvent this problem we follow [41]. The idea is to take full
advantage of the microlocal spectrum condition and expand the generic unextended distribution
t0J [M,h](x, ·) in suitable truncated Taylor series of the metric deformation parameter, so that the
reminder of this expansion can be extended directly (hence locally and covariantly) while the other
terms can be written in relative coordinates about the point x ∈ Ω transforming the covariance
requirement into an SO(1, n− 1)-invariance requirement.

In the following arguments we shall write t0[M,h] in place of t0J [M,h] meaning that the argument
ought to be repeated for each J = (j1, . . . , jk) without substantial modifications. We start by noting
that if we fix a point x ≡ x0 ∈ Ω, then there exists normal coordinates ({ẋa1}, . . . , {ẋap}) for the
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point (x1, . . . , xp) ∈ Ωp by setting, for each 1 ≤ i ≤ p,

ẋai ≡ ēx0(xi) = −eaµ(xi)gµν(xi)∇(i)
ν σ(x0, xi), (4.29)

where eaµ is a vielbein, σ the geodesic distance function between its arguments and the covariant
derivative is carried out for the local coordinates {xµi }. We remark that inside any convex normal
neighborhood of x0, Ω, the mapping defined above (ex0)

p : Ωp ∋ (x1, . . . , xp) ↦→ (ẋ1, . . . , ẋp) ∈ V p

is a diffeomorphism into the open subset V p ⊂ Tx0Ω
p. The presence of the vielbein is key in

transforming the covariance requirement for the extension into SO(1, n − 1)-invariance. Let now
Cx0

.
= {x0} × (Ω\{x0})p, by combining the microlocal spectrum condition with Theorem 8.2.4. in

[44], we see that the distributions t0J [M,h] admits a restriction to Cx0 , since ΓT (M,h)∩N∗Cx0 = ∅,
t0J [M,h](x0, ·) which is smooth in the first variable. The coordinates (x, ẋ1, . . . , ẋp) are suited to
identify the diagonal of Mp+1 as the submanifold (x, 0, . . . , 0) setting up the extension problem for
the distributions t0[M,h] in terms of § 4.1.

Next, suppose that there is a compact subset K contained in V and let χ ∈ D(V ) be a cutoff
function on V with support contained in K, then consider the compactly supported vector field X =∑︁

iXi =
∑︁p

i=1 χ(ẋ
a
i )ẋ

a
i ∂/∂x

a
i and denote its logarithmic flow by FXρ . Define a compactly supported

variation of h by hρ = (gρ,m
2, κ), gρ(ẋi) = ρ−2 ◦ (FXi

ln(ρ))
∗g(x), we obtain (gρ)µν(ẋi) = gµν(ρẋi). We

remark that this vector field is Euler according to (4.1), and that V p is invariant under the scaling
induced by each Xi, i.e. λV p\{0} ⊂ V p\{0} for all λ ∈ (0, 1]. Finally, consider t0[hρ](x, f) for some
f ∈ D

(︁
V p\{0}

)︁
, by condition (iv) in Lemma 4.2.3, the latter is a smooth function R×Ω→ R. We

thus define distributions on Cx0 by

τ0k [M,h](x0, ·)
.
=

dk

dρk

⃓⃓⃓
ρ=0

t0[M,hρ](x0, ·). (4.30)

then

t0[M,h](x0, ·) =
N∑︂
k=0

τ0k [M,h](x0·) + r0N [M,h](x0, ·), (4.31)

r0N [M,h](x0, ·) =
1

N !

∫︂ 1

0
(1− ρ)N d

N+1t0[M,hρ]

dρN+1
(x0, ·)dρ. (4.32)

Those distributions enjoy the following properties (Theorem 4.1 in [41]):

Theorem 4.2.5. Let x ∈ Ω be a fixed point, then

(i) The distributions τ0k [M,h](x, ·) and r0N [M,h](x, ·) are well defined distribution on V p\{0},
are local and covariant in the sense that for each χ : M → M ′ causally convex isometric
embedding, χ∗τ0k [M

′, h′](x, ·) = τ0k [M,χ∗h′](x, ·) and χ∗r0N [M
′, h′](x, ·) = r0N [M,χ∗h′](x, ·).
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Their wave front set are contained in{︃
(ẋ1, . . . , ẋp, η1, . . . , ηp) ∈ Ṫ

∗
(V p\{0})

:
(︂
x, ex(ẋ1), . . . , ex(ẋp), ξ −

∑︂
i

∂ēx
∂ẋi

ηi,
∂ēx
∂ẋ1

η1, . . . ,
∂ēx
∂ẋp

ηp

)︂
∈ ΓTp+1(M,h)

}︃
;

(ii) For any background geometry (M,h) the integral kernel of each τ0k may be represented as

τ0k [M,h](x, ẋ1, . . . , ẋp) =
∑︂
r

Ca1...ar [h](x)e∗xu
0
a1...ar(ẋ1, . . . , ẋp), (4.33)

where each Ca1...ar [h](x) is a covariant tensor constructed out of the metric g, curvature ten-
sor R and their covariant derivative at x up to some fixed order; u0a1,...,ar are tensor valued
SO(1, n− 1)-equivariant distributions defined everywhere except at the origin of V p;

(iii) τ0k [M,h] and r0N [M,h] scale almost homogeneously, under physical scaling, with scaling degree
equal to that of t[M,h]; we call this number D in the sequel;

(iv) the distributions u0a1...ar and r0N [M,h](x, ·) belong respectively to Ek−D(V p\{0}) and EN−D(V p\{0});
that is, given the logarithmic flow FXλ of the Euler vector field X =

∑︁p
j=1

∑︁
a ẋ

a
j
∂
∂ẋaj

, there are
positive constants c, c′ such that for all f ∈ D(V p\{0})

sup
λ∈(0,1]

⃓⃓⃓
λk−D

(︁
FXλ
)︁∗
u0(f)

⃓⃓⃓
≤ c, sup

λ∈(0,1]

⃓⃓
λN+1−D(︁FXλ )︁∗r0N [M,h](x, f)

⃓⃓
≤ c′

moreover, ∀χ ∈ D(V p\0), q ∈ N, Υ ⊂ Rn, Υ′ ⊂ Rn such that WF(u0) ∩ supp(χ) × Υ = ∅,
WF(r0N (x)) ∩ supp(χ)×Υ′ = ∅, there are constants C, C ′ > 0 such that

sup
λ∈(0,1]

⃦⃦⃦
λk−D

(︁
F (λ)X

)︁∗
u0
⃦⃦⃦
χ,q,Υ

≤ C, sup
λ∈(0,1]

⃦⃦
λN+1−D(︁F (λ)X)︁∗r0N [M,h](x, ·)

⃦⃦
χ,q,Υ′ ≤ C ′,

Proof. The arguments used in the proof are essentially those used in Theorem 4.1 of [41] by means
of which one can show items (i)− (iii), we just remark that combining (4.33) and the argument in
the proof of Theorem 3.1 in [47] directly obtain that the coefficients Ca1···ar [h](x) are of the form
claimed in (ii). We are therefore left with (iv). Note that the action of the logarithmic flow

(︁
FXλ
)︁∗

of the Euler vector field X, satisfies

λ−k
∑︂

C[h](x)e∗xu
0(λẋ1, . . . , λẋp) = λ−k

(︁
FXλ
)︁∗(︂∑︂

C[h](x)e∗xu
0(ẋ1, . . . , ẋp)

)︂
=

= λ−k
(︁
FXλ
)︁∗(︂

τ0k [M,h](x, ·)
)︂
=

dk

d(s/λ)k

⃓⃓⃓⃓
ρ=0

t0[M, ((s/λ)−2
(︁
FXs
)︁∗
g, (s/λ)2m2, κ)](x, ·)

=
dk

dρk

⃓⃓⃓⃓
ρ=0

t0[M, (λ−2gs, λ
2m2, κ)](x, ·) = τ0k [M,S1/λh](x, ·)

where we used the covariance of t0 in the first and fourth equality to factor in and out the
(︁
FXλ
)︁∗

term. Moreover, if λ ∈ (0, 1], 1/λ ∈ [1,∞), thus by almost homogeneous scaling of t0[M,h] under
physical scaling, τ0k [M,S1/λh](x, ·) = (1/λ)D

(︁
τ0k [M,h](x, ·) +

∑︁
i ln

i(λ)wi[M,h]
)︁
, therefore we get
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that

λ−r
∑︂

C[h](x)e∗xu
0(λẋ1, . . . , λẋp) = λk−D−r

(︁
τ0k [M,h](x, ·) +

∑︂
i

lni(λ)wi[M,h]
)︁
. (4.34)

The quantity λ−r⟨τ0k [M,h](x, λ·), f⟩ is bounded for every f ∈∈ D(V p\{0}) whenever −r+k−D > 0.
Similarly, when estimating the other seminorms we can take advantage of (4.34): given any χ, l, V
as above, we see that⃦⃦⃦

λk−D
(︁
F (λ)X

)︁∗
u0
⃦⃦⃦
χ,q,V

≤ C(h)λ−r
⟨︂
χτ0k [M,h](x, λ·), ei(

∑︁
j ẋjηj)

⟩︂
= λk−D−r

(︂⟨︂
χτ0k [M,h](x, ·), ei(

∑︁
j ẋjηj)

⟩︂
+
∑︂

ln(λ)
⟨︂
χwi[M,h], ei(

∑︁
j ẋjηj)

⟩︂)︂
.

Each of the terms inside pairings is rapidly decreasing along the direction in the cone V by hypothesis
and is independent of λ; then again whenever −r + k − D > 0 the above quantity is bounded,
thus we conclude that the scaled distributions τ0k [M,h](x, ·), and therefore each of the u0 belong in
Ek−D(V

p\{0}). The argument for the proof for the distributions r0[M,h] is similar for boundedness
in the Hörmander topology follows from the following calculation:

N !r0N [M,h](x, λẋ1, . . . , λẋp) =

∫︂ 1

0
(1− ρ)N dN+1

dρN+1

(︁
FXλ
)︁∗
t0[M,hρ](x, ẋ1, . . . , ẋp)dρ

=

∫︂ 1

0
(1− ρ)N dN+1

dρN+1
t0
[︁
M,
(︁
s−2
(︁
FXs
)︁∗
g, s2m2, κ

)︁]︁
(x, ẋ1, . . . , ẋp)dρ

= λN
∫︂ λ

0
(1− s/λ)N dN+1

dρN+1
t0[M,S1/λhρ](x, ẋ1, . . . , ẋp)dρ

finally, using the almost homogeneous scaling of r0N with respect to the scaling of the background
geometry, we obtain

λ−rr0N+1[M,h](x, λẋ1, . . . , λẋp) = λN−D−r
(︂∫︂ λ

0
(1− s/λ)N dN+1

dρN+1
t0[M,hρ](x, ẋ1, . . . , ẋp)

1

λ
dρ

+
∑︂
j

ln(λ)j
∫︂ λ

0
(1− s/λ)N dN+1

dρN+1
w0[M,hρ](x, ẋ1, . . . , ẋp)

1

λ
dρ
)︂
.

(4.35)
Notice that the integral contributions give rise to distributions in the variables (λ, x, ẋ1, . . . , ẋp),
which however are smooth in λ, therefore when calculating

sup
λ∈(0,1]

⃓⃓
λN−D

(︁
FXλ
)︁∗
r0N [M,h](x, f)

⃓⃓
≤ c′, sup

λ∈(0,1]

⃦⃦
λN−D

(︁
F (λ)X

)︁∗
r0N [M,h](x, ·)

⃦⃦
χ,q,Υ′ ≤ C ′

we can estimate the λ dependence with appropriate constants. Thus r0N [M,h](x, ·) ∈ EN−D(V p\{0}).

This proof allow us to extend the distributions u0, r0N+1[M,h] ∈ D′(V p\{0}) to distributions
in D′(V p) according to Theorem 4.1.5 and Theorem 4.1.6. In this case we need not a precise
estimation of the wave front set of the extension, thus in (iv) of Theorem 4.2.5 we could have
just controlled boundedness of u0, r0[M,h](x) in the standard topology of D′(V p\0), however, the
arguments developed there will prove important for the next result.
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Theorem 4.2.6. Let τ0k [M,h](x, ·), r0N [M,h](x, ·) ∈ D′(V p\{0}) be the distributions defined as in
(4.30) and (4.31), then there exists extensions τk[M,h](x, ·), rN [M,h](x, ·) such that

tJ [M,h](x, ·) .=
N∑︂
k=0

τk[M,h](x, ·) + rN [M,h](x, ·)

satisfies all requirements given in Lemma 4.2.3. Moreover, if Rd ∋ s ↦→ hs is a compactly supported
variation of the background geometry, the distributions τ0k [M,hs](x, ·), r0N [M,hs](x, ·) ∈ D′

(︁
Rd ×

(V p\{0})
)︁

admits extensions τk[M,hs](x, ·), rN [M,hs](x, ·) such that

tJ [M,hs](x, ·)
.
=

N∑︂
k=0

τk[M,hs](x, ·) + rN [M,hs](x, ·)

with tJ [M,h0] = tJ [M,h] and

WF(tJ [M,hs]) ⊂ {(s, x, x1, . . . , xp, ζ, ξ1, . . . , ξp+1) : (x1, . . . , xp+1, ξ1, . . . , ξp+1) ∈ ΓTp+1(M,hs)}.

Proof. We will proceed in three steps: first we extend the distributions τ0k [M,h], rN [M,h] and
τ0k [M,hs], rN [M,hs] as distributions on D′(Ω × V p) and D′(RdΩ × V p) respectively, then in the
remaining steps we establish the wave front set of those extensions.

Step 1. Each τ0k [M,h] can be extended to the diagonal by extending the distributions u0.
Indeed, by property (iv) in Theorem 4.2.5, the divergence degree of those distributions will be
controlled, thus by Theorem 4.2.6 we can find an extension u of u0. Lemma 4.1 in [41] en-
sures that u can be chosen to be SO(1, n − 1)-equivariant. As a result, we define the extension
τk[M,h](x, x1, . . . , xp) =

∑︁
Ca1,...,ar [h](x)e∗xua1,...,ar(ẋ1, . . . , ẋp), which with the appropriate choice

of u is local and covariant. If we chose N big enough, i.e. N +1−D+n · p > 0. By Theorem 4.1.5
we can extend uniquely the distribution r0N [M,h](x) directly by

rN [M,h](x)
.
= lim

ϵ→0
(1− χϵ−1)r0N [M,h](x). (4.36)

In particular, uniqueness of the extension will imply locality and covariance. The scaling properties
of the extended distributions rN [M,h] and each τk[M,h] remain the same as those of t[M,h]. The
extension of the distributions τ0k [M,hs], r0N [M,hs] works in the same way noticing the following
facts

• the expansion

t0[M,hs](x, ·) =
N∑︂
k=0

τ0k [M,hs](x0·) + r0N [M,hs](x, ·), (4.37)

where
τ0k [M,hs](x, ·) =

∑︂
r

Ca1...ar [hs](x)ex(s)
∗u0a1...ar , (4.38)
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r0N [M,hs](x, ·) =
1

N !

∫︂ 1

0
(1− ρ)N d

N+1t0[M, (hs)ρ]

dρN+1
(x, ·)dρ, (4.39)

can be performed in analogy with (4.31) due to the fact that t0[M,hs](x, f) is jointly smooth
in (s, x) by the induction hypothesis and (xi) in Definition 4.2.2;

• the coefficients Ca1...ar [hs](x) are jointly smooth in (s, x) and the distributions r0N [M,hs](x),
u0a1...ar satisfy bounds

sup
λ∈(0,1]

⃓⃓⃓
λk−D

(︁
FXλ
)︁∗
u0(f)

⃓⃓⃓
≤ c, sup

λ∈(0,1]

⃓⃓
λN+1−D(︁FXλ )︁∗r0N [M,hs](x, f)

⃓⃓
≤ c′.

for any f ∈ D(V p\0), repeating the same arguments used for the proof of (iv) in Theorem 4.2.5.

We remark that r0N [M,hs]|s=0 ≡ r0N [M,h], τk[M,hs]|s=0 ≡ τk[M,h].
Step 2. Next we look at the wave front sets of rN [M,h] and each τk[M,h]. Since those are

known off the diagonal we have to estimate just the newly added singularities in ∆p+1(M). We
claim that

WF(τk[M,h])|∆p+1(Ω) ⊂ N∗∆p+1(Ω),

WF(rN [M,h])|∆p+1(Ω) ⊂ N∗∆p+1(Ω).

Notice that this time we are actually thinking of τk[M,h] as a distribution in D′(Ωp+1). By con-
struction τk[M,h](x, x1, . . . , xp) =

∑︁
Ca1,...,ar [h](x)e∗xua1,...,ar(ẋ1, . . . , ẋp), consider the (local) dif-

feomorphism (x, xi)→ (x, ēx(xi)), if u has a certain wave front set WF(u), by [44, Theorem 8.4.2]
the pull-back distribution C[h](x)e∗xu(ẋ1, . . . , ẋp) will have wave front set given by

WF
(︁
C[h](x)e∗xu

)︁
⊆
{︂(︂
x, ex(ẋ1), . . . , ex(ẋp); ξ +

p∑︂
i=1

∂ēx(xi)

∂x
ηi,

∂ēx(x1)

∂x1
η1, . . . ,

∂ēx(xp)

∂xp
ηp

)︂
∈ Ṫ ∗Ωp+1 : (ẋ1, . . . , ẋp; η1 . . . , ηp) ∈WF

(︁
u
)︁}︂

By the microlocal spectrum condition, we know that C[h]u is smooth in the x variable, thus ξ = 0.
Moreover we have the identity

∂ēµx(xi)

∂xν
= −∂e

µ
xi(ẋi)

∂xi̇
α

∂ēαxi(x)

∂xν

which evaluated in the coincidence limit xi → x yields

∂ēµx(xi)

∂xν
= −δµα

∂ēαx(xi)

∂xνi
.

As a result, we get

WF(τk[M,h])|∆p+1(Ω) ⊆
{︂(︂
x, . . . , x;−

p∑︂
i=1

ξi, ξ1, . . . , ξp

)︂
∈ Ṫ ∗Ωp+1 : (x1, . . . , xp; ξ1, . . . , ξp) ∈ Ṫ

∗
Ωp
}︂
.

(4.40)
It remains to show that WF(rN [M,h])|∆p+1(Ω) ⊆ N∗∆p+1(Ω). Here we proceed as follows: first

we note that r0[M,h](x, ·) ∈ D′(V p\{0}) can be seen as a distribution r0[M,h] ∈ D′
(︁
Ω× (V p\{0})

)︁
depending smoothly on the first factor. Notice that r0[M,h] ∈ EN−D

(︁
Ω× (V p\{0})

)︁
, for the vector
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field X =
∑︁p

i=1 ẋ
a
i
∂
∂ẋai

is an Euler vector field for the submanifold Ω× {0} ⊂ Ω× V p, therefore we
can adapt the proof of Theorem 4.2.5 and get r0[M,h] ∈ EN−D

(︁
Ω × (V p\{0})

)︁
. We claim that

r0[M,h] satisfies the conormal landing condition

WF(r0N [M,h]) ∩ T ∗
(︁
Ω× V p)|Ω×{0} ⊂ N∗(Ω× {0}).

If that was true, since

ep· : Ω
p+1 ∋ (x, x1, . . . , xp) ↦→ (x, ẋ1, . . . , ẋp) = (x, ex(x1), . . . , ex(xp)) ∈ Ω× V p

is a diffeomorphism, (ii) in Proposition 4.1.3 implies that

EN−D,N∗(Ω×{0})
(︁
Ω× (V p\{0})

)︁
≃ EN−D,N∗(∆p+1(Ω))

(︁
Ωp+1\∆p+1(Ω))

)︁
,

thus by uniqueness of the extension combined with Theorem 4.1.6 we obtain WF(rN [M,h])|∆p+1(Ω) ⊂
N∗∆p+1(Ω).

We are thus left with showing that r0[M,h] satisfies the conormal landing condition. Instead
of doing this directly, we show that WFt0[M,h])|∆p+1(Ω) ⊆ N∗∆p+1(Ω) which together with (4.40)
implies our claim. To do so we proceed by induction over p. When p = 0, we are in the case of Wick
powers, where the dependence is smooth; so we assume that the condition holds for any n < p. By
Theorem 4.3 in [11] and equation (31) therein, in Ωp+1\∆p+1(Ω) we can write

t[M,h](x0, x1, . . . , xp) =
∑︂
I

t0I(xI)t
0
Ic(xIc)

∏︂
i∈I,j∈Ic

H
aij
F (xi, xj) (4.41)

where I ∪ Ic = {0, . . . , p} is any partition with I ̸= ∅, {0, . . . , p} and H
aij
F the aijth power of the

Feynman propagator. We stress that the latter distribution is well defined since we are avoiding
the diagonal. By (i) in Lemma 4.1.10 we have that WF(H

aij
F )|∆2(Ω) ⊂ N∗∆2(Ω), moreover by the

induction hypothesis each tI satisfies

WFt0I [M,h])|∆|I|(Ω) ⊆ N∗∆|I|(Ω).

If we denote by prI the projection mapping Mp+1 ∋ (x, . . . , xp) ↦→ xI ∈ M |I|; then again, by [44,
Theorem 8.4.2], we have

WF(t0[M,h])|UI
⊂
{︂
pr∗I
(︁
WF(t0I [M,h]

)︁
+ pr∗Ic

(︁
WF(t0Ic [M,h]

)︁
+

∑︂
i∈I,j∈Ic

pr∗ij
(︁
WF(H

aij
F )
)︁}︂
. (4.42)

Taking the closure of (4.42) in T ∗UI for each I, yields

WF(t0[M,h])|∆p+1(Ω) ⊂ N∗∆p+1(Ω).

Consequently r0N [M,h] satisfies the conormal landing condition and together with Theorem 4.1.6
we obtain

WF(rN [M,h])|∆p+1(Ω) ⊆ N∗∆p+1(Ω).
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Step 3. Lastly, we are left with showing that the parameterized extensions rN [M,hs], τk[M,hs]

described in the first step do satisfy the parameterized microlocal spectrum condition (iv) in Lemma
4.2.3. We claim even more: if hs is a compactly supported variation with s ∈ Rd, then

WF(τ0k [M,hs]) ∩ T ∗(Rd × Ωp+1)|Rd×∆p+1(Ω) ⊂ N∗(Rd ×∆p+1(Ω)),

WF(r0N [M,hs]) ∩ T ∗(Rd × Ωp+1)|Rd×∆p+1(Ω) ⊂ N∗(Rd ×∆p+1(Ω)), .

To show this claim we can repeat the previous argument noting that:

• τ0k [M,hs](x, ·) =
∑︁
Ca1,...,ar [hs](x)ex(s)

∗u0a1,...,ar(·); therefore the dependence on s ∈ Rd is
localized in the coefficient C[hs] (which is a scalar constructed out of tensors built out of jrhs
for some order r ∈ N) and in the mapping ex(s) : V ⊂ TxΩp → Ωx× · · · ×Ωx : (ẋ1, . . . , ẋp) ↦→
(ex(s)(ẋ1), . . . , ex(s)(ẋp)). The combination induces a diffeomorphism Rd × Ω × Ωp → Rd ×
Ω × V p, therefore studying the pullback of the wave front set of WF(u0) as done for (4.40),
yields

WF(τ0k [M,hs])|Rd×∆p+1(Ω) ⊆
{︂(︂
s, x, . . . , x; 0,−

p∑︂
i=1

ξi, ξ1, . . . , ξp

)︂
∈ Ṫ ∗∆p+1(Ω)

: (x1, . . . , xp; ξ1, . . . , ξp) ∈ Ṫ
∗
Ωp
}︂
.

(4.43)

• Similarly, to establish that r0N [M,hs] satisfies the conormal landing condition, we apply the
same induction argument used above, noting that the basic case p = 0, is handled by Wick
powers, and that for generic p the causal factorization

t[M,hs](x, x1, . . . , xp) =
∑︂
I

t0I [M,hs](xI)t
0[M,hs]Ic(xIc)

∏︂
i∈I,j∈Ic

HF [M,hs]
aij (xi, xj),

(4.44)
still holds. Combining the inductive hypothesis WFt0I [M,hs])|∆|I|(Ω) ⊆ N∗

(︁
Rd×∆|I|(Ω)

)︁
and

(ii) in Lemma 4.1.10, we can apply Theorem 4.1.6 and obtain WF(rN [M,hs])|Rd×∆p+1(Ω) ⊆
N∗
(︁
Rd ×∆p+1(Ω)

)︁
.

This concludes the proof for the existence.

4.2.2 Uniqueness of time ordered products

To conclude this section we establish the uniqueness result for time ordered products. In the proof
of the existence of such products we constructed uniquely the product up to the diagonal, therefore
different prescriptions for, say the pth order product, ought to differ only in ∆p(M); that is, they
differ by a renormalization choice. Theorem 4.2.7 and Corollary 4.2.8 strictly characterize such
choices.

Theorem 4.2.7. Let Aµloc(M,h) ⊂ Aµc(M,h) the algebra of microlocal functionals in the back-
ground geometry (M,h).

(a) Given two prescriptions {Tp}p∈N, { ˜︁Tp}p∈N for time ordered products, there exists a family
of natural transformations {Zp : ⊗pAµloc ⇒ Aµloc}p∈N inducing linear mappings Zp[M,h] :
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⊗pAµloc(M,h)→ Aµloc(M,h), uniquely defined by

(︃
i

ℏ

)︃p ˜︁Tp[M,h](A1, . . . , Ap) =
∑︂

π∈P({1,...,p})

(︃
i

ℏ

)︃|π|
T|π|[M,h]

(︁
⊗I∈πZ|I|[M,h](⊗i∈IAi)

)︁
(4.45)

where π is a partition of the set {1, . . . , p} into |π| smaller subsets I1, . . . , I|π|. Satisfying the
following conditions:

(i) Covariance. Let χ : (M,h) → (M ′, h′) be a causality preserving isometric embedding,
then for each A1, . . . , Ap ∈ Aµloc(M,h), we have

Zp[M,χ∗h′](A1, . . . , Ap) = Zp[M
′, h′](Aχ(A1), . . . ,Aχ(Ap));

(ii) Support properties. Given Ai ∈ Aµloc(M,h) with i = 1, . . . , p, we have

supp (Zp[M,h](A1, . . . , Ap)) =

p⋂︂
j=1

supp(Aj);

(iii) Symmetry. The mapping Zp is symmetric under permutation of its arguments, that is,
given any permutation σ of the set {1, . . . , p},

Zp[M,h]
(︁
Aσ(1), . . . , Aσ(p)

)︁
= Zp[M,h](A1, . . . , Ap);

(iv) Initial value. Z0[M,h] = 0 for all background geometries (M,h);

(v) Scaling. If each Aj ∈ Aµloc(M,h) scales almost homogeneously with degree ρj under the
rescaling of parameters h→ Sλh, then Zp[M,h](A1, . . . , Ap) ∈ Aµloc(M,h) scales almost
homogeneously with scaling degree

∑︁p
j=1 ρj;

(vi) Field independence. Given A1, . . . , Ap ∈ Aµloc(M,h), we have

dZp[M,h](A1, . . . , Ap)[φ] =

p∑︂
j=1

Zp[M,h](A1, . . . , dAj [φ], . . . , Ap);

(vii) Unitarity. If A1, . . . , Ap ∈ Aµloc(M,h), then

Zp[M,h](A1, . . . , Ap)
∗ = Zp[M,h](A∗1, . . . , A

∗
p).

(viii) Action Ward identity. Let A1, . . . , Ap ∈ Aµloc(M,h) such that at least one, say A1,
has the form A1 = α−1H (F1) where

F1(φ) =

∫︂
M
jrφ∗(dθ)

for some n− 1-form θ ∈ Ωn−1(J
rM), then

Zp(A1, . . . , Ap) = 0;

(ix) φ-Locality Let A1, . . . , Ap ∈ Aµloc(M,h), denote by A[k1]
i the Wick ordering of the kth
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order truncated Taylor series of Fi = αH(Ai) in 0 ∈ C∞(M), then

Zp[M,h]
(︁
A1, . . . , Ap

)︁
= Zp[M,h]

(︂
A

[k1]
1 , . . . , A

[kp]
p

)︂
+O

(︁
ℏ⌊p(k+1)/2⌋+1

)︁
;

(x) Microlocal spectrum condition (µSC). Given any A1, . . . , Ap ∈ Aµloc(M,h), consider
the formal integral kernel associated to the functional derivative dk

(︂
αH
(︁
Zp[M,h](A1, . . . , Ap)

)︁)︂
[φ],

we require that for every φ ∈ C∞(M),

WF

(︃
dk
(︂
αH
(︁
Zp[M,h](A1, . . . , Ap)

)︁)︂
[φ]

)︃
⊂ N∗∆k(M) (4.46)

(xi) Parameterized microlocal spectrum condition (PµSC). If (M,h) is a background
geometry and Rd ∋ s ↦→ hs ∈ Γ∞(HM) any compactly supported variation of h; we
require that for every φ ∈ C∞(M) and every A1, . . . , Ap ∈ Aµloc(M,h),

WF

(︃
dk
(︂
αH
(︁
Zp[M,h](A1, . . . , Ap)

)︁)︂
[φ]

)︃
⊂
{︂
(s, x1, . . . , xk, ζ, ξ1, . . . , ξk) : (x1, . . . , xk, ξ1, . . . , ξk) ∈ N∗∆k(M)

}︂
.

(b) If {Tp}p∈N is a family satisfying all requirements of Definition 4.2.2, and {Zp}p∈N another
family satisfying properties (i)-(xi) in (a) above; given any A1, . . . , Ap ∈ Aµloc(M,h), setting

(︃
i

ℏ

)︃p ˜︁Tp[M,h](A1, . . . , Ap)
.
=

∑︂
π∈P({1,...,p})

(︃
i

ℏ

)︃|π|
T|π|[M,h]

(︁
⊗I∈πZ|I|[M,h](⊗i∈IAi)

)︁
,

yields another prescription for a time ordered product according to Definition 4.2.2.

Proof. For notational sake we shall omit the [M,h] form Tp[M,h], Zp[M,h]. We start with (a). We
define the family {Zp} by induction over p. First we note that (iv) in Definition 4.2.2 is consistent
with ˜︁T0(A) = 1Aµc = T0(A).

Next, suppose we have constructed {Zk}k<p, from (4.45) define

Zp(A1 . . . , Ap)
.
=

(︃
i

ℏ

)︃p−1 ˜︁Tp(A1, . . . , Ap)−
(︃
i

ℏ

)︃p−1
Tp(A1, . . . , Ap)

−
∑︂

π∈P({1,...,p})
|π|̸=n

(︃
i

ℏ

)︃|π|−1
T|π|

(︄⨂︂
I∈π

Z|I|

(︂⨂︂
i∈I

Ai

)︂)︄
.

The right hand side can always be constructed since it involves the mappings {Zk}k<p and the two
time ordered products. We stress that for p = 1, (4.45) yields Z1 = idAµloc

which is consistent since
T1(A) = A = ˜︁T1(A) for any A ∈ Aµloc(M,h). The element Zp constructed above will be local and
covariant by (i) in 4.2.2 and the inductive hypothesis applied to {Zk}k<p. This argument also shows
that properties (iii), (v), (vi), (viii), (ix) in (a) Theorem 4.2.7 hold. To show (ii), suppose that at
least a pair of elements A1, A2 have mutually disjoint supports, i.e. S1 = supp(A1) ∩ supp(A2) =

S2 = ∅. Then there is I ⊂ {1, . . . , p} for which any support Si = supp(Ai), i ∈ I has Si /∈ J−(Sj) for
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all j ∈ Ic; by assumption, at the very least {1} ⊂ I, {2} ⊂ Ic. Combining the causal factorization
axiom of time ordered products with the inductive assumptions we get(︃

i

ℏ

)︃1−p
Zp(Ai, . . . , Ap)

= ˜︁T|I|(︂⨂︂
i∈I

Ai

)︂
⋆ ˜︁T|Ic|(︂⨂︂

j∈Ic
Aj

)︂
− T|I|

(︂⨂︂
i∈I

Ai

)︂
⋆ T|Ic|

(︂⨂︂
j∈Ic

Aj

)︂

−
∑︂

π1∈P(I), π2∈P(Ic)
|π1|̸=1&|π2|̸=1

(︃
i

ℏ

)︃|π1|+|π2|−p
T|π1|

⎛⎝⨂︂
I1∈π1

Z|I1|

(︂⨂︂
i∈I1

Ai

)︂⎞⎠ ⋆ T|π2|

⎛⎝⨂︂
I2∈π2

Z|I2|

(︂⨂︂
j∈I2

Aj

)︂⎞⎠

=

⎛⎝ ∑︂
π1∈P(I)

(︃
i

ℏ

)︃|π1|−|I|
T|π1|

⎛⎝⨂︂
I1∈π1

Z|I1|

(︂⨂︂
i∈I1

Ai

)︂⎞⎠⎞⎠
⋆

⎛⎝ ∑︂
π2∈P(Ic)

(︃
i

ℏ

)︃|π2|−|Ic|
T|π2|

⎛⎝⨂︂
I2∈π2

Z|I2|

(︂⨂︂
j∈I2

Aj

)︂⎞⎠⎞⎠− T|I|(︂⨂︂
i∈I

Ai

)︂
⋆ T|Ic|

(︂⨂︂
j∈Ic

Aj

)︂

−
∑︂

π1∈P(I), π2∈P(Ic)
|π1|̸=1&|π2|̸=1

(︃
i

ℏ

)︃|π1|+|π2|−p
T|π1|

⎛⎝⨂︂
I1∈π1

Z|I1|

(︂⨂︂
i∈I1

Ai

)︂⎞⎠ ⋆ T|π2|

⎛⎝⨂︂
I2∈π2

Z|I2|

(︂⨂︂
j∈I2

Aj

)︂⎞⎠ .

The above quantity is identically zero since the last two terms cancel the first one. The argument
for (x) and (xi) is similar so we just give the latter: consider a compactly supported variation hs

of the background geometry h, since each Ai is local the wave front set of dkαHs(Ai) will be in
N∗(Rd ×∆k(M)). Using (4.45),(︃

i

ℏ

)︃1−p
dk
(︁
αHs

(︁
Zp(A1, . . . , Ap)

)︁)︁
[φ](x1, . . . , xk) = dk

(︁
αHs

(︁ ˜︁Tp(A1, . . . , Ap)
)︁)︁
[φ](x1, . . . , xk)

−
∑︂

π∈P({1,...,p})

(︃
i

ℏ

)︃|π|−p
dk
(︃
αHs

(︃
T|π|

(︃⨂︂
I∈π

Z|I|

(︃⨂︂
i∈I

Ai

)︃)︃)︃)︃
[φ](x1, . . . , xk)

By Faà di Bruno’s formula and the field independence of time ordered products (property (vi) in
Definition 4.2.2), we can write the terms involving Z|I|’s on the right hand side of the above equation
as

d|σ|THs

|π|

(︄ |π|⨂︂
j=1

d|Jj |ZHs

|Ij |

(︃⨂︂
i∈I

αHs

(︁
Ai
)︁)︃

[φ]

)︄
,

where I1, . . . , I|π| ∈ π are the elements of the partition of {1, . . . , p},
∑︁

i |Ji| = k and THp =

αH ◦ Tp ◦ ⊗pα−1H , ZHp
.
= αH ◦ Zp ◦ ⊗pα−1H . Since the right hand side of the above equality is zero

whenever supp(Ai) ∩ supp(Aj) = ∅ for some i, j ∈ {1, . . . , p}, we can estimate

WF
(︂
dkZHs

p (αHs(A1), . . . , αHs(Ap))[φ]
)︂
⊂WF

(︁
dk ˜︁THs

n (αHs(A1), . . . , αHs(Ap))
)︁⃓⃓⃓

Rd×∆k(M)⋃︂
WF

(︄
d|σ|THs

|π|

(︄ |π|⨂︂
j=1

d|Jj |ZHs

|Ij |

(︃⨂︂
i∈I

αHs

(︁
Ai
)︁)︃

[φ]

)︄)︄⃓⃓⃓⃓
⃓
Rd×∆k(M)

That the first gives the right wave front set when restricted comes readily from property (xi) in
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Definition 4.2.2, the other terms are composition of distributions

d|σ|THs

|π|

(︄ |π|⨂︂
j=1

d|Jj |ZHs

|Ij |

(︃⨂︂
i∈I

αHs

(︁
Ai
)︁)︃

[φ]

)︄

which are well defined for

{(s, xi, ζ, ξi)} ∈WFpri

(︂
d|σ|THs

|π|

(︂
G1, . . . , G|π|

)︂
[φ]
)︂
= ∅, ∀ i = 1, . . . , |σ|.

Arguing using Theorem 8.2.14 in [44] we can estimate

WF

(︃
d|σ|THs

|π|

(︃ |π|⨂︂
j=1

d|Jj |ZHs

|Ij |

(︃⨂︂
i∈I

αHs

(︁
Ai
)︁)︃

[φ]

)︃)︃⃓⃓⃓⃓
Rd×∆k(M)

⊂ {(s, x1, . . . , xk, ζ, ξ1, . . . , ξk) : (x1, . . . , xk, ξ1, . . . , ξk) ∈ N∗∆k(M)\{0}}.

Next we show ii). Let Aj ∈ Aµloc(M,h) for j = 1, . . . , p, define

˜︁Tp(A1, . . . , Ap) =
∑︂

π∈P({1,...,p})

(︃
i

ℏ

)︃|π|−p
T|π|

(︁
⊗I∈πZ|I|(⊗i∈IAi)

)︁
, (4.47)

using that by hypothesis properties 1), (iii), (iv), (v), (vi), (vii), (viii), (ix) hold in the right hand
side of (4.47), then they trivially hold on the left hand side as well. For (x), note that the term
appearing to the right hand side of (4.47) is of the form

d|σ|TH|π|

(︃ |π|⨂︂
j=1

d|Jjl|ZH|Ij |

(︃⨂︂
i∈I

αH
(︁
Ai
)︁)︃

[φ]

)︃

where
∑︁|π|

j=1

∑︁|σ|
l=1 |Jjl| = k. By Theorem 8.2.14 in [44] we have

WF
(︂
dkTH|π|

(︂
⊗I∈π ZH|I|

(︁
⊗i∈I αH(Ai)

)︁)︂
[φ]
)︂
⊂
{︂
(x1, . . . , xk, ξ1, . . . , ξk) ∈ T ∗Mk\0 :

∃(y1, . . . , y|σ|, η1, . . . , η|σ|) ∈WF(d|σ|TH|π|), (xJil , yl, ξJjl , ηl) ∈WF
(︁
ZH|Ij |

(︁⨂︂
i∈I

αH
(︁
Ai
)︁)︁
[φ]
)︁}︂

⊂ ΓTk (M,h).

A similar reasoning shows that ˜︁TH does indeed satisfy also the parameterized microlocal spectrum
condition as well. Finally we show that causality holds. Suppose A1, . . . , Ap ∈ Aµloc(M,h) and
I ⊂ {1, . . . , p} with the property that each i ∈ I has supp(Ai) /∈ J−

(︁
supp(Aj)

)︁
∀j ∈ Ic, then we
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evaluate

˜︁Tp(A1, . . . , Ap) =
∑︂

π∈P({1,...,p})

(︃
i

ℏ

)︃|π|−p
T|π|

(︃⨂︂
I∈π

Z|I|

(︃⨂︂
i∈I

Ai

)︃)︃

=
∑︂

π=π′∪π′′
π′∈P(I),π′′∈P(Ic)

(︃
i

ℏ

)︃|π|−p
T|π|

(︃ ⨂︂
I′∈π′

Z|I′|

(︃⨂︂
i∈I′

Ai

)︃ ⨂︂
I′′∈π′′

Z|I′′|

(︃⨂︂
j∈I′′

Aj

)︃)︃

=
∑︂

π′∈P(I)
π′′∈P(Ic)

(︃
i

ℏ

)︃|π′|−|I|
T|π′|

(︃ ⨂︂
I′∈π′

Z|I′|

(︃⨂︂
i∈I′

Ai

)︃)︃
⋆

(︃
i

ℏ

)︃|π′′|−|Ic|
T|π′′|

(︃ ⨂︂
I′′∈π′′

Z|I′′|

(︃⨂︂
j∈I′′

Aj

)︃)︃

= ˜︁T|I|(︃⨂︂
i∈I

Ai

)︃
⋆ ˜︁T|Ic|(︃⨂︂

j∈Ic
Aj

)︃

where, in the second equality, we used that each Zk is supported along the diagonal effectively
canceling all terms with mixed indices from I and Ic and in the last we applied the causality axiom
in 4.2.2.

Corollary 4.2.8. In the hypothesis of (a) Theorem 4.2.7, combining φ-locality with field indepen-
dence, for a fixed perturbative order ℏ, the mapping Zp is completely determined by the action on
Wick powers. Moreover

Zp[M,h]
(︁
ϕk1(M,h,H), . . . , ϕ

kp
(M,h,H)

)︁
(x1, . . . , xp)

=
∑︂
J≤K

(︃
K

J

)︃
CK−J(M,h)(x1)δ(x1, . . . , xp)ϕ

J
(M,h,H)(x1, . . . , xp),

(4.48)

where K = (k1, . . . , kp), J = (j1, . . . , jp) are multi-indices, ϕJ(M,h,H)(x1, . . . , xp) is the formal integral

kernel of the Aµc-valued distribution associated to the multilocal functional ϕj1(M,h)(x1) · · ·ϕ
jp
(M,h)(xp).

The coefficients CK−J(M,h)(x) are polynomials in scalars constructed out all possible tensor-like object
of jrh ∈ Γ∞(JrHM) for some fixed order r. Finally, each CK−J(M,h) scales homogeneously with degree∑︁p

i=1(ki − ji)
n−2
2 under physical scaling defined in (3.9).

Proof. By φ-locality, axiom (ix) in Theorem (4.2.7), arguing as in the proof of Lemma 4.2.3 eval-
uating Zp(A1, . . . , Ap), up to some fixed order in ℏ, depends only on the evaluation of elements
of the form ZKp

(︁
ϕk1(M,h,H), . . . , ϕ

kp
(M,h,H)

)︁
, where K = (k1, . . . , kp) is a multi-index. Again we can

forget about algebra elements carrying derivatives using the Action-Ward identity (axiom (viii) in
Theorem 4.2.7). We stress that by ϕji(M,h,H)(xi), in (4.48), we mean the integral kernel associated

to the algebra value distribution ϕji(M,h,H) : D(M) → Aµc(M,h). The proof goes through double
induction over the multi-index K and the number p of variables. First we assume that ZJq have
been defined for all J ≤ K and q ≤ p, then (4.45) defines ZKp+1 in terms of the previous coefficients
and the time ordered products T , ˜︁T . Fix a value of p and increase the multi-index K by 1 in one
of its components. Let

Ψ0
p(x1, . . . , xp)

.
=ZKp

(︁
ϕk1(M,h,H), . . . , ϕ

kp
(M,h,H)

)︁
(x1, . . . , xp)

−
∑︂
J<K

(︃
K

J

)︃
CK−J(M,h)(x1)δ(x1, . . . , xp)ϕ

J
(M,h,H)(x1, . . . , xp),

(4.49)
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where J < K if ji0 < ki0 for at least one i0 ∈ {1, . . . , p} and ji ≤ ki for all i ∈ {1, . . . , p}, i ̸= i0.
Consider therefore

dΨ0
p[φ](x1, . . . , xp, y) = dZKp

(︁
ϕk1(M,h,H), . . . , ϕ

kp
(M,h,H)

)︁
[φ](x1, . . . , xp, y)

−
∑︂
J<K

(︃
K

J

)︃
CK−J(M,h)(x1)δ(x1, . . . , xp)d

(︂
ϕJ(M,h,H)(x1, . . . , xp)

)︂
[φ](y)

=

p∑︂
i=1

(︃
kiZ

K−1i
p (ϕk1(M,h,H), . . . , ϕ

ki−1
(M,h,H), . . . , ϕ

kp
(M,h,H))(x1, . . . , xp, y)

−
∑︂
J<K

ji

(︃
K

J

)︃
CK−J(M,h)(x1)δ(x1, . . . , xp)ϕ

J−1i
(M,h,H)(x1, . . . , xp)

)︃
δ(xi, y).

Taking into account (4.49) and using the binomial identity j
(︁
k
j

)︁
= k

(︁
k−1
j−1
)︁

for each index i = 1, . . . , p,
we get that

dΨ0
p[φ](x1, . . . , xp, y)

=

p∑︂
i=1

(︄ ∑︂
J≤K−1i

ki

(︃
K − 1i
J

)︃
CK−J−1i(M,h) (x1)−

∑︂
J<K

ji

(︃
K

J

)︃
CK−J(M,h)(x1)

)︄
ϕJ−1i(M,h,H)(x1, . . . , xp)δ(x1, . . . , xp, y).

= 0.

Thus implying that Ψ0
p(x1, . . . , xp) is a c-number. In particular given the support property of Zp we

necessarily have (see Theorem 5.2.3 in [44]) Ψ0
n[M,h](x1, . . . , xp) = CK [M,h](x1)δ(x1, . . . , xp)1(M,h).

Confronting with (4.49) CK [M,ht](x1) must scale homogeneously with degree n−2
2 (
∑︁p

i=1 ki − ji).
Taking f ∈ C∞(Mp−1) with f |∆p−1(M) ≡ 1, we define

CK [M,h](x) =

∫︂
Mp−1

f(x2, . . . , xp)Ψ
0
p[M,h](x1, . . . , xp)dµg(x1, . . . , xp). (4.50)

A standard propagation of singularity argument shows that the coefficient defined by (4.50) is
smooth, that is CK [M,h] ∈ C∞(M). The mapping Γ∞(HM) ∋ h ↦→ CK [M,h] ∈ C∞(M) is
weakly regular since the right hand side of (4.49) smeared with f defines a weakly regular mapping
Γ∞(HM) ∋ h ↦→ Ψ0

p[h](·, f) ∈ C∞(Rd×M) by axiom (xi) in Theorem 4.2.7. Moreover, by locality
and covariance (property 1) in Theorem 4.2.7), Ψ0

p[h](x, f) does depend at most on the germ of h
at x. We can now apply Theorem 3.3.10 to show that the coefficients CK [M,h](x) are polynomials
in the scalars obtained from coefficients of jrh, h ∈ Γ∞(M ← HM), with finite jet order r bounded
globally and with homogeneous scaling having degree n−2

2 (
∑︁p

i=1 ki − ji).
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