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ABSTRACT This article proposes a vision for digital signal processing as a service (DSPaaS), which
exploits the Internet of Musical Things’ capabilities to dematerialise and enhance music production tasks
beyond networked music performance. If all musical devices were connected to the Internet, which
new services and value could be created for musicians, and which technical challenges and trade-offs
would arise? First, we identify the main components of a DSPaaS system and introduce its building
blocks, technological enablers, design trade-offs and network configurations. Then, we segment DSPaaS
applications into three categories based on different latency constraints. Subsequently, we describe three
illustrative case studies and analyse them under the key performance indicators of latency and reliability.
Finally, we discuss the current research challenges, aiming to inform developers’ choices during the
processes of creating new digital services for musicians, and to facilitate researchers’ understanding of
the key research directions stemming from the DSPaaS vision.

INDEX TERMS Internet of Musical Things, digital audio processing, embedded audio, cloud, edge
computing.

I. INTRODUCTION

NEW TECHNOLOGY capability brings new economic
value, in terms of enhanced user experiences and

business models. Looking at the software sector, the com-
moditisation of Internet, cloud and Web technologies has
transformed a software-as-a-product industry, where users
would purchase a license for a specific software version
and manually install it on their personal computers via
cumbersome procedures, into a software-as-a-service (SaaS)
industry [1], [2], where users purchase direct access to up-
to-date software functionality against a subscription fee. For
the users, value resides in constant access to the latest version
without having to worry about manual upgrades, ubiquity of
availability across several computers and new collaborative
use cases. For businesses, a constant and more easily fore-
castable income stream, perceived by consumers as a lower
point-in-time payment, results in higher profits. Looking at
the media entertainment sector, improvements in Internet
bandwidth and media encoding standards have supported the
raise of platforms such as Netflix or Spotify, which offer an

endless catalog of media contents to their users, viewable
across a variety of devices, against a subscription fee.
Following up with the Internet of Things [3], the miniaturi-
sation of embedded systems, maturity in wireless connection
standards and maturity in human-machine dialogue systems
have opened up new convenience in home management.
This is monetised through selling a new class of devices,
as well as through offering companion subscriptions to
an associated range of cloud services. Furthermore, cloud
gaming [4] exploits commoditised high Internet bandwidth,
bespoke video transmission standards [5] and evolution in
cloud computing [6] to provide an endless catalogue of
games, direct access to the gaming functionality, ubiquity of
access across a variety of devices and collaborative gaming.
Conversely, the audio contents production industry seems

late to the table as it still relies to a large extent on
manufacturing and selling isolated un-networked hardware
devices, as well as on one-off sales of a multiplicity
of isolated audio processing software plugins, large audio
sample collections and digital audio workstation software
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packages, without a clear connection between the hardware
side and the software side of this industry. Thus, the present
article makes a case for a technological evolution towards
Digital Signal Processing as a Service (DSPaaS), presented
as a key enabler for new usage and new business value in
the audio contents production sector.
DSPaaS has roots in the Internet of Musical Things

paradigm [7], and can be seen as a subfield of such a
paradigm. DSPaaS is defined as the interconnection of musi-
cal devices and remote servers to provide new networked
services which dematerialise and enhance music production,
beyond the most widely studied case of networked music
performance. First we recap the background and drivers
which justify this framework. Subsequently, we identify its
main technical components and their related design trade-
offs, e.g., network configurations. Then, we formalise and
segment DSPaaS applications into three categories based on
different latency constraints. Subsequently, we describe three
case studies and analyse them under the key performance
indicators of latency and reliability. Finally, we discuss the
technical challenges that the field currently faces, with a
particular focus on analysing the technical trade-offs at play
in this technology. This discussion aims to inform designers’
and developers’ choices during the process of creating new
digital services for musicians and audio content producers,
as well as researchers’ understanding of the key research
directions stemming from the DSPaaS vision.

II. BACKGROUND AND DRIVERS
A. THE INTERNET OF MUSICAL THINGS
The paradigm of the Internet of Musical Things (IoMusT) [7]
extends the Internet of Things to the musical domain, and
draws upon several lines of music technology research
including ubiquitous music [8], semantic audio [9], embed-
ded audio [10], Web audio [11], and networked music
performance [12], [13]. The IoMusT refers to the network
of musical things, which are musical devices equipped with
embedded intelligence and networking capabilities. Trends
are clearly emerging in both academia and the industry
to propose novel kinds of digital musical instruments or
other devices serving a musical purpose [7], which are
capable of exchanging information with external systems
through Internet protocols via wired or wireless channels.
A prominent example is the family of smart musical
instruments proposed in [14].

The IoMusT infrastructure enables multidirectional
communication, locally and remotely, between musical stake-
holders, as well as between musical stakeholders and their
devices. This supports the design of a new range of services
in a variety of musical practices such as performance, com-
position, pedagogy or recreational music making, for playing
in groups or individually. However, scarce research has been
conducted thus far on which services can be built over
IoMusT architectures, how to design such services and what
the supporting networking architectures should consist of.
In particular, the case of networked musical performance is

very challenging because it requires very low communication
latency, low and constant jitter and low packet losses or
signal dropouts [15], [16]. Furthermore, the transmission of
audio over Internet protocols is divided between two poles.
On the one hand, fully managed networks, built either within
the walls of a production studio or concert venue, or by
renting private “dark fibers” from Internet service providers
to link remote processing sites, combined with standards
such as AES67 [17], RAVENNA [18] or Dante [19], allow to
build low latency, high fidelity audio services. On the other
hand, commodity Internet combined with digital encoding
standards such as Opus, MP3 or AAC [20], [21], with audio
streams transmitted over real-time protocol (RTP), only allow
to build high latency services which suffer from lossy audio
quality. Thus, achieving the combination of low latency and
high fidelity outside of fully contained hardware and across
commodity Internet remains a technological frontier [22].
Although the fifth-generation (5G) of cellular networks aims
to reconcile these specifications over a commoditised form of
network infrastructure, and advertises itself as a fundamental
enabler of the IoMusT paradigm [23], its latency remains
significantly higher than that of a fully managed wired
infrastructure, and incompatible with low-latency lossless
services.
IoMusT research has focused mostly on the case

of human-human interactions, e.g., via networked music
performance systems [12], [13] which allow geographi-
cally displaced musicians to play together [24], [25],
[26], [27]. Less attention has been dedicated to the case
of human-machine interactions mediated by the network,
such as server-based music production services associated
with Musical Things over commodity Internet, where the
networking choices complement the digital signal processing
choices to achieve a viable service.

B. WHY DSP AS A SERVICE?
This subsection lists categories of user and market values
which justify the consideration of DSPaaS as a technical
field and frame the analysis of related technical networking
requirements:

1) LOWERING THE BARRIERS TO MAKING MUSIC

Remote computing coupled with artificial intelligence
(AI) [28] is expected to empower users by lowering the barri-
ers to playing and producing music: acquisition of skills such
as dexterity, music notation and theory; equipment selection;
sound design; mixing and mastering - all quantifiable in
terms of effort, time and money costs. E.g., AI-powered
mixing and mastering services such as RoEx1 or Landr2

save time and effort in the music production process, but
as importantly make good mixing and mastering results
accessible to musicians who could not otherwise afford
the services of a human mixing/mastering professional.

1https://www.roexaudio.com/
2https://www.landr.com/
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Similarly, conditional generation [29] allows, e.g., a musician
able to sing and play guitar to obtain an AI-generated drum
track to accompany their top line, instead of having to find
a human drummer. Such AI-based services do not mean to
compete against human professionals, insofar as their price
points and quality levels aren’t directly comparable. Rather,
they act as entry points in the music making process, in
terms of sketching something that a musician can select
and refine with manual adjustments, and in terms of raising
aspiring musicians’ awareness of essential music production
practices. Such services can run on device, but in most cases
the size of the required AI models and involved machine
learning processes, or the business models needed to make
the service economically viable, require to run these in the
cloud.

2) UBIQUITOUS CREATIVITY AND COLLABORATIVE
AUDIO PRODUCTION

Ubiquitous and collaborative document editing has been
possible since about 2010 in the space of shared office
documents, calendars, lists, etc. Such applications are funda-
mentally supported by ubiquitous Internet access, cloud/Web
technologies and powerful portable devices. When it comes
to music, networked interaction with audio resources, mate-
rial and tools is only starting to emerge as support to the
creativity, expression and musical production of contempo-
rary musicians [30], [31]. This phenomenon was particularly
amplified by the COVID-19 pandemic [32], [33], [34].
Making music editable anywhere and anytime requires to
blur the boundary between hardware and software. Ideally,
a musician could start a music project using a hardware
console, continue it using a digital audio workstation running
on their laptop, then edit it on their smartphone when
walking in a park because a creative idea emerged there and
then. While ubiquity and interoperability still need progress,
collaborative production has received more attention, e.g.,
with cloud-based applications such as Audiotool.3

3) NAVIGATING AN ENDLESS VARIETY OF AUDIO
SAMPLES, EFFECTS AND SYNTHESISER SOUNDS

Looking at the consumption of music on a mobile phone,
apps facilitate the choice of music and hardware integration,
e.g., mp3 decoders on chip facilitate the intended usage by
saving battery life and achieving good quality audio. But
when it comes to music production, a deeper integration
is still lacking. While services such as Splice4 or Waves5

offer access to very large collections of audio samples,
audio effects and sound synthesisers, which seems more
convenient than storing and managing gigabytes worth of
samples and software instruments on one’s local device,
such collections remain hard to navigate, partly because the
navigation process lacks an understanding of the user’s audio
production context. Thus, a better integration between audio

3https://www.audiotool.com/
4https://splice.com/
5https://www.waves.com/

production hardware, music production processes and very
large collections of audio samples/effects/synthesisers should
improve the music producers’ experience of searching the
sounds that they need to build their musical identity.

4) HARDWARE COMMODITISATION, STANDARDISATION
AND LOGISTICS

The audio industry still largely relies on specialised audio
processing chips such as digital signal processors (DSPs)
and field-programmable gate arrays (FPGAs) to achieve low-
latency, high quality audio processing [35]. This specialism
comes with the downside of fragmented development prac-
tices across a variety of software development kits (SDKs)
and programming standards. It also means lower buying
volumes, which entail a limited influence on chip designs
and a lack of resilience against chip supply shortages. In
comparison, global electronics are dominated by personal
devices, e.g., mobile phones and tablets, and mass-market
computing, e.g., personal computers, cloud computers and
gaming consoles, which have led to the commoditisation
of CPU, GPU and ARM architectures. DSPaaS proposes
that under suitable specifications, running various audio
services which are competitive in latency and quality,
but in the cloud and on commodity hardware instead of
specialised hardware, would benefit the audio industry in
terms of better supply chain resilience, better standardisation
of development practice, economies of scale and simpler
logistics of delivery to users.

III. COMPONENTS OF A DSPAAS SYSTEM
DSPaaS operates as a technology stack which blends
audio engineering, digital signal processing, computing and
networking components, as illustrated in Figure 1. The more
specific design choices for each component are linked with
the requirements of specific musical services. For instance,
all services rely on an Internet protocol, but the specific
choice of protocol may depend on service requirements, e.g.,
a type of protocol may be reliable at the expense of high
latency, whereas another type of protocol may sacrifice audio
continuity in aid of low latency. Starting from the input
sound, the layers are: audio acquisition, audio encoding,
audio data transport, computation, and network topology.
These are detailed hereinafter.

A. THE AUDIO ACQUISITION LAYER
This layer transforms physical sound waves into digital
samples or the other way around with an analog-to-digital
converter (ADC) or digital-to-analog converter (DAC),
respectively. The latency triggered by this part of the system
varies with the application’s sampling rate and audio frame
buffer size, but can reach below 2 ms at a high sampling
rate and low buffer size [36], [37].

B. THE AUDIO ENCODING LAYER
This layer may be used to encode the digital sound samples
in a particular format before sending the audio via the
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FIGURE 1. Common components of a DSPaaS system: audio acquisition, pre-processing/encoding, audio transport, computing unit.

network. The design of audio codecs is driven by the trade-
off between bit-rate, loss of audio information and speed
of encoding. Pulse code modulation (PCM) means sending
the uncompressed samples. It results in a high bit rate,
e.g., 1.411Mbits/s for mono CD quality with 16 bit samples
at 44.1 kHz sampling rate, or 1.536Mbits/s for high-end
32 bits floating point samples at 48 kHz, but no loss of
audio information besides the sampling process. The Free
Lossless Audio Codec (FLAC) can reduce the bit rate to
roughly 0.8-1.0Mbps depending on the audio contents, but
at the cost of computational and algorithmic latency.6 Lossy
formats such as MP3, AAC or Opus [20], [21] reduce the

6https://xiph.org/flac/
https://openbenchmarking.org/test/pts/encode-flac

bit rate even further in a scalable way, typically down to
320-256 kbps for distributed audio files, or 256-128 kbps
for streamed audio, even further down to 96 kbps for
spoken word, by trading audio losses against bit rate in
growing order of perceptual impact, and at the cost of
algorithmic latency.7 While a proportion of the encoding
latency depends on the computation platform, e.g., hardware
encoders/decoders for the fastest possible speed, it also and
mostly depends on the algorithm’s settings, e.g., required
observation window. For example, Opus entails an algo-
rithmic delay of 26.5 ms by design if using the default
application settings, which can be reduced to 5 ms in the

7https://stsaz.github.io/fmedia/audio-formats/
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codec’s special restricted low delay mode, but at the cost of
reducing the audio quality.

C. THE AUDIO DATA TRANSPORT LAYER
This layer refers to the networking standard specifically
aimed at transporting audio. It interleaves various stan-
dards for low-level network transport protocols, higher
level audio-over-Internet protocols and hardware/software
infrastructures:

1) THE NETWORK TRANSPORT PROTOCOL

This is the norm by which the encoded samples are
encapsulated into Internet packets which contain addressing
information and are transmitted through the network’s
infrastructure. There are many transport protocols, each with
their pros and cons, so it is difficult to list them all, but we
introduce some of them below by order of complexity. The
transmission control protocol over Internet protocol (TCP/IP)
includes handshake, acknowledgement, re-transmission and
order preservation procedures to guarantee that packets do
not get lost and arrive in order, thus meaning continuous
audio but at the expense of high latency. Conversely,
the user datagram protocol (UDP) relies entirely on the
network’s performance for transmission: it does not control
that the packets reach their destination nor that they arrive
in order, thus it entails less procedural latency but at the
cost of potential audio stream interruptions if some packets
get lost, e.g., due to network congestion. The real-time
transport protocol (RTP) is based on UDP and adds ordering
information in the packets’ header, thus allowing to rebuild
the sequential order at the destination, but at the cost of extra
wait for out-of-order packets. The secure reliable transport
(SRT) protocol [38] stands between TCP/IP and RTP by
trimming down the procedural bulk of TCP/IP but keeping
some lightweight acknowledgement and re-transmission pro-
cedures. SRT is thus saving on execution time, but cannot
get past the latency implications of acknowledging receipt,
triggering re-transmission or re-ordering the audio chunks.
The hyper-text transfer protocol (HTTP) and Apple’s HTTP
live streaming (HLS) standards [39] can be used to stream
media to browsers or HTTP-enabled devices, but with a
very high delay which is suitable for one-way broadcasts,
e.g., live concerts with several seconds delay, but unsuitable
for real-time musical interactions. Alternatively, Web real-
time communication (WebRTC) [40] is a set of APIs built
around UDP, designed from the ground up for real-time peer-
to-peer communications such as teleconferencing, where
reliability is handled by networking architecture beyond the
protocol, e.g., using external servers to implement session
traversal utilities for NAT (STUN). However WebRTC is
lossy, as it relies on the Opus codec and doesn’t guarantee
100% packet arrival, and its latency is of the order of
100 ms, which is OK for a conversation but not for precise
music synchronisation. Looking at all the protocols globally,
latency against reliability stands out as an unavoidable
trade-off.

2) AUDIO OVER INTERNET PROTOCOL (AOIP)
STANDARDS

Standards such as AES67 [17], RAVENNA [18],
SMPT2110 [41] or Dante [19], make specific choices about
transport protocol, stream management, quality-of-service
mechanism, time synchronisation, and device discovery.
They achieve hard latency specs by requiring specific routing
software and hardware standards across the network, e.g.,
DiffServ [42] to prioritise audio traffic or audio/video
bridging (AVB) [43] to achieve deterministic transmission
times. As such, they require fully managed networks, which
makes them untractable for general-public DSPaaS offerings
over commodity Internet. Thus, DSPaaS is more likely to
rely on lower level transport protocols than on established
AoIP standards.

D. THE COMPUTATION OF THE AUDIO EFFECT OR
SERVICE
Computation is traditionally operated locally on a music
production device, e.g., a digital mixing console or a digital
audio workstation on a laptop. The main paradigm shift
operated by DSPaaS is the displacement of this computation
to a remote computing unit, via networked audio transport,
to access the benefits outlined in Section II-B. This assumes
that remote facilities are able to provide more computational
power, i.e., an embedded processor offers less computational
power than a laptop, which offers less than a local server,
which offers less than a Multi-Access Edge Computing
(MEC) server, which offers less than a data centre’s cloud
server [44], [45]. So the crux of DSPaaS is to balance
multiple trade-offs, one of them between the computational
power required by the service and the latency and reliability
of audio data transport. As such, DSPaaS design requires to
combine the understanding of DSP computation, networking
components and networked service architecture.

E. NETWORK TOPOLOGY
The topology of the network is a key design decision for
DSPaaS, and addresses various factors:

1) NETWORK TRANSMISSION SPEED

is physically bounded by the speed of light in the best
case scenario of optical fibers or electromagnetic spectrum.
Concretely, London to Sydney represents a surface distance
of 17,000 km, which corresponds to 57 ms travel time
at the speed of light. For comparison, London to Paris
is about 400 km which could be covered in 1.3 ms at
best, whereas a 10 ms latency corresponds to 3000 km
distance at most between the end-points of an optically
transmitted audio stream. The network infrastructure can be
fully managed to make sure that each section implements
the fastest technology available. However, consumer Internet
applications are more likely to traverse a Wi-Fi router, a 5G
mobile link or a domestic section of copper cables before
reaching the optical fiber, with transmission speeds several
orders of magnitude lower than the speed of light.
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2) CONGESTION AND TRAFFIC MANAGEMENT

large sections of the network remain a shared medium and
are thus subject to congestion. E.g., the reliability of 5G
and Wi-Fi diminishes as a function of the number of users
tethered to the same tower or router, because there is only
a finite number of allowed radio channels, each with a
bounded spectrum and finite bandwidth. Network operators
mitigate congestion risks by deploying wider and wider
bandwidth capacities, but the solution also relies on network
traffic management. Here two strategies apply: (a) keep
the existing routes but apply traffic shaping to sort out
the transmission priorities depending on the type of traffic,
e.g., more priority for audio and less priority for emails,
and (b) steer certain services across specific routes, e.g.,
with content delivery networks (CDNs) which cache the
delivered data and services closer to their user. Broadcasting
studios avoid congestion by extending their fully managed
network across remote sites via rented “dark fibers” which
offer guaranteed unshared bandwidth. Alternatively, video
platforms such as YouTube or TikTok resort to CDNs.

3) FLEXIBLE NETWORK TOPOLOGY

distributed approaches to cloud computing [46] include
(i) fog computing, which considers using the “ambient”
computing power of network installations such as routers
and network nodes; (ii) edge computing, which proposes
to locate a proportion of computing power at the edge of
wireless networks or CDNs; (iii) cloud computing, which
proposes to centralise the bulk of the computation in a
remote data centre. Hybrid edge-cloud approaches can also
be deployed [46]. The optimisation of service distance,
latency, congestion avoidance and thus service quality can be
automated with software-defined wide area networking (SD-
WAN) [47], [48], [49], where the data plane, i.e., the part
of the network which carries user traffic, is managed by an
orchestration plane, i.e., a set of applications which provide
traffic monitoring, engineering and security, via the control
plane, a server which forms an abstract view of the network
and steers the data plane’s networking components via a set
of standard protocols. SD-WAN is mostly deployed for large
enterprise networks. It could reduce latency and packet loss
for DSPaaS, but for consumer services there might still be a
non-SD-WAN last mile to cover, with lesser reliability and
higher latency, before reaching an SD-WAN gateway.

IV. DEFINING LATENCY TIERS FOR DSPAAS
After illustrating the degrees of freedom and specific choices
available when designing DSPaaS, we define three types of
DSPaaS latency tiers and related use cases, depending on the
required service response time: asynchronous, reactive, and
low-latency DSPaaS. These categories increase in their level
of complexity, as a function of the increasingly stringent
latency requirement imposed on round-trip communication
between the user and the server.

A. ASYNCHRONOUS DSPAAS
In this category, the user can tolerate response times of an
order between a few seconds and “next day delivery” if the
service’s value justifies the wait. Examples are:

1) MUSIC PRODUCTION AS A SERVICE

This example refers to mixing and mastering remotely, either
by AI or by human agents crowd-sourced via the cloud [50].
Whereas a regular supplier may take one day or more
to create the mixing/mastering of a music project, at a
cost mostly reserved to professionals, music production as
a service provides quicker delivery due to a larger agent
pool, lower costs due to economies of scale, and thus wider
accessibility of music production services to hobbyists and
consumers, while remaining within asynchronous latency
requirements.

2) DEVICE CUSTOMISATION

This example refers to use cases where the parameters of
a device get configured after some processing is applied
on a server to an uploaded audio sample, and where
the device’s parameters do not need to change very
frequently. For instance, in digital room correction for
playback devices, measurements of the impulse response of
a room are uploaded and processed by a server, and the
room correction parameters, e.g., resonance equalisation or
phase control parameters, are sent back to the device to
improve the perceived playback quality. In the context of
musical performance rather than audio perception, a smart
musical instrument’s sound engine can be configured by
presets recommended and downloaded from a server [51],
or its functionality can be flexibly adapted by machine-
learning a model in the cloud, e.g., to control stage
lights or other peripherals upon recognition of bespoke
musical phrases [52]. User value in those cases is to
improve the device’s performance or to adapt its functionality
with algorithms which would be too complicated or too
computationally demanding to run locally on the device.
They also justify additional revenue on top of device sales.

3) ASSISTANCE TO COMPOSITION, ARRANGEMENT OR
LYRICS

A cloud-based AI agent receives partial musical data from
an artist and is tasked with completing or conditionally
predicting other parts of the music project for which the
music composer or producer lacks skill or inspiration.
Depending on the application, the data can be audio, e.g.,
the recording of a melody or a beat, symbolic, e.g., the MIDI
encoding of a melody or a beat, or textual, e.g., some lyrics
or the textual description of a desired outcome. The delivered
result can be some music that complements the input data,
e.g., an accompaniment of the melody [53], some form of
arrangement, e.g., an orchestral arrangement built around a
set of chords, or some complementary lyrical suggestions.
The composer or producer can then use the received elements
in their composition, or take inspiration from these and
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adapt them manually. User value resides in quicker delivery
and access to missing skills at an affordable cost to realise
a musical idea, but also in providing stimulation to help
music composers or lyric writers to get out of writer’s block.
Latency expectations may vary as a function of the perceived
complexity of the task, e.g., a set of chords, a melody or
a lyrical stimulus may be expected to come in seconds,
whereas next-day delivery of an orchestral arrangement may
be acceptable.

4) QUERY BY PLAYING

A user interrogates an online repository of musical content
via the act of playing, e.g., [31]. An AI agent analyzes the
recorded audio file and extracts features used to perform
a query on the repository to return a corresponding set of
music tracks or stems. In this scenario the latency should
be minimized as much as possible, but it is not critical for
the user to receive the requested content immediately. User
value is fast access to very large collections of music tracks
or samples stored in the cloud, but also the capability to
express a query as a musical template rather than a verbal
description. E.g., describing a synthesizer’s sound can be
difficult for someone who is not familiar with synthesis
techniques: “I want a bandpass filtered sawtooth oscillator
modulated by a LFO for vibrato” contains lots of knowledge,
whereas showing an example of the sound may be easier.
Similarly, query by humming [54] is a type of service based
on audio queries rather than text queries.

B. REACTIVE DSPAAS
This category consists of services with a response time
between tens of milliseconds and a few seconds, where
these boundaries are not rigid but are consistent with human
gestural reaction times, and tolerable by musicians, producers
or engineers for responsive automation tasks. Examples are:

1) REACTIVE MIXING AS A SERVICE

This example relates to the live performance case where
a cloud-based AI agent performs real-time mixing of the
sounds coming from an ensemble of instruments. A latency
of hundreds of milliseconds is consistent with the reaction
time of a live sound engineer noticing the necessary changes
and operating a mixing console by hand. User value is
to assist the engineers by automating particular tasks, e.g.,
initial presets during a sound check where the musicians do
not want to remain on stage for a very long time.

2) BROADCAST PROCESSING

Audio may be transmitted one way between its creator and
its consumer, e.g., in the case of live media broadcast or
internet radio, where the audience does not need to interact
immediately with the audio creator and a latency of the order
of a few seconds is still defined as a “live”. The choice of
audio processing, e.g., different types of mastering depending
on the broadcast destination, could be automated with AI.
User value here is a better personalisation of the audio

rendering to the destination of the broadcast, and remains
compatible with some seconds of delay.

3) MUSIC TRANSCRIPTION AS A SERVICE

The musician streams a recording in real-time to a server,
which uses music transcription algorithms [55] to convert the
audio stream to a symbolic representation, e.g., a MIDI score
or some classical sheet music notation. The generated file
is then streamed back to a visual display or to a document
used by the musician. Just like spoken dictation services can
tolerate some delay as long as they keep up with speech
velocity, music transcription must happen as the performance
goes but can accommodate delays of the order of fractions
of a second. Like speech recognition, user value is to make
a symbolic transcription of some audio contents readily
available for subsequent usage.

4) MUSIC PERFORMANCE OR MUSIC RENDERING AS A
SERVICE

A MIDI score or sheet music notation input, potentially
complemented by metadata generated by a musical device, is
converted to an audio file via a sound synthesis engine, using
synthesis algorithms or instrument samples. The generated
audio file is then sent back to the musician. This allows
musicians to decouple the composition from its rendering and
to try several renderings of the same piece, e.g., comparing
a pop version against an orchestral version, or accessing
and trying a larger range of timbres at later stages of the
creation process. It is also a route towards licensing the
timbre of specific or rare instruments via a cloud service, akin
to licensing a singer’s voice for other people’s compositions.
If considered for live rendering, the service can tolerate a
latency commensurate with music streaming services.

5) DISTRIBUTED LIVE CODING

This is a musical practice which brings together music
generation and real-time code writing in live performance,
and where a server generates the sounds based on the
commands sent to it. While live coding usually leverages
local networks for co-located musicians, it can also leverage
a cloud infrastructure to allow distributed live coding
practitioners to perform together across larger distances [56].
In this case, the practitioners learn to cope with the delay
between the launch of their written code and the sound
generated.

C. LOW-LATENCY DSPAAS
In this category the service must respond with a latency
of the order of 10–30 ms or below. This corresponds to
the approximate threshold where humans cannot distinguish
the delay between an action and its acoustic result, e.g.,
pressing a key and getting the resulting sound [57]. In
the context of digital recording or live performance, the
processing must be that fast because delays may accumulate
across other components of the processing chain. Besides, in
the commercial space, analog processing sets a benchmark
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for low latency that digital processing must match or exceed.
Thus, high end digital audio interfaces and consoles usually
operate at 2 ms latency or below. Examples of services at
this latency tier are:

1) LIVE MIXING AS A SERVICE

During a live performance, a remote processor performs the
effects, mixing or mastering of the sounds coming from the
instruments of an ensemble co-located with their audience.
The latency must be as low as possible to be comparable
to on-premise processing. There is demand from live sound
engineers to be able to do their work remotely from home or
from a safer or more comfortable location than the concert
hall itself. They could also access, compare and perhaps
license several versions of the live processing chain more
flexibly.

2) LIVE PROCESSING CHAIN AS A SERVICE

This example is similar to the previous, but is more focused
on the performer than on the engineer. A musician transmits
their unprocessed performance in real-time to a server, which
applies the desired effects chain, e.g., compression, chorus,
reverb, etc., and returns the processed signal back to the
musician or to the stage loudspeakers (see, e.g., [58]). For
the musician, the value is reliable access to the same effects
chain everywhere, in order to guarantee the consistency of
their performance regardless of its location, or flexible trial
of a variety of processing chains. Licensing models can be
built around particular types of processing chains and sound
textures, similarly to Waves’ StudioVerse marketplace8 but
for low-latency live applications.

3) LIVE SYNTHESIS AS A SERVICE OR CLOUD-BASED
INSTRUMENTS

A musician plays an instrument which only sends control
messages to a sound synthesis engine running on the server.
The latter streams back the synthesized sounds to the
musician with the same latency as if they were generated by
the instrument itself. This is similar to the music rendering
service of the reactive latency tier, but with much more
stringent latency requirement. User values are live access to
a wider variety of timbres than what can be stored locally
on a device, enhanced navigation of the available sounds,
and the possibility to access or license the timbre of specific
or rare instruments.

4) TELEPRESENCE AND METAVERSE

Telepresence and metaverse and metaverse applications
require very low latency to maintain a sense of reality.
E.g., small delays between synthetic speech and lip syncing
may impede the sense of presence. Music rendering in
telepresence services must ensure that the visual and acoustic
aspects of the actions rendered by the system are perfectly
synchronised - e.g., the hitting of a drum, the reverberation

8https://www.waves.com/studioverse

TABLE 1. Latency tier versus networking constraints.

related to a virtual space, or more generally a performance
as a virtual band [59].

Table 1 introduces the trade-offs that each latency tier
imposes on DSPaaS design.

V. CASE STUDY ON THREE DSPAAS ARCHITECTURES
In this section, we analyse prototypes of the asynchronous,
reactive and low-latency DSPaaS tiers, instantiated as various
IoMusT architectures in wireless access cases. Figure 2
illustrates their main components and the upstream and
downstream data flows occurring between the user and the
server.

A. ARCHITECTURAL TRADE-OFFS
Centralised cloud architectures for musical
services [60], [61] offer a low complexity of design
and management, a high computational power, and large
amounts of storage. However, they may suffer from high
latency related to server distance and network congestion,
particularly if the service involves concurrent access by a
large number of musical devices.
Edge-based musical services [62] push the computing

resources to the edge of network access points. By reducing
communication distance and risks of congestion, the latency
is reduced. However, distributed musical services suffer from
higher management complexity, lower computational power
and lower storage capacity compared to a centralised cloud-
computing architecture [63].
In edge-cloud computing [46], the features of both

centralized and distributed musical services are combined
to offer a trade-off between access latency, computational
power and storage capacity. This, however, entails more
complex decisions on which tasks need to be performed
on the embedded device, on the edge server, and on the
cloud server. Moreover, the reliability of the service might
be affected by the multiplication of device interconnections,
themselves sources of packet loss, compared to the purely
edge- and cloud-computing cases. Besides, the exact type
of communication between the cloud and the edge depends
on the application at hand: the transmission can be either of
data or of service functions that need to be installed locally.
Table 2 compares the features of the various musical

service architectures, while the rest of the section describes
the key performance indicators (KPIs) of latency and
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FIGURE 2. Three IoMusT architectures supporting DSPaaS.

reliability for the implemented DSPaaS prototypes. This
illustrates how the latency tiers from Section IV can be
satisfied in practice.

B. KEY PERFORMANCE INDICATORS: LATENCY AND
RELIABILITY
For the cloud computing and edge computing IoMusT
architectures, the latency between signal generation in a

musical device and service delivery to the musician is defined
as:

Lcloud|edge = τrequest + τuplink + τupstream

+ τcloud|MEC rcpt + τcloud|MEC proc

+ τdownstream + τdownlink + τrender (1)

For the edge-cloud computing-based IoMusT architecture,
in the scenarios involving just an initial configuration of the
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TABLE 2. Comparison of the features offered by embedded, edge, cloud, edge-cloud architectures for musical services.

edge server from the cloud upon the service request:

Ledge−cloud = Ledge + τMEC init (2)

For the edge-cloud computing-based IoMusT architecture,
when continuous or discrete interactions occur between the
edge and the cloud:

Ledge−cloud = Ledge + τupstream + τcloud rcpt

+ τcloud proc + τdownstream, (3)

where
• τrequest is the time taken by the musical device to
formulate the service request before passing it to the
wireless transmission module, e.g., the time to digitise
an analog audio signal and to put it in packets;

• τuplink includes the wireless transmission module’s
processing time at both the transmitter and base station
sides, plus the transmission time over the wireless link;

• τupstream, for edge and cloud architectures, is the delay
caused by the transmission of the service request from the
base station to the server; for edge-cloud architectures this
time also includes the delay caused by the transmissions
from the MEC server to the cloud server;

• τcloud|MEC rcpt is the time taken by the cloud server or
the MEC server to receive and manage the incoming
service request; in cloud architectures the request is
generated by the musical device, whereas in edge-cloud
architectures the request is generated by the MEC;

• τMEC init is the time taken to perform the initial steps
where the edge gets configured from the cloud; at steady
state, after initialisation, this time is null;

• τcloud|MEC proc is the time taken by the cloud server or
the MEC server to process the requested service;

• τdownstream for edge and cloud architectures, is the
delay caused by the transmission of the service content
from the server to the base station; for edge-cloud
architectures this time also includes the delay caused
by the transmissions from the cloud server to the MEC
server;

• τdownlink is the counterpart of τuplink and includes
the wireless transmission’s processing time at both
the base station and the transmitter sides, plus the
transmission time over the wireless link. Note that, due
to the different direction of the transmission (downlink
vs. uplink), it is likely that τdownlink �= τuplink;

• τrender is the time taken by a musical device to render
the requested service to the user.

Network reliability is typically defined by the packet error
ratio (PER), i.e., the percentage of sent packets which reach the
server within the time constraints set by the service, divided
by the total number of sent packets. However, in the case of
music, the PER should ideally be combinedwith the sequential
distribution of lost audio information over time, because the
number of consecutively lost packets has a specific impact
on the audio quality perceived by the musician. For example,
considering 100 seconds of transmission, 1%of packet loss can
describe a single burst of 1000 ms of lost audio, or 100 equally
distant 10 ms audio losses, whereas a single 1000 ms burst
will be more perceivable than a 10 ms audio error. Besides,
packet loss concealment (PLC) methods typically need to
operate at zero delay in real-time scenarios in order to avoid
the introduction of additional latency [64], [65], [66] and may
be less effective to compensate appropriately in the case of
long bursts. However, formulating the relation between the
PER, the distribution of packet loss over time, the effect of
PLC and the perceived audio quality is not trivial [25]. State-
of-the-art remains the Perceptual Evaluation of Audio Quality
(PEAQ), a standard of the International Telecommunication
Union, which was designed as a generic metric of perceived
audio quality characterised in terms of psychoacoustic effects
rather than in terms of the specific effects of packet loss.
Because the research efforts to find a better suited metric [67]
are still ongoing, the measurements below will remain limited
to the PER only, under the simplifying assumption that the
perceived quality will evolve proportionally with the PER.
The end-to-end reliability can be decomposed into

multiple reliability components as follows. For the cloud
computing and edge computing IoMusT architectures:

Rcloud|edge = puplink · pupstream · pdownstream · pdownlink (4)

For the edge-cloud computing architecture, there is no
change in reliability incurred by the initial steps where the
edge gets configured from the cloud, i.e., Redge−cloud =
Redge. On the other hand, for the edge-cloud computing
architecture, when interactions occur between the edge and the
cloud:

Redge−cloud = Redge · pedge−cloud,upstream

· pedge−cloud,downstream (5)
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where

• puplink and pdownlink are the success probabilities of the
uplink and downlink transmissions, respectively;

• pupstream and pdownstream, for edge-based and cloud-based
architectures, are the success probabilities of the packet
forwarding between the base station and the server
handling the request in the upstream and downstream
directions, respectively; for edge-cloud architectures this
probability also includes the packet losses caused by the
transmissions between the MEC server and the cloud
server, i.e., pedge−cloud,upstream and pedge−cloud,downstream;

Note that we did not consider any packet losses or processing
errors in the cloud server, edge server or musical device
themselves, i.e., the reliability metric only applies to the
network transmission components.

C. DSPAAS PROTOTYPES ACROSS VARIOUS
ARCHITECTURES
1) ASYNCHRONOUS DSPAAS - FEW SHOTS LEARNING
FOR PATTERN RECOGNITION

The prototype consists of a MIDI keyboard connected
to a Raspberry Pi, which runs the Elk Audio operating
system [37], enhanced with a HifiBerry audio shield.
A VST3 audio plugin and a smartphone-based interface,
specifically created for this prototype, allow musicians to
record up to 10 MIDI patterns. The recorded patterns are
sent via Wi-Fi, using the TCP/IP protocol, to a remote Linux
server equipped with one Nvidia RTX 4090 GPU. Upon
reception of the patterns, the server immediately performs
a training procedure to learn a pattern recognition model,
using the algorithm described in [52]. The produced model is
sent back and gets automatically installed in the instrument.
This cloud-based architecture, illustrated in Figure 2 (top),

was tested between a house in the city of Verona (Italy) and
a server in the city of Trento (Italy), about 100 km apart,
leveraging commodity Internet. The size of the streamed
MIDI patterns was about 5MB while the model generated by
the server had a size of 21MB. Table 3 shows the latency and
reliability values measured over 5 sessions. In each session
4 patterns were utilized. The main contributions to latency
were due to the transmissions of the content over the WAN
and to the computations on the cloud, and the use of the
TCP/IP protocol over a reliable network connection ensured
the absence of packet losses.

2) REACTIVE DSPAAS - MUSIC RENDERING

This edge-based prototype, illustrated in Fig. 2 (middle),
leverages a 5G testbed deployed indoors at the ZTE
Innovation & Research Center in the city of L’Aquila (Italy).
A musician records a music score on a MIDI-enabled guitar,
sends it to a server, and the instrument receives an audio
file back for reproduction. The guitar is equipped with
a Fishman Triple Play Connect audio-to-MIDI converter,
connected via a USB cable to a Raspberry Pi enhanced with
a HifiBerry audio shield. This musical device runs the Elk

Audio operating system [37] to host a headless VST3 audio
plugin, itself controlled by a smartphone app to start/stop the
recording and trigger the transmission of the resulting MIDI
score to the remote server. Because the Rapsberry Pi was not
natively equipped with a 5G module, it was connected via
ethernet cable with a customer premise equipment (CPE) 5G
module to communicate wirelessly with the base station. The
average available bandwidth was 1000Mbit/s in downlink
and 270Mbit/s in uplink. On the server side, a MEC is
connected to the base station via a 1 m long optical fiber
cable. Upon reception of the MIDI score, the MEC creates
a mono audio file, sampled at 44.1KHz and 16 bits in
the.wav format, by running the Fluidsynth synthesizer with
the General MIDI soundfont bank and the fast render flag
enabled. Upon return of the resulting wav file to the smart
guitar, the VST3 plugin plays it back to a loudspeaker via
the HifiBerry shield. For the file transfer from the guitar
to the server and vice versa, the secure copy protocol is
utilized, which is based on TCP/IP.
Table 3 shows the latency and reliability values measured

over 3 sessions, with a MIDI score size of 14KB and a
resulting audio file size of 12.7MB. The total latency for
the service is 1101.3 ms. Such a latency is not fit for
live performance but it is suitable to render the composed
music piece across a range of guitar tones and pick the
best sounding one, in a way that is more flexible and more
convenient than first writing the MIDI score then applying
the various tones. As such, this application aims to improve
the fluidity of the musician’s creativity when it comes to
seeking the best match between a set of chords and a tone.

3) LOW-LATENCY DSPAAS - FLEXIBLE REAL-TIME
EFFECTS

This prototype implements the edge-cloud architecture illus-
trated in Figure 2 (bottom), where a smart electric guitar
transmits its unprocessed string signals to a MEC server
via 5G. The server applies a selected effect and returns the
processed signal to the instrument. The processed sound is
output directly by the guitar to the amplifier, thus bypassing
the need for extra effect pedals. The conducted test leverages
the same 5G testbed as used for the edge-based architecture
described in Section V-C2, with the difference that the
guitar and the edge-side MEC station are both connected
with Elk Live devices [37] to handle the low-latency audio
transmission. The guitar provides audio input to the first Elk
Live device, which produces the audio packets that feed into
the 5G CPE router for wireless upstream transmission to
the MEC, via a base station located 3 m away. The MEC
is connected via a short ethernet cable to the second Elk
device, which runs a Python-based application to process the
received audio signal with a selected audio effect. The effect
can be flexibly changed by the user: a request for a particular
effect, e.g., reverb, overdrive or any other choice, is sent
to the MEC, which obtains the corresponding VST3 plugin
from a server connected via a 10 m optical fiber, and installs
it into the second Elk Live device. Thus, the edge device
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TABLE 3. Mean latency and reliability metrics for each component of the implemented DSPaaS prototypes.

is occupied only by the requested effect(s). After applying
the effect, the second Elk Live device returns the processed
signal back to the first Elk Live device, itself connected to
the guitar amplifier.
Table 3 reports the latency and reliability values measured

with Elk Live’s system tools. Five measurement sessions
were conducted, in each of which the guitarist played for
5 minutes. The latency of about 22 ms is above the 10 ms
requirement: the electric guitarist reported that they could
notice the latency but were able to tolerate it while playing.
On the other hand, the lost packets had a significant impact
on the perceived audio quality, despite the application of an
auto-regressive packet loss concealment method [64].

VI. FUTURE RESEARCH DIRECTIONS
Researchers interested in DSPaaS should consider the fol-
lowing components for their research programmes:

4) OPTIMISATION OF AUDIO TRANSPORT SETUPS

Network congestion triggers packet loss and increased jitter,
which in turn requires a larger buffer for correction. In
other terms, network performance directly translates into
latency and audio quality. Our tests over a state-of-the-art
5G infrastructure (3GPP R15), illustrated in Table 3, suggest
that 5G remains too slow and too prone to errors to fully
fit the requirements of lowest latency live music DSPaaS
in the wireless case. The implementation of a dedicated 5G
slice could be required, i.e., a portion of the radio network
and 5G core with bandwidth and functions reserved for
musical interactions [68]. More generally, a wider range
of combinations of CDN, SD-WAN, use of a MEC and
optimisation of the last mile between the WAN and the
consumer remain to be researched and evaluated.

5) JOINT OPTIMISATION OF COMPUTE CAPABILITIES
AND NETWORKED ARCHITECTURE

Table 3 indicates that the second largest source of latency
is the computation of DSP algorithms. Indeed, DSPaaS

operates on a three-pronged trade-off: audio quality versus
network performance versus choice of computing archi-
tecture. Optimising data transfer and compute capability
jointly isn’t a new problem, e.g., the Map-Reduce approach
arose about 20 years ago [69]. However, specialisation to
audio, where the tolerance on latency is much stricter than
Web services, remains a research topic. Audio computation
is an evolving field; e.g., machine learning optimisation
techniques such as neural network distillation, quantization,
and pruning [70] can yield smaller and faster models, but
may impact service performance with more classification
errors or more signal processing distortions. MECs can be
accessed with less latency but have much less computation
and storage capacities than their centralised cloud coun-
terparts. Computation could be distributed, e.g., between
the embedded system of a musical device, a MEC station
and a cloud server, but the guidelines on how to divide
the computation may be service-dependent. So the trade-
off between available computation and available locations
remains to be jointly and specifically optimised for DSPaaS
applications, and its operating point further improved.

6) IMPROVEMENT OF PACKET LOSS CONCEALMENT
(PLC)

The third trade-off, illustrated in Section III, is latency
versus predictability of packet arrival, e.g., TCP/IP is reliable
but has high latency, while UDP has low latency but lets
packet loss happen. PLC reframes this trade-off by balancing
network reliability against audio reconstruction performance.
Although PLC is well studied for speech transmission,
e.g., [71], producing a perceptually neutral compensation
of network losses for musical signals, particularly in the
presence of large error bursts, remains an open research topic.
Deep learning techniques [65] offer a promising avenue, but
they need to deliver predictions from past samples at low
latency on the processor embedded at the receiving end,
which calls for research on the trade-off between model size
and reconstruction performance.

VOLUME 5, 2024 6223
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7) ENHANCING NETWORK AWARENESS AND
INTELLIGENCE

Intelligent networks [72], [73], where artificial intelligence
techniques are used in software-defined networking, e.g.,
for traffic prediction and consequent network adaptation,
is a key technology to solve the complexity and trade-
offs implied by DSPaaS, particularly in the low latency
case. Research is necessary to specilaise this technology to
DSPaaS applications.

8) EVALUATING NEW BUSINESS MODELS

DSPaaS is relatively new, so its economic viability,
pro-duct/market fit, cost balancing and business strat-
egy [72], [74] need to be more fully tried and validated.
In particular, the technico-commercial agreements between
musical device manufacturers and Internet service providers
remain to be clarified.

VII. CONCLUSION
This article proposed a vision for DSPaaS, which exploits
and generalises the IoMusT paradigm to define novel
services for musicians. First, we analysed the IoMusT roots
of the DSPaaS concept, then its driving values which
consist in lowering the barriers to making music, supporting
ubiquitous creativity, supporting collaborative audio contents
production, accessing larger collections of sound samples,
effects and synthesisers, and commoditising digital audio
production setups. After describing the components of a
DSPaaS system in terms of audio acquisition/playback,
encoding, transport and effect computation, we proposed
to segment DSPaaS applications in three categories defined
by different latency constraints and related music pro-
duction applications. To illustrate these categories, we
implemented three prototypes for a case study where we
identified and measured the KPIs to be considered for
the evaluation of DSPaaS solutions, and identified the
technical challenges and trade-offs at play between network
latency/reliability, networking architecture and computational
power. Finally, we proposed a set of directions for research,
along the lines of network latency and reliability, choice
of architecture, packet loss concealment methods, network
awareness/intelligence and viability of business models. This
informs designers and developers willing to create new
digital services for musicians and audio content producers,
as well as researchers seeking to structure new research
directions in the field of digital music production. Thus, we
expect that the conceptualisation of DSPaaS delivered by
this article will lead to radically new and valuable types
of interactions between musicians and musical content in a
large variety of situations, such as playing alone or in group,
learning, composing, recording and performing music, either
professionally or recreationally.
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