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## Introduction

66 Information is the resolution of uncertainty.

Claude Shannon

66 Truth emerges more readily from error than from confusion. 99

Francis Bacon

Coding Theory deals with the problem of safe communication: signals sent through a noisy channel can indeed be corrupted and therefore reach their destination with some errors. In order to protect the information content, some redundancy is added to the message, so that the original data can be retrieved from corrupted signals. The first example of a code is what is commonly known as repetition code. Each symbol is repeated several times during transmission, in such a way that the receiver can reconstruct the original message by selecting the most probable one. A fundamental aspect, that arises from the example above, is therefore how to achieve the desired correction capability while keeping the number of redundancy symbols small. This problem is far from simple. We still do not fully know optimal codes, and the study of what is possible to achieve is normally carried on by presenting bounds on code parameters.
Another aspect of communication is privacy. Proofs of security usually rely on the utilisation of randomly picked keys which are used to encrypt the data and have to be kept secret. The first step to allow secure communication is therefore to produce these random keys. The most basic example of random number generator is the flip of a balanced coin. In the ideal case, each of the values associated to the two sides of the coin can be generated with equal probability. However, real world generators are not ideal and their outcomes are not balanced. To improve the quality of the random keys we rely on entropy extractors, compression functions designed to output random numbers from unbalanced sequences of bits.

In this work we deal with both safety and security of communication as introduced above.
Regarding Coding Theory, we start from a thorough analysis of known bounds on code parameters and a study of the properties of Hadamard codes. We find of particular interest the Griesmer bound, which is a strong result known to be true only for linear codes. We try to extend
it to all codes, and we can determine many parameters for which the Griesmer bound is true also for nonlinear codes. In case of systematic codes, a class of codes including linear codes, we can derive stronger results on the relationship between the Griesmer bound and optimal codes. For example, we prove that the Griesmer bound holds for all binary systematic codes whose distance is either a power of 2 or the difference between two powers of 2 . On the other hand, we construct a family of optimal binary systematic codes contradicting the Griesmer bound. Finally, we obtain new bounds on the size of optimal codes. As for the study of random number generation, we analyse linear extractors and their connection with linear codes. The main result on this topic is a link between code parameters and the entropy rate obtained by a processed random number generator. More precisely, to any linear extractor we can associate the generator matrix of a linear code. Then, we link the total variation distance between the uniform distribution and the probability mass function of a random number generator with the weight distribution of the linear code associated to the linear extractor.

Finally, we present a collection of results derived while pursuing a way to classify optimal codes, such as a probabilistic algorithm to compute the weight distribution of linear codes and a new bound on the size of codes.

This work is organised as follows. Chapters 1 to 4 contain the background on Coding Theory and Random Number Generation needed for the research presented in Chapters 5, 6 and 7.
Chapter 1 describes basic results and definitions on Coding Theory, with focus on nonlinear codes. In Chapter 2 we present an overview of the most known bounds on code parameters, such as the Sphere packing bound, the Gilbert bound, the Varshamov bound, the Singleton bound, the Griesmer bound, the Plotkin bound, the Johnson bound, the Elias bound, the Zinoviev-Litsyn-Laihonen bound and the Bellini-

Guerrini-Sala bounds. Then in Chapter 3 we discuss Hadamard matrices and their link with optimal nonlinear codes. In Chapter 4 we introduce the theory behind Random Number Generation and entropy extraction, following the definitions proposed by NIST.
Chapters 5 to 7 contain results on optimal codes and on entropy extraction. Chapter 5 deals with optimal nonlinear systematic codes. In this chapter we study properties on codes useful to understand the applicability of the Griesmer bound. These properties lead to a classification of parameters for which we can apply the bound. Some examples are:

- all codes whose distance is $d \leq 2 q$,
- all codes for which the dimension $k$ and the distance $d$ satisfy $q^{k-1} \mid d$,
- all binary codes for which the minimum distance is either $2^{r}$ or $2^{r}-2^{s}$ for any choice of positive integers $s<r$.

In the same chapter we analyse optimal binary codes with small dimension. Our main results are a complete classification of optimal codes of dimension 2 and a collection of properties of codes of dimension 3. The analysis of optimal codes with respect to the Griesmer bound is then concluded by presenting a new family of optimal nonlinear systematic binary codes contradicting the bound. This family is obtained by using similar methods to the Levenshtein's construction of optimal codes from Hadamard matrices. For each $k>3$ these codes are $\left(2^{k+1}+2,2^{k}, 2^{k}+2\right)_{2}$ systematic codes, while the Griesmer bound for codes of dimension $k$ and distance $2^{k}+2$ gives length $n \geq 2^{k+1}+k-1$.
Chapter 6 deals with entropy extractors. Previously known results showed a link between linear extractors and the minimum distance of the codes generated by the same matrix used for the extraction (see e.g. [28] and [29]). We show the connection between the Walsh
spectrum of the output of a binary random number generator and the bias of individual bits, and use this to explain how previously known bounds on the performance of linear binary codes as RNG post-processing functions can be derived as a special case. We then extend this framework to the case of output in non-binary finite fields by use of the Fourier transform.
In Chapter 7 we describe a probabilistic algorithm for computing the weight distribution of linear codes obtained by using methods derived from our study on entropy extractors. Then we present some results on polynomials in $\mathbb{F}_{2}[X]$, such as a closed formula to compute the binary Möbius transform of a Boolean function and an equivalent formulation of the Hilbert's Nullstellensatz for the particular case of ideals containing the field equations.

## Part I

## Codes and Random

Number Generation

## Chapter 1

## Introduction to Coding Theory

66 Frequently the messages have meaning; that is they refer to or are correlated according to some system with certain physical or conceptual entities. These semantic aspects of communication are irrelevant to the engineering problem. The significant aspect is that the actual message is one selected from a set of possible messages.

Claude Shannon

In this chapter we introduce all concepts and notations we need to present the main results of this work. Most of the definitions and statements presented here are well known in literature and form the basics of Coding Theory.
The theory presented in this work is not a complete introduction to Coding Theory and we take for granted that readers have a basic knowledge of linear algebra and finite fields. Therefore we list here only some relevant properties and definitions, for a thorough understanding of the subject see e.g. [32]. Regarding Coding Theory, over this entire work we refer to classical books, as for example [22], [23], [33] and [42].

We use as notation $q$ to denote a prime power $p^{m}, \mathbb{F}_{q}$ to denote the finite field of size $q$ and $\left(\mathbb{F}_{q}\right)^{n}$ for the vector space of dimension $n$ over $\mathbb{F}_{q}$. Whenever not otherwise specified, all vectors are considered to be row vectors. This implies for example that linear maps between vector spaces can be thought as right-multiplications by matrices.
Given two vectors $u, v \in\left(\mathbb{F}_{q}\right)^{n}$, we denote with $\mathrm{w}(u)$ the Hamming weight of $u$ and with $\mathrm{d}(u, v)$ the Hamming distance between $u$ and $v$. We often call them simply weight and distance. Proper definitions of weight and distance are the following.

Definition 1. Let $u \in\left(\mathbb{F}_{q}\right)^{n}$. The Hamming weight $\mathrm{w}(u)$ is the number of non-zero coordinates of $u$.

Definition 2. Let $u$ and $v$ be in $\left(\mathbb{F}_{q}\right)^{n}$. The Hamming distance $\mathrm{d}(u, v)$ between $u$ and $v$ is the number of coordinates in which they differ.

From Definition 2 it follows that $\mathrm{d}(u, v)=\mathrm{w}(u-v)$. On the other hand, $\mathrm{w}(u)$ can be seen as the distance between $u$ and the zero vector.

Definition 3. Given a vector $u \in\left(\mathbb{F}_{q}\right)^{n}$ of weight $s$, the support of $u$ is the set of $s$ indices $\operatorname{supp}(u)=\left\{j_{1}, \ldots, j_{s}\right\}$ for which the corresponding coordinates of $u$ are non-zero.

The support of a vector $u$ is therefore linked to its weight by the formula $\mathrm{w}(u)=|\operatorname{supp}(u)|$.
Consider now two vectors $u \in\left(\mathbb{F}_{q}\right)^{n_{1}}$ and $v \in\left(\mathbb{F}_{q}\right)^{n_{2}}$. We define the concatenation of $u$ and $v$ as the vector $(u \mid v) \in\left(\mathbb{F}_{q}\right)^{n_{1}+n_{2}}$ whose first $n_{1}$ coordinates are the coordinates of $u$ while the last $n_{2}$ are the coordinates of $v$.

Definition 4. A code $C$ is a set of $M$ vectors in the vector space $\left(\mathbb{F}_{q}\right)^{n}$, where $\mathbb{F}_{q}$ is the finite field with $q$ elements. We refer to each of these vectors as a codeword $c \in C$, to $n$ or len $(C)$ as the length of $C$ and to $M$ or $|C|$ as its size.
We denote with $\mathrm{d}(C)$ or simply with $d$ the minimum distance of $C$, i.e. the minimum among the Hamming distances between any two distinct codewords in $C$. A code $C$ with such parameters is denoted by the four parameters $(n, M, d)_{q}$, or as an $(n, M)_{q}$ code whenever its distance is unknown or not relevant.

Given a code, we can define its weight distribution and distance distribution as follows.

Definition 5. Let $C$ be an $(n, M, d)_{q}$ code. The weight distribution of $C$ is the sequence of integers $\left\{A_{i}\right\}_{i=0, \ldots, n}$, where

$$
A_{i}=|\{c \in C: \mathrm{w}(c)=i\}|
$$

In the same way, the distance distribution $\left\{B_{i}\right\}_{i=0, \ldots, n}$ of $C$ is defined as

$$
B_{i}=\left|\left\{\left(c_{1}, c_{2}\right): c_{1}, c_{2} \in C, \mathrm{~d}\left(c_{1}, c_{2}\right)=i\right\}\right|
$$

We say that two codes $C$ and $C^{\prime}$ are equivalent if there is a bijection $\varphi: C \rightarrow C^{\prime}$ which preserves the distances between any two codewords:

$$
C \sim C^{\prime} \quad \Longleftrightarrow \quad \mathrm{d}\left(c_{1}, c_{2}\right)=\mathrm{d}\left(\varphi\left(c_{1}\right), \varphi\left(c_{2}\right)\right), \forall c_{1}, c_{2} \in C
$$

In particular, translations by fixed vectors, multiplications by permutation matrices and field permutations are maps which preserve the distance between vectors, as stated in Lemma 6.

Lemma 6. Let $\theta$ be a permutation of $\mathbb{F}_{q}$ and let $\varphi:\left(\mathbb{F}_{q}\right)^{n} \rightarrow\left(\mathbb{F}_{q}\right)^{n}$ be

- a translation by a constant vector $v \in\left(\mathbb{F}_{q}\right)^{n}$,
- the multiplication by a permutation matrix $P$ or
- the application of $\theta$ to the first coordinate of $\left(\mathbb{F}_{q}\right)^{n}$.

Then $C^{\prime}=\varphi(C)$ is a code equivalent to $C$.
Proof. By applying Definition 2 it is straightforward to prove the first two items. For the third point, let observe that for any bijection $\theta$ we have $\alpha \neq \beta$ if and only if $\theta(\alpha) \neq \theta(\beta)$.

By combining functions as in Lemma 6 we obtain the following proposition.

Proposition 7. Let $\theta_{1}, \ldots, \theta_{n}$ be permutations of $\mathbb{F}_{q}, P$ an $n \times n$ permutation matrix and $v \in\left(\mathbb{F}_{q}\right)^{n}$ a chosen vector. Then $\varphi:\left(\mathbb{F}_{q}\right)^{n} \rightarrow$ $\left(\mathbb{F}_{q}\right)^{n}$ defined by

$$
\varphi(c)=\left(\theta_{1}\left(c_{1}\right), \ldots, \theta_{n}\left(c_{n}\right)\right) \cdot P+v
$$

with $c=\left(c_{1}, \ldots, c_{n}\right) \in\left(\mathbb{F}_{q}\right)^{n}$, is a map which preserves the Hamming distances between vectors.

Let us denote with $k$ the minimum integer allowing the existence of a map $F$ between $\left(\mathbb{F}_{q}\right)^{k}$ and $\left(\mathbb{F}_{q}\right)^{n}$ whose image is $C$ itself, and let us call it the combinatorial dimension of $C$. Sometimes we also use $\operatorname{dim}(C)$ to denote the combinatorial dimension of the code $C$. Clearly, $\operatorname{dim}(C)$ is equal to $\left\lceil\log _{q} M\right\rceil$.
Since $F$ is a vectorial function, we can write

$$
F(X)=\left(f_{1}(X), \ldots, f_{n}(X)\right)
$$

Definition 8. We call $F$ a generator function of the code. The maps $f_{1}, \ldots, f_{n}$ are called component functions, or simply components of $F$.

In the general case, the number of possible generator functions of a code is given by

$$
\left\{\begin{array}{l}
q^{k} \\
M
\end{array}\right\} \cdot M!,
$$

where $\left\{\begin{array}{l}a \\ b\end{array}\right\}$ is the Stirling number of the second kind

$$
\left\{\begin{array}{l}
a \\
b
\end{array}\right\}=\frac{1}{b!} \sum_{j=0}^{b}(-1)^{b-j}\binom{b}{j} j^{a} .
$$

In the particular case of $M=q^{k}$, the number of functions reduces to $M$ !.

Definition 9. $C$ is a linear code if $C$ is a vector subspace of $\left(\mathbb{F}_{q}\right)^{n}$. In this case, $M=q^{k}$ for a certain positive integer $k$ called the dimension of the code. Notice that $k$ coincides with the combinatorial dimension of $C$.
A linear code is denoted as an $[n, k]_{q}$ code, and with $[n, k, d]_{q}$ code whenever its distance is known.

The number of generator functions of a linear code is therefore $M!=q^{k}$ !, and among these there is at least a map $F$ for which all $f_{1}, \ldots, f_{n}$ are linear maps. In this case $F$ becomes the multiplication by a $k \times n$ matrix $G$ with coefficients in the field, which is known as the generator matrix of $C$.

Example 1. Let $C$ be the $[3,2,2]_{2}$ linear code

$$
C=\left\{c_{0}, c_{1}, c_{2}, c_{3}\right\}=\{(0,0,0),(1,1,0),(0,1,1),(1,0,1)\} .
$$

A possible generator function is given by

$$
F(0,0)=(1,1,0), F(1,0)=(0,0,0), F(0,1)=(0,1,1), F(1,1)=(1,0,1),
$$

which is the vectorial Boolean function

$$
F\left(x_{1}, x_{2}\right)=\left(f_{1}\left(x_{1}, x_{2}\right), f_{2}\left(x_{1}, x_{2}\right), f_{3}\left(x_{1}, x_{2}\right)\right)
$$

where $f_{1}, f_{2}$ and $f_{3}$ are therefore defined by

$$
\begin{array}{lll}
f_{1}(0,0)=1, & f_{2}(0,0)=1, & f_{3}(0,0)=0 \\
f_{1}(1,0)=0, & f_{2}(1,0)=0, & f_{3}(1,0)=0, \\
f_{1}(0,1)=0, & f_{2}(0,1)=1, & f_{3}(0,1)=1 \\
f_{1}(1,1)=1, & f_{2}(1,1)=0, & f_{3}(1,1)=1,
\end{array}
$$

and can be explicitly obtained through the binary Moebius transform, as shown in Section 7.2. We have

$$
F\left(x_{1}, x_{2}\right)=\left(1+x_{1}+x_{2}, 1+x_{1}, x_{2}\right) .
$$

Notice now that even though $C$ is linear, $F$ is a not a linear function. However, given $\sigma$ a permutation of $\left(\mathbb{F}_{2}\right)^{2}$, the image of the function $\bar{F}=F \circ \sigma$ is again a generator function for the same code $C$, since the image of $\bar{F}$ coincides with the image of $F$.
By choosing for example $\sigma\left(x_{1}, x_{2}\right)=\left(x_{1}+1, x_{2}\right)$ we obtain

$$
\bar{F}\left(x_{1}, x_{2}\right)=\left(x_{1}+x_{2}, x_{1}, x_{2}\right),
$$

to which is associated the generator matrix

$$
G=\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right]
$$

Notice that in example 1 the map $F$ was an affine function. In the general case $F$ could be a nonlinear map, even though its image is a linear code. This however cannot happen with binary codes of dimension 2 in which the evaluation vectors of the functions $f_{1}, \ldots, f_{n}$ have even weight.

Definition 10. A code which is not equivalent to any linear code is called a strictly nonlinear code.

Proposition 11. The evaluation vectors of the non-constant components of a linear code are balanced, namely each $\alpha \in \mathbb{F}_{q}$ appears $\frac{M}{q}$ times. Moreover $M$ has to be a power of $q$.

When considering linear codes, there is no need to consider both the weight distribution and the distance distribution. The first important property of the weight distribution is that $A_{0}=1$ for any linear
code. This follows directly from Definition 9. Moreover, the minimum distance of a linear code coincides with the minimum of the weight distribution. The proof relies again on the definition itself of linear code: if $c_{1}$ and $c_{2}$ are two codewords at minimum distance, their difference is a codeword at minimum distance from the zero codeword, namely a codeword of minimum weight.

Since a linear code $C$ is a vector subspace of $\left(\mathbb{F}_{q}\right)^{n}$ we can consider its dual, which is the vector subspace of $\left(\mathbb{F}_{q}\right)^{n}$ whose elements are orthogonal to $C$. The dual code of $C$ coincides with the kernel of any its generator matrix, hence its dimension is $n-\operatorname{dim}(C)$.

Example 2. Let $C$ be the binary linear code generated by the matrix

$$
G=\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right]
$$

as in Example 1. The kernel of $G$ is the vector subspace $\langle(1,1,1)\rangle$, meaning that the dual of $C$ is the code generated by the matrix

$$
H=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right] .
$$

Definition 12. The dual of a linear code $C$ is the linear code whose codewords are orthogonal to $C$. The dual of $C$ is denoted as $C^{\perp}$ and its generator matrix is usually denoted as $H . H$ is called the parity-check matrix of $C$,

By using the parity-check matrix, it is possible to prove several interesting properties of linear codes. Other than the following known result, we will use parity-check matrices also to show the link between puncturing and shortening of codes in Section 1.2.

Proposition 13. Let $C$ be an $[n, k]_{q}$ linear code and let $H$ be its parity-check matrix. Then $\mathrm{d}(C)=d$ if and only if the minimum number of linear dependent columns of $H$ is $d$.

Proof. If $c \in C$ is a codeword of minimum weight $d$, then $H \cdot c^{t}=0$. This means that there is a linear relation between the columns of $H$ indexed by $\operatorname{supp}(c)$.

For notation purposes, we will often use the following non standard definition.

Definition 14. Let $C$ be an $(n, M)_{q}$ code. We call codebook of $C$ any $M \times n$ table whose $M$ rows are the codewords of $C$. With a slight abuse of notation, we will often denote a codebook of $C$ with the symbol $C$ itself.

Codebooks are usually associated to nonlinear codes for encoding procedures. Indeed, we remark that the choice of a codebook for $C$ is equivalent to order its codewords. Clearly, permutations of the rows of a codebook lead to other codebooks of the same code, in the same manner in which there exist several generator functions for the same code. Field permutations applied to the columns of $C$, permutations of its columns and translations of its rows by a single fixed vector of $\left(\mathbb{F}_{q}\right)^{n}$ lead to equivalent codes.
Once a codebook has been chosen we have a table

$$
C=\left\{c_{i, j}\right\}_{i=0, \ldots, M-1, j=1, \ldots, n},
$$

so we will denote with $c_{i}$ the $i$-th codeword of $C$, which is the $i$-th row of its codebook, and with $c_{i, j}$ its $j$-th coordinate.

In the next section we present systematic codes, a family of codes containing linear codes.

### 1.1 Definition of systematic codes

Systematic codes form an important family of nonlinear codes. As we will show in Chapter 5, in the general case systematic codes can achieve better error correction capability than any linear code with the same parameters. On the other hand, due to their particular structure, systematic codes can achieve faster encoding and decoding procedures than nonlinear non-systematic codes. Moreover, many known families of optimal codes are systematic codes (see e.g. [26], [40]).

Definition 15. An $\left(n, q^{k}, d\right)_{q}$ systematic code $C$ is the image of an injective $\operatorname{map} F:\left(\mathbb{F}_{q}\right)^{k} \rightarrow\left(\mathbb{F}_{q}\right)^{n}, n \geq k$, s.t. a vector $X=\left(x_{1}, \ldots, x_{k}\right) \in$ $\left(\mathbb{F}_{q}\right)^{k}$ is mapped to a vector

$$
\left(x_{1}, \ldots, x_{k}, f_{k+1}(X), \ldots, f_{n}(X)\right) \in\left(\mathbb{F}_{q}\right)^{n}
$$

where the $f_{i}$ are maps from $\left(\mathbb{F}_{q}\right)^{k}$ to $\mathbb{F}_{q}$. The coordinates from 1 to $k$ are called systematic, while those from $k+1$ to $n$ are called nonsystematic.

A more general statement defines systematic codes as nonlinear codes equivalent to those described in Definition 15.

Definition 16. Let $C$ be an $\left(n, q^{k}, d\right)_{q}$ code, and let $F=\left(f_{1}, \ldots, f_{n}\right)$ be a generator function of $C . C$ is a systematic code if there exist $k$ indices $i_{1}, \ldots, i_{k}$ for which the function $\left(f_{i_{1}}, \ldots, f_{i_{k}}\right)$ is a permutation of $\left(\mathbb{F}_{q}\right)^{k}$.

According to Definition 15, any linear code is equivalent to a systematic code. The proof involves permutation of the columns of its generator matrix and application of the Gauss reduction to its rows. In this way we can find an equivalent code for which the generator matrix $G$ is in the form

$$
G=\left[\begin{array}{lll}
I_{k} & \mid & R_{n-k}
\end{array}\right],
$$

where $I_{k}$ is the identity of order $k$ and $R_{n-k}$ is a $k \times(n-k)$ matrix. By applying instead Definition 16, each linear code can directly be called a systematic code.

Proposition 17. Let $C$ be a systematic code as in Definition 15. Then $C$ is a linear code if and only if the components $f_{k+1}, \ldots, f_{n}$ are linear functions.

Proof. If $f_{k+1}, \ldots, f_{n}$ are linear maps and $c_{1}, c_{2}$ are in $C$, then both $\alpha c_{1}$ and $c_{1}+c_{2}$ are in $C$, hence $C$ is linear.

On the other hand, if a component $f_{j}$ is not linear, then there exist two vectors $a=\left(a_{1}, \ldots, a_{k}\right)$ and $b=\left(b_{1}, \ldots, b_{k}\right)$ for which $f_{j}(a)+f_{j}(b) \neq$ $f_{j}(a+b)$ and this implies that $C$ is not a linear code.

### 1.2 Puncturing, shortening and extending

The three most simple and common ways of obtaining new codes starting from known ones are

- puncturing,
- shortening and
- extending.

In this section we briefly describe these methods and we discuss some of the properties of the obtained code with respect to the parameters of the known code.

Definition 18. Puncturing a code $C$ in the $j$-th coordinate means deleting from all codewords of $C$ the $j$-th coordinate. We denote with $\dot{C}_{j_{1}, \ldots, j_{s}}$ the code obtained by puncturing $C$ in the coordinates $j_{1}, \ldots, j_{s}$, or simply with $\dot{C}$ whenever we do not need to specify which coordinates were punctured.

The following proposition links the generator functions of $\dot{C}_{j}$ to the generator function of $C$, and follows directly from Definition 18.

Proposition 19. Let $F=\left(f_{1}, \ldots, f_{j-1}, f_{j}, f_{j+1}, \ldots, f_{n}\right)$ be a generator function of a code $C$.
Then $\dot{F}_{j}=\left(f_{1}, \ldots, f_{j-1}, f_{j+1}, \ldots, f_{n}\right)$ is a generator function for $\dot{C}_{j}$.
Given two codewords $c_{1}, c_{2} \in C$ and the corresponding codewords $\dot{c}_{1}$ and $\dot{c}_{2}$ in $\dot{C}_{j}$, we have

$$
\begin{array}{ll}
\mathrm{d}\left(\dot{c}_{1}, \dot{c}_{2}\right)=\mathrm{d}\left(c_{1}, c_{2}\right) & \text { if } c_{1, j}=c_{2, j} \\
\mathrm{~d}\left(\dot{c}_{1}, \dot{c}_{2}\right)=\mathrm{d}\left(c_{1}, c_{2}\right)-1 & \text { if } c_{1, j} \neq c_{2, j}
\end{array}
$$

As a consequence, by puncturing $C$ in a single coordinate, we find $\dot{C}$ whose distance is either equal to $\mathrm{d}(C)$ or to $\mathrm{d}(C)-1$. In particular, $\mathrm{d}\left(\dot{C}_{j}\right)=\mathrm{d}(C)$ if and only if the component $f_{j}$ is a constant function.

Let us consider now two codewords $c_{1}$ and $c_{2}$ in $C$ at minimum distance $d$, and let $\operatorname{supp}\left(c_{1}-c_{2}\right)=\left\{j_{1}, \ldots, j_{d}\right\}$. The puncturing of $C$ in the coordinates $j_{1}, \ldots, j_{d}$ is a code with strictly less than $M$ codewords. The proof of this is a straightforward consequence of the fact that both $c_{1}$ and $c_{2}$ are equal in all coordinates non indexed by elements in $\operatorname{supp}\left(c_{1}-c_{2}\right)$, namely in $\dot{C}_{j_{1}, \ldots, j_{d}}$ we have $\dot{c}_{1}=\dot{c}_{2}$. Let $C$ be an $[n, k, d]_{q}$ linear code, and $c, \bar{c} \in C$ with $\bar{c}$ of minimum weight $d$. From the linearity of $C$ it holds that $c+\alpha \bar{c} \in C$ for each $\alpha \in \mathbb{F}_{q}$, and these $q$ codewords become the same after puncturing $C$ in the coordinates $\operatorname{supp}(\bar{c})$. It follows that, by puncturing a linear code $C$ in the support of a codeword of minimum weight, we obtain a new linear code whose dimension is strictly less than $\operatorname{dim}(C)$.

Definition 20. Let $C$ be an $(n, M, d)_{q}$ code. Shortening $C$ in the $j$-th coordinate means to consider the subset $S$ of $C$ containing all codewords whose $j$-th coordinate is equal zero, and then puncturing $S$ in the $j$-th coordinate.
We denote with $\ddot{C}_{j_{1}, \ldots, j_{s}}$ the code obtained by shortening $C$ in the coordinates $j_{1}, \ldots, j_{s}$, or simply with $\dot{C}$ whenever we do not need to specify which coordinates were shortened.

Similar to puncturing, shortening a code $C$ produces a new code whose length is len $(C)-1$. On the other hand, the definition of shortening implies that the distance of $\ddot{C}$ is at least equal to the distance of $C$. Any pair of codewords in $\ddot{C}_{j}$ correspond to a pair of codewords in $C$ whose $j$-th coordinates are equal, hence the shortening cannot have decreased their mutual distance.
Regarding the size of $\ddot{C}$, things are more complicated than with puncturing. First, if the $j$-th component of $C$ is the constant 0 , then shortening and puncturing $C$ in such coordinate lead to the same
code. On the other hand, if the $j$-th coordinate is different from 0 for all codewords, then $\ddot{C}_{j}=\emptyset$.
In the general case, we have the following result.
Proposition 21. Let $C$ be an $(n, M)_{q}$ code with distance larger than 1 , and let $\theta_{\alpha}$ be a permutation of $\mathbb{F}_{q}$ which map $\alpha$ to 0 .
We consider the set $\left\{C_{\alpha}\right\}$ of equivalent codes obtained from $C$ by applying $\theta_{\alpha}$ to the $j$-th coordinate of $C$ for each $\alpha \in \mathbb{F}_{q}$. We consider the set of codes $S=\left\{\ddot{C}_{\alpha}\right\}_{\alpha \in \mathbb{F}_{q}}$ obtained by shortening the codes $\left\{C_{\alpha}\right\}$ in the $j$-th coordinate. Then

1. the codes in $S$ are disjoint, meaning that a codeword cannot belong to more than one code in the set.
2. The union of all codes in $S$ is the code $\dot{C}_{j}$.
3. There is at least an $\alpha \in \mathbb{F}_{q}$ such that $\left|\ddot{C}_{\alpha}\right| \geq \frac{M}{q}$.

Proof. Without loss of generality, let us assume that $j=n$.

1. If a codeword $\ddot{c}$ belongs to more than a single code in $S$, then the concatenation ( $\ddot{c} \mid 0)$ belongs to more than a code in $\left\{C_{\alpha}\right\}$, say $C_{\alpha}$ and $C_{\beta}$. This means that both ( $\left.\ddot{c} \mid \alpha\right)$ and $(\ddot{c} \mid \beta)$ are in $C$, hence the minimum distance of $C$ is 1 .
2. If $\ddot{c}$ is in $\ddot{C}_{\alpha}$, then $(\ddot{c} \mid \alpha) \in C$. Moreover, if $(\ddot{c} \mid \alpha)$ is a codeword of $C$, then $\ddot{c} \in \ddot{C}_{\alpha}$. This implies that by joining the codes in $S$ we obtain the set of all codewords in $C$ to which we have removed the last coordinate, and this is the definition of $\dot{C}$.
3. Follows directly from $|C|=M$ and points 1 . and 2. of this proposition.

If we consider linear codes we have a deeper characterisation given by the following proposition.

Proposition 22. Let $C$ be an $[n, k, d]_{q}$ linear code and let $D=C^{\perp}$ the dual of $C$. Then

1. $\operatorname{len}(\ddot{C})=n-1$;
2. $\mathrm{d}(\ddot{C}) \geq d$;
3. if the $j$-th component of $C$ is the constant 0 , then $\ddot{C}_{j}=\dot{C}_{j}$. In particular the dimension of $\ddot{C}$ is $k$.
4. if the $j$-th component of $C$ is not constant, then the dimension of $\ddot{C}_{j}$ is $k-1$.
5. $\ddot{C}_{j}=\left(\dot{D}_{j}\right)^{\perp}$.

Proof. 1. It follows directly from the definition of shortening.
2. The codewords in $\ddot{C}$ are obtained by puncturing a subset of $C$ containing elements whose $j$-th coordinate is equal 0 . Since this set is contained in $C$, its codewords are at distance at least $d$, hence by deleting a coordinate which is constantly 0 their pairwise distances cannot decrease.
3. $\ddot{C}_{j}$ is by definition the puncturing of the subcode of $C$ consisting of codewords whose $j$-th coordinate is 0 . If all codewords in $C$ possess this property, then shortening and puncturing lead to the same code. Moreover, the size of $\ddot{C}$ is equal to the size of $C$.
4. Since the $j$-th component of $C$ is linear, then its evaluation vector is balanced, namely each $\alpha \in \mathbb{F}_{q}$ appears the same amount of times, i.e. $\frac{|C|}{q}=q^{k-1}$. This holds in particular for $\alpha=0$, hence $\left|\ddot{C}_{j}\right|=q^{k-1}$.
5. $D$ contains all vectors in $\left(\mathbb{F}_{q}\right)^{n}$ which are orthogonal to the codewords in $C$. Let us consider a codeword $c \in C$ whose $j$-th coordinate is 0 and a codeword $\bar{c}$ in $D$. The scalar product $c \cdot \bar{c}=0$
does not depend on the $j$-th coordinate of $\bar{c}$, hence by puncturing both $c$ and $\bar{c}$ in the $j$-th coordinate we still obtain a pair of orthogonal vectors. This imply that by puncturing in the $j$-th coordinate both the set of codewords in $C$ whose $j$-th coordinate is 0 and $D$ we obtain two orthogonal codes. To prove that these two codes, namely $\ddot{C}_{j}$ and $\dot{D}_{j}$, are dual codes we observe that $\operatorname{dim} \ddot{C}_{j}=\operatorname{dim}\left(\dot{D}_{j}\right)^{\perp}$.

Proposition 23. Let $C$ be an $\left(n, q^{k}, d\right)_{q}$ systematic code, and $C^{\prime}$ be the code obtained by shortening $C$ in a systematic coordinate. Then $C^{\prime}$ is an $\left(n-1, q^{k-1}, d^{\prime}\right)_{q}$ systematic code with $d^{\prime} \geq d$.

Proof. To obtain $C^{\prime}$, consider the code

$$
C^{\prime \prime}=\left\{F(X) \mid X=\left(0, x_{2}, \ldots, x_{k}\right) \in\left(\mathbb{F}_{q}\right)^{k}\right\}
$$

i.e. the subcode of $C$ which is the image of the set of messages whose first coordinate is equal to 0 . Then $C^{\prime \prime}$ is such that $\operatorname{dim}\left(C^{\prime \prime}\right)=k-1$ and $\mathrm{d}\left(C^{\prime \prime}\right) \geq d$. Since, by construction, all codewords have the first coordinate equal to zero, we obtain the code $C^{\prime}$ by puncturing $C^{\prime \prime}$ on the first coordinate, so that

$$
\left\{\begin{array}{l}
\operatorname{len}\left(C^{\prime}\right)=n-1 \\
d^{\prime}=\mathrm{d}\left(C^{\prime}\right)=\mathrm{d}\left(C^{\prime \prime}\right) \geq d
\end{array}\right.
$$

Lemma 24. For any $\left(n, q^{k}, d\right)_{q}$ systematic code $C$, there exists an $\left(n, q^{k}, \bar{d}\right)_{q}$ systematic code $\bar{C}$ for any $1 \leq \bar{d} \leq d$.

Proof. Since $n>k$, we can consider the code $C^{1}$ obtained by puncturing $C$ in a non-systematic coordinate. $C^{1}$ is an $\left(n-1, q^{k}, d^{(1)}\right)_{q}$ systematic code. Of course, either $d^{(1)}=d$ or $d^{(1)}=d-1$.

By puncturing at most $n-k$ non-systematic coordinates, we will find a code whose distance is 1 . Then there must exists an $i \leq n-k$ such
that the code $C^{i}$, obtained by puncturing $C$ in the last $i$ coordinates, has distance equal to $\bar{d}$. Once the $\left(n-i, q^{k}, \bar{d}\right)$ code $C^{i}$ has been found, we can obtain the claimed code $\bar{C}$ by padding $i$ zeros to all codewords in $C^{i}$.

The proofs of Proposition 23 and Lemma 24 rely on the systematic property of $C$, hence they hold for linear codes as well. For nonsystematic codes we have the following more general statement.

Lemma 25. For any $(n, M, d)_{q}$ code $C$, there exists an $(n, M, \bar{d})_{q}$ code $\bar{C}$ for any $1 \leq \bar{d} \leq d$.

Proof. By proceeding in a similar manner as in the proof of Lemma 24, we puncture $C$ till we reach a code whose distance is $\bar{d}$. Then $\bar{C}$ is obtained by padding the necessary amount of zeros to all codewords of the punctured code.

We conclude this section with the notion of extension of a code. The idea is to add a new coordinate to a code $C$, hopefully increasing its distance. The definition of the new component is given in terms of the components of $C$, so in general it is a map $\left(\mathbb{F}_{q}\right)^{n} \rightarrow \mathbb{F}_{q}$ evaluated at the components of $C$. The result is therefore a map $\left(\mathbb{F}_{q}\right)^{k} \rightarrow \mathbb{F}_{q}$ which is used as the new component.
By the definition above, there are several possible ways to define an extension of a code - as much as the maps $\left(\mathbb{F}_{q}\right)^{k} \rightarrow \mathbb{F}_{q}$ - however the new-added component is usually defined by

$$
\begin{equation*}
f_{n+1}=-\sum_{j} f_{j} \tag{1.1}
\end{equation*}
$$

In this work we will always refer to this particular type of extension as the extension of $C$.

Definition 26. Let $C$ be a code with length $n$, let $f_{1}, \ldots, f_{n}$ be its components and let $f_{n+1}$ be as in equation (1.1). We denote with $E(C)$ the extension of $C$ defined by the components

$$
\left(f_{1}, \ldots, f_{n}, f_{n+1}\right)
$$

Notice that $f_{n+1}$ is the composition between a linear function and the components of $C$. This lead to the following results.

Proposition 27. $E(C)$ is linear if and only if $C$ is a linear code.
Proof. If $E(C)$ is linear then its components are linear. In particular $f_{1}, \ldots, f_{n}$ are linear functions, so the components of $C$ are all linear functions. For the other way around, if $f_{1}, \ldots, f_{n}$ are linear, then also $f_{n+1}=-\sum_{j=1}^{n} f_{j}$ is a linear function, making $E(C)$ a linear code.

Proposition 28. The distance of $E(C)$ is either equal to $\mathrm{d}(C)$ or $\mathrm{d}(C)+1$.

Proof. The distance of $C$ cannot decrease after an extension, and by adding a single coordinate it cannot increase by more than 1 .

Proposition 29. The sum of the coordinates of each codeword in $E(C)$ is 0 .

Proof. It follows directly from the definition of $E(C)$.
Proposition 29 lead to very interesting properties, mainly in the case of binary codes, as stated by the following results.

Corollary 30. Let $C$ be a binary code. Then $E(C)$ contains only codewords of even weight.

Proof. It follows from Proposition 29. A binary codeword has even weight if and only if the sum of its coordinates is 0 .

Proposition 31. Let $C$ be an $(n, M, d)_{2}$ code with odd distance $d$. Then $E(C)$ has distance equal to $d+1$.

Proof. By Corollary 30 in $E(C)$ there are only codewords with even weight, and the distance between two such codeword cannot be odd. By Proposition 28 the distance of $E(C)$ is either $d$ or $d+1$, hence it has to be equal to $d+1$ since $d$ is odd.

In the general case, extending and puncturing do not commute, i.e. while it is true that by extending and then puncturing a code $C$ we obtain again $C$, it is not true that extending a punctured code will lead to the original code. In the following proposition we assume without loss of generality that both extending and puncturing are referred to the last coordinate of the code.

Proposition 32. Let $C$ be a code. Then

1. $\dot{E}(C)=C$,
2. $E(\dot{C}) \neq C$, and
3. in the linear binary case $E(\dot{C})=C$ if and only if $C$ has only codewords of even weight.

Proof. 1 and 2 directly follow from the definitions, while 3 follows from Corollary 30.

## Chapter 2

## Bounds on code parameters

66 It may seem surprising that we should define a definite capacity $C$ for a noisy channel since we can never send certain information in such a case. [...] Nature takes payment by requiring just that much uncertainty, so that we are not actually getting any more than C through correctly.

A classical problem in coding theory is to determine the parameters of optimal codes, and this characterisation is usually carried on by presenting bounds on the minimum distance, on the size, or on the length of codes. Since two equivalent codes have the same parameters, we can always assume that the zero codeword belongs to $C$.
In this chapter we present an overview of the most common bounds on the size of a code. Most bounds estimate the maximum number of codewords in a code whose length and distance are known. This is not the case for the Griesmer bound, whose classical description gives a lower-bound on the length of a linear code with given size and minimum distance. We will discuss extensively the Griesmer bound in Chapter 5.

Definition 33. We denote with

- $A_{q}(n, d)$ the maximum size of a nonlinear code whose length is $n$ and whose distance is $d$.
- $B_{q}(n, d)$ the maximum size of a linear code whose length is $n$ and whose distance is $d$.
- $N_{q}(M, d)$ the minimum length of a nonlinear code whose size is $M$ and whose minimum distance is $d$.
- $S_{q}(k, d)$ the minimum length of a nonlinear systematic code with dimension $k$ and minimum distance $d$.
- $L_{q}(k, d)$ the minimum length of a linear code with dimension $k$ and minimum distance $d$.

Clearly there exist some relations between these values, as explained by the following proposition.

Proposition 34. $B_{q}(n, d) \leq A_{q}(n, d)$ and $N_{q}(M, d) \leq S_{q}(k, d) \leq$ $L_{q}(k, d)$.

Proof. It follows directly from Definition 33.

Definition 35. We denote with $S_{r}(x)$ the Hamming sphere centred at $x$ of radius $r$, and with $\operatorname{Vol}_{q}(n, r)=\sum_{i=0}^{r}\binom{n}{i}(q-1)^{i}$ the volume of a sphere in $\left(\mathbb{F}_{q}\right)^{n}$ of radius $r$.

### 2.1 Sphere packing bound

The sphere packing bound, also known as Hamming bound, is a first and very important bound on the size of a code and was proposed in 1950 by R. W. Hamming [19]. Codes meeting the sphere packing bound are called perfect codes. In a perfect code the spheres of radius $t=\left\lfloor\frac{n-1}{2}\right\rfloor$ centred at codewords cover the entire space $\left(\mathbb{F}_{q}\right)^{n}$, or equivalently for each vector $v$ in the space the sphere or radius $t$ contains a codeword. This imply that each vector can be successfully decoded without ambiguity.

Theorem 36 (Sphere packing bound).

$$
B_{q}(n, d) \leq A_{q}(n, d) \leq \frac{q^{n}}{\operatorname{Vol}_{q}(n, t)}
$$

where $t=\left\lfloor\frac{d-1}{2}\right\rfloor$.

Proof. Given an $(n, M, d)_{q}$ code, the $M$ spheres of radius $t$ centred at the $M$ codewords are pairwise disjoint.

### 2.2 Gilbert bound

The following result is a lower bound on the size of a code proposed in 1952 by E. N. Gilbert [12]. The covering radius $\rho(C)$ of an $(n, M, d)_{q}$ code is the minimum integer $r$ such that the union of the spheres of radius $r$ centred at the $M$ codewords is equal to the entire space $\left(\mathbb{F}_{q}\right)^{n}$. An argument similar to the proof of the Sphere packing bound leads to the following lower bound for $B_{q}(n, d)$.

Theorem 37 (Gilbert bound).

$$
A_{q}(n, d) \geq B_{q}(n, d) \geq \frac{q^{n}}{\operatorname{Vol}_{q}(n, d-1)}
$$

Proof. The covering radius of an $\left[n, B_{q}(n, d), d\right]_{q}$ linear code $C$ is at most $d-1$. The proof of this fact is by contradiction. Suppose there exists an element of $\left(\mathbb{F}_{q}\right)^{n}$ at distance at least $d$ from any codeword in $C$. In this case we could construct another linear code $\bar{C}$ with the same length and distance as $C$, and dimension strictly larger than $B_{q}(n, d)$, which leads to the claimed contradiction.
Since the spheres of radius $d-1$ centred at the codewords of $C$ cover $\left(\mathbb{F}_{q}\right)^{n}$, it follows that $B_{q}(n, d)$ is at least equal to the number of such spheres, and the result follows.

### 2.3 Varshamov bound

Another lower bound for $B_{q}(n, d)$ was proposed in 1957 by R. R. Varshamov [50].

Lemma 38. Let $n, k$ and $d$ be integers such that $2 \leq d \leq n$ and $1 \leq k \leq n$, and let $q$ be a prime power. If

$$
\begin{equation*}
\sum_{i=0}^{d-2}\binom{n-1}{i}(q-1)^{i}<q^{n-k} \tag{2.1}
\end{equation*}
$$

then there exists an $n-k \times n$ matrix $H$ over $\mathbb{F}_{q}$ such that every $d-1$ columns of $H$ are linearly independent.

Proof. We use the following algorithm to find the $n$ columns $h_{1}, \ldots, h_{n}$ of $H$. Notice that each column is a vector in $\left(\mathbb{F}_{q}\right)^{n-k}$. Choose:

- $h_{1}$ to be any nonzero vector;
- $h_{2}$ to be any vector which is not a multiple of $h_{1}$;
- $h_{j}$ to be any vector which is not a linear combination of $d-2$ (or fewer) of the vectors $h_{1}, \ldots, h_{j-1}$, for each $j \leq n$.

If we can carry out this algorithm to completion, then $h_{1}, \ldots, h_{n}$ are the columns of an $n-k$ by $n$ matrix with the wanted property.
Suppose we have found $h_{1}, \ldots, h_{j}$, with $1 \leq j \leq n$. The number of linear combinations of $d-2$ or fewer of $h_{1}, \ldots, h_{j}$ is

$$
\sum_{i=0}^{d-2}\binom{j}{i}(q-1)^{i} \leq \sum_{i=0}^{d-2}\binom{n-1}{i}(q-1)^{i}
$$

Hence if equation (2.1) holds, then there is some vector $h_{j+1}$ which is not a linear combination of $d-2$ (or fewer) of $h_{1}, \ldots, h_{j}$. By induction we conclude.
$H$ can be considered as the parity check matrix of a linear code $C$ of length $n$ and dimension at least $k$. Since every $d-1$ columns of $H$ are linear independent, $C$ has distance at least $d$ by Proposition 13.

Corollary 39. Let $n, k$ and $d$ be integers such that $2 \leq d \leq n$ and $1 \leq k \leq n$. Then there exists an $[n, k]_{q}$ linear code with minimum distance at least d, provided that

$$
\begin{equation*}
1+\sum_{i=0}^{d-2}\binom{n-1}{i}(q-1)^{i} \leq q^{n-k} \tag{2.2}
\end{equation*}
$$

Theorem 40 (Varshamov bound).

$$
B_{q}(n, d) \geq q^{n-\left\lceil\log _{q}\left(1+\sum_{i=0}^{d-2}\binom{n-1}{i}(q-1)^{i}\right)\right\rceil} .
$$

Proof. The largest integer $k$ satisfying equation (2.2) is equal to

$$
\left\lfloor n-\log _{q}\left(1+\sum_{i=0}^{d-2}\binom{n-1}{i}(q-1)^{i}\right)\right\rfloor
$$

hence the theorem follows from Corollary 39.

### 2.4 Singleton bound

One of the most commonly used bounds was presented in 1964 by R. Singleton [44]. Codes meeting the Singleton bound are known as

Maximum Distance Separable (MDS) codes, and are of great importance in both Coding Theory and Cryptography.

Theorem 41 (Singleton bound).

$$
A_{q}(n, d) \leq q^{n-d+1}
$$

Proof. By puncturing an $(n, M, d)_{q}$ code in $d-1$ coordinates, we obtain an $(n, M)_{q}$ code with distance at least 1 , hence $M$ is at most $q^{n-d+1}$.

By applying the Singleton bound to linear codes we obtain the following corollary.

Corollary 42 (Singleton bound for linear codes). Let $C$ be an $[n, k, d]_{q}$ linear code. Then

$$
k \leq n-d+1
$$

Let consider now an $[n, k, d]_{q}$ code $C$. If $D$ is any subcode of $C$, we define the support $\operatorname{supp}(D)$ of $D$ as the set of coordinates where not all the codewords of $D$ are zero. Equivalently, the support of $D$ is the set of indices corresponding to the nonzero columns of the generator matrix of $D$.
For $1 \leq r \leq k$, the $r$-th-generalized Hamming Weight of $C$ is defined as

$$
d_{r}(C)=d_{r}=\min \{|\operatorname{supp}(D)| \mid D \text { is an }[n, r] \text { subcode of } C\}
$$

Notice that

$$
d=d_{1}<d_{2}<\ldots<d_{k} \leq n
$$

and the set $\left\{d_{1}, \ldots, d_{k}\right\}$ is called the weight hierarchy of $C$. The weight hierarchy is invariant under any monomial map applied to $C$.

Theorem 43 (Generalized Singleton bound). Let $C$ be an $[n, k, d]_{q}$ linear code. For $1 \leq r \leq k$

$$
d_{r} \leq n-k+r
$$

Proof. It follows by induction on $k-r$, starting with $d_{k} \leq n$ and using $d_{1}<\ldots<d_{k}$.

### 2.5 Griesmer bound

The Griesmer bound, which can be seen as an extension of the Singleton bound [23, Section 2.4] in the linear case, was introduced by Griesmer [14] in the case of binary linear codes and then generalized by Solomon and Stiffler [45] in the case of $q$-ary linear codes. It is known that the Griesmer bound is not always sharp [34], [35], [49]. Important examples of linear codes meeting the Griesmer bound are the simplex code $\left[23\right.$, Section 1.3] and the $[11,5,6]_{3}$ Golay code [13], [23, Section 1.12].

Definition 44. Let $C$ be a linear code, and let $c \in C$. We denote with $\operatorname{Res}(C, c)$ the residual code of $C$ with respect to $c$, namely the linear code obtained by puncturing $C$ in the nonzero coordinates of $c$.

Lemma 45. If $C$ is an $[n, k, d]_{q}$ code and $c \in C$ has weight $d$, then $\operatorname{Res}(C, c)$ is an $[n-d, k-1, \dot{d}]_{q}$ code where $\dot{d} \geq\left\lceil\frac{d}{q}\right\rceil$.

Proof. By replacing $C$ with an equivalent code, we can assume $c=$ $(1, \ldots, 1,0, \ldots, 0)$, namely, the nonzero coordinates of $c$ are the first $d$ coordinates.

First, we prove that the dimension of $\operatorname{Res}(C, c)$ is $k-1$. Assume that this is not true, which means that the dimension is strictly less than $k-1$. Then there exists a nonzero codeword $x \in C$ of the form $x=\left(x_{1}, \ldots, x_{d}, 0, \ldots, 0\right)$, and $x$ is not a multiple of $c$. Observe that $x_{1}, \ldots, x_{d}$ are nonzero, otherwise the weight of $x$ would be strictly less than $d$. We consider now the codeword $x_{1} \cdot c=\left(x_{1}, \ldots, x_{1}, 0, \ldots, 0\right)$ which belongs to $C$ due to the linearity of $C$. Then $d\left(x, x_{1} \cdot c\right)<d$, and we have a contradiction. Hence the dimension of $\operatorname{Res}(C, c)$ is $k-1$. We now provide a lower bound for $\dot{d}$. Consider a nonzero codeword $v \in$
$\operatorname{Res}(C, c)$, and let $u \in\left(\mathbb{F}_{q}\right)^{d}$ be such that the concatenation $(u \mid v) \in C$. Observe that there exists an $\alpha \in \mathbb{F}_{q}$ such that at least $d / q$ coordinates of $u$ equal $\alpha$. Then

$$
d \leq d((u \mid v), \alpha \cdot c) \leq d-\frac{d}{q}+w(v)
$$

from which it follows that

$$
w(v) \geq \frac{d}{q}
$$

Since this is true for all codewords in $\operatorname{Res}(C, c)$, then $\dot{d} \geq \frac{d}{q}$.
Theorem 46 (Griesmer bound). Let $k \geq 1$. Then

$$
L_{q}(k, d) \geq \sum_{i=0}^{k-1}\left\lceil\frac{d}{q^{i}}\right\rceil .
$$

Proof. Consider an $[n, k, d]_{q}$ code. The proof is by induction on $k$. If $k=1$ the conclusion holds. Assume that $k>1$ and let $c \in C$ be a codeword of weight $d$. By Lemma 45 the residual code $\operatorname{Res}(C, c)$ is an $[n-d, k-1, \dot{d}]_{q}$ code with $\dot{d} \geq\left\lceil\frac{d}{q}\right\rceil$. Applying the inductive assumption, we have

$$
n-d \geq \sum_{i=0}^{k-2}\left\lceil\frac{d}{q^{i+1}}\right\rceil
$$

### 2.6 Plotkin bound

The following is an upper bound due to M. Plotkin, first present in 1960 [39]. Binary codes meeting the Plotkin bound are of great importance for several reasons. First, it seems that for each ( $n, d$ ) pair there exists a code whose size meets the bound. Furthermore, optimal codes in the Plotkin range are equidistant codes, i.e. each pair of codewords is at distance exactly $d$. Finally, as we will see in Chapter 3, these codes have deep connections to Hadamard matrices.

Theorem 47 (Plotkin bound). Let $C$ be an $(n, M, d)_{q}$ code such that $r n<d$, with $r=1-q^{-1}$. Then

$$
M \leq\left\lfloor\frac{d}{d-r n}\right\rfloor
$$

Proof. Consider $S=\sum_{x \in C} \sum_{y \in C} d(x, y)$. Since $d(x, x)=0$, while $d(x, y) \geq d$ for each pair $x \neq y$, it follows that

$$
\begin{equation*}
M(M-1) d \leq S \tag{2.3}
\end{equation*}
$$

Let $A$ be a codebook for $C$. For $1 \leq i \leq n$, let $n_{i, \alpha}$ be the number of times $\alpha \in \mathbb{F}_{q}$ occurs in the $i$-th column of $A$. We have

$$
S=\sum_{i=1}^{n} \sum_{\alpha} n_{i, \alpha}\left(M-n_{i, \alpha}\right)=n M^{2}-\sum_{i=1}^{n} \sum_{\alpha} n_{i, \alpha}^{2}
$$

Using the Cauchy-Schwartz inequality, we observe that

$$
\sum_{\alpha} n_{i, \alpha}^{2}=q^{-1}\left(\sum_{\alpha} n_{i, \alpha}^{2}\right)\left(\sum_{\alpha} 1\right) \geq q^{-1}\left(\sum_{\alpha} n_{i, \alpha}\right)^{2}
$$

hence

$$
S \leq n M^{2}-\sum_{i=1}^{n} q^{-1}\left(\sum_{\alpha} n_{i, \alpha}\right)^{2}
$$

Since $\sum_{\alpha} n_{i, \alpha}=M$, we have

$$
\begin{equation*}
S \leq n M^{2}-n q^{-1} M^{2}=n M^{2}\left(1-q^{-1}\right)=n r M^{2} \tag{2.4}
\end{equation*}
$$

Combining equations (2.3) and (2.4) we obtain

$$
M(M-1) d \leq n r M^{2}
$$

from which we have

$$
M(d-r n) \leq d
$$

Theorem 48 (Binary Plotkin Bound). For a binary code the Plotkin bound can be specialised in the following way.

- If $d$ is even and $n<2 d, A_{2}(n, d) \leq 2\left\lfloor\frac{d}{2 d-n}\right\rfloor$.
- If $d$ is even, $A_{2}(2 d, d)=4 d$.
- if $d$ is odd and $n<2 d+1, A_{2}(n, d) \leq 2\left\lfloor\frac{d+1}{2 d+1-n}\right\rfloor$.
- If $d$ is odd, $A_{2}(2 d+1, d)=4 d+4$.


### 2.7 Johnson bounds

Another remarkable result is due to S. Johnson [24]. In 1962 he presented a new upper bound by examining binary constant-weight codes, namely codes in which all codewords have the same Hamming weight. Define $A_{2}(n, d, w)$ to be the maximum number of binary codewords of length $n$ and weight $w$ which are distant at least $d$ apart. In the following we consider upper bounds on $A_{2}(n, d, w)$ and $A_{2}(n, d)$ due to Johnson.

Theorem 49. Let $C$ be an $(n, M)_{2}$ constant-weight binary code with codewords of weight $w$. Suppose that every pair of distinct codewords have at most $\lambda$ ones in common positions. If $w^{2}>n \lambda$, then

$$
M \leq\left\lfloor\frac{n(w-\lambda)}{w^{2}-n \lambda}\right\rfloor
$$

Proof. Let $A=\left[c_{i, j}\right]$ be the codebook of $C$. We prove the bound by estimating the sum

$$
S=\sum_{i=1}^{M} \sum_{\substack{j=1, j \neq i}}^{M} \sum_{k=1}^{n} c_{i, k} c_{j, k}
$$

By hypothesis,

$$
\begin{equation*}
S \leq M(M-1) \lambda \tag{2.5}
\end{equation*}
$$

For $1 \leq k \leq n$, let $m_{k}$ be the number of ones in the $k$-th column of $A$. Then

$$
S=\sum_{k=1}^{n} m_{k}\left(m_{k}-1\right)
$$

and since $\sum_{k=1}^{n} m_{k}=w M$, it follows that

$$
S=\sum_{k=1}^{n} m_{k}^{2}-w M
$$

By Cauchy-Schwartz inequality we have that

$$
\sum_{k=1}^{n} m_{k}^{2} \geq n^{-1}\left(\sum_{k=1}^{n} m_{k}\right)^{2}
$$

hence

$$
\begin{equation*}
S \geq n^{-1}\left(\sum_{k=1}^{n} m_{k}\right)^{2}-w M=n^{-1}(w M)^{2}-w M \tag{2.6}
\end{equation*}
$$

Equations (2.5) and (2.6) lead to

$$
w^{2} M^{2}-w M n \leq M^{2} \lambda n-M \lambda n
$$

and the theorem follows.
Corollary 50 (Restricted Johnson bound for $A_{2}(n, d, w)$ ).

$$
A_{2}(n, 2 e-1, w)=A_{2}(n, 2 e, w) \leq\left\lfloor\frac{n e}{w^{2}-n w+n e}\right\rfloor
$$

provided that $w^{2}-n w+n e>0$.
Proof. The corollary follows from Theorem 49: if $C$ is an $(n, M, 2 e)_{2}$ constant-weight code with codewords of weight $w$, then every pair of distinct codewords have at most $w-e$ ones in common positions. Moreover, since any pair of binary vectors of the same weight are an even distance apart, $A_{2}(n, 2 e-1, w)=A_{2}(n, 2 e, w)$.
Using Theorem 49 with $\lambda=w-e$, the claim follows.
The name restricted Johnson bound for $A_{2}(n, d, w)$ comes from the fact that the hypothesis $w^{2}-n w+n e>0$ is necessary. Another bound due to Johnson remove this hypothesis.

Theorem 51 (Unrestricted Johnson bound for $A_{2}(n, d, w)$ ).

1. if $w<e$, then $A_{2}(n, 2 e-1, w)=A_{2}(n, 2 e, w)=1$.
2. if $w \geq e$, then $A_{2}(n, 2 e-1, w)=A_{2}(n, 2 e, w)^{\prime}$, and

$$
A_{2}(n, 2 e, w) \leq\left\lfloor\frac{n}{w}\left\lfloor\frac{n-1}{w-1}\left\lfloor\cdots\left\lfloor\frac{n-w+e}{e}\right\rfloor \cdots\right\rfloor\right\rfloor\right\rfloor .
$$

Proof. Part 1. comes from the fact that two codewords of weight $w$ are at most at distance $2 w$ apart.
For part 2. we consider a binary code $C$ of length $n$ and distance at least $2 e$ having $M=A_{2}(n, 2 e, w)$ codewords each of weight $w$. Similarly to the proof of Theorem 49 we count the number $s=\sum_{k=1}^{n} m_{k}$ of ones in the codebook $A$ of $C$.
Since $C$ is a constant-weight code we obtain

$$
\begin{equation*}
s=w M=w A_{2}(n, 2 e, w) \tag{2.7}
\end{equation*}
$$

On the other hand we observe that each column of $A$ contains at most $A_{2}(n-1,2 e, w-1)$ ones. In fact, by considering the $\dot{M} \times(n-1)$ submatrix of $A$ obtained by removing a column from $A$ and keeping only the rows in which there is a 1 in the removed column, we find a table corresponding to a constant-weight code with length $n-1$ and distance $2 e$, in which every codeword has weight $w-1$. Together with equation (2.7) we obtain

$$
w A_{2}(n, 2 e, w)=s \leq n \cdot A_{2}(n-1,2 e, w-1)
$$

which leads us to

$$
A_{2}(n, 2 e, w) \leq\left\lfloor\frac{n}{w} A_{2}(n-1,2 e, w-1)\right\rfloor
$$

Part 2. follows by induction with part 1. being used as final step.

Observe that $A_{2}(n+1,2 e)=A_{2}(n, 2 e-1)$. Due to this, to obtain a bound for $A_{2}(n, d)$ it is sufficient to consider the case $d$ odd.

Theorem 52 (Johnson bound for $A_{2}(n, d)$ ). Let $d=2 e+1$. Then

$$
\begin{equation*}
A_{2}(n, d) \leq \frac{2^{n}}{\sum_{i=0}^{e}\binom{n}{k}+\frac{\binom{n}{e+1}-\binom{d}{e} A_{2}(n, d, d)}{\left\lfloor\frac{n}{e+1}\right\rfloor}} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{2}(n, d) \leq \frac{2^{n}}{\sum_{i=0}^{e}\binom{n}{k}+\frac{\binom{n}{e}\left(\frac{n-e}{e+1}-\left\lfloor\frac{n-e}{e+1}\right\rfloor\right)}{\left\lfloor\frac{n}{e+1}\right\rfloor}} \tag{2.9}
\end{equation*}
$$

Proof. The second bound is implied by the first one and by Theorem 51 , in fact

$$
\binom{d}{e} A_{2}(n, d, d) \leq\binom{ n}{e}\left\lfloor\frac{n-e}{e+1}\right\rfloor
$$

To prove bound (2.8), let $C$ be an $(n, M, d)_{2}$ code. Let $N=\{x \in$ $\left.\left(\mathbb{F}_{2}\right)^{n} \mid d(C, x)=e+1\right\}$. Since the spheres of radius $e$ centred at codewords are disjoint,

$$
\begin{equation*}
M \sum_{i=0}^{e}\binom{n}{i}+|N| \leq 2^{n} \tag{2.10}
\end{equation*}
$$

To complete the proof we need a lower bound on $|N|$.
We denote with $X$ the set of codeword-vector pairs at distance $e+1$, namely

$$
X=\{(c, x) \in C \times N \mid d(c, x)=e+1\}
$$

In the following we will obtain lower and upper estimates for $|X|$. To obtain the lower bound, we fix $c \in C$, and, since we can replace $C$ with its translate $c+C$, we assume $c=0$. The distance $d$ is equal to $2 e+1$, hence all vectors $x \in\left(\mathbb{F}_{2}\right)^{n}$ of weight $e+1$ satisfy either $d(C, x)=e$ or $d(C, x)=e+1$. The vectors $x$ of weight $e+1$ which have distance $e$ from $C$ must be at distance $e$ from a codeword of weight $d=2 e+1$. Because $C$ has at most $A_{2}(n, d, d)$ codewords of weight $d$, there are at most $\binom{d}{e} A_{2}(n, d, d)$ such vectors $x$. Thus, there are at least $\binom{n}{e+1}-\binom{d}{e} A_{2}(n, d, d)$ vectors $x \in N$ such that $(0, x) \in X$. Therefore

$$
M\left(\binom{n}{e+1}-\binom{d}{e} A_{2}(n, d, d)\right) \leq|X|
$$

To obtain instead an upper bound on $|X|$, we fix $x \in N$, and by replacing $C$ with its translate $x+C$ we assume $x=0$. Two distinct codewords $c_{1}$ and $c_{2}$ both at distance $e+1$ from 0 must have disjoint supports, since $d\left(c_{1}, c_{2}\right) \geq 2 e+1$. Thus there are at most $\left\lfloor\frac{n}{e+1}\right\rfloor$ codewords at distance $e+1$ from 0 , and therefore

$$
|X| \leq|N|\left\lfloor\frac{n}{e+1}\right\rfloor
$$

Combining the obtained lower and upper bound on $|X|$ we obtain

$$
M \frac{\binom{n}{e+1}-\binom{d}{e} A_{2}(n, d, d)}{\left\lfloor\frac{n}{e+1}\right\rfloor} \leq|N|
$$

By replacing $|N|$ in equation (2.10) with its lower bound, we obtain (2.8).

### 2.8 Elias bound

The following bound was first presented by Elias, and nowadays it is mainly known as Elias-Bassalygo bound [5].

Lemma 53. Let $C$ be an $(n, M, d)_{q}$ code, and let $0 \leq e \leq n$ be a positive integer. Then there exists a Hamming ball of radius $r$ with at least $\frac{M \mathrm{Vol}_{q}(n, r)}{q^{n}}$ codewords in it.

Proof. Randomly pick an element $y$ of $\left(\mathbb{F}_{q}\right)^{n}$. The expected size of overlapped region between $C$ and the Hamming ball centred at $y$ with radius $r$ is

$$
\begin{equation*}
\operatorname{Vol}_{q}(n, r) \cdot \frac{M}{q^{n}} \tag{2.11}
\end{equation*}
$$

since $y$ is randomly selected. Therefore there is at least one $y$ such that the Hamming ball of radius $r$ centred in $y$ has size at least equal to (2.11), otherwise the expectation would have been smaller than this value.

Lemma 54. Let $\theta=\frac{q-1}{q}$, and let $r \leq \theta n$. Let $C$ be an $(n, K, d)_{q}$ code such that its minimum weight is at most $r$. Then

$$
d \leq \frac{K r}{K-1}\left(2-\frac{r}{\theta n}\right)
$$

Proof. Let $m_{i, \alpha}$ denote the number of occurrences of the symbol $\alpha$ in the $i^{\text {th }}$ column of the codebook of $C$. We recall that we denote with $\mathbb{F}_{q}^{*}=\mathbb{F}_{q} \backslash\{0\}$ the multiplicative subgroup of $\mathbb{F}_{q}$. We know that

$$
\sum_{\alpha \in \mathbb{F}_{q}} m_{i, \alpha}=K
$$

and

$$
\sum_{i=1}^{n} m_{i, 0}=S \geq K(n-r)
$$

because every row of the codebook has weight at most $r$. Therefore

$$
\sum_{\alpha \in \mathbb{F}_{q}^{*}} m_{i, \alpha}^{2} \geq(q-1)^{-1}\left(\sum_{\alpha \in \mathbb{F}_{q}^{*}} m_{i, \alpha}\right)^{2}=(q-1)^{-1}\left(K-m_{i, 0}\right)^{2}
$$

and

$$
\sum_{i=1}^{n} m_{i, 0}^{2} \geq n^{-1}\left(\sum_{i=1}^{n} m_{i, 0}\right)^{2}=n^{-1} S^{2}
$$

As in the proof of the Plotkin bound, we compute the sum of the distances of all ordered pairs of rows of the codebook, obtaining that

$$
\sum_{i=1}^{n} \sum_{\alpha \in \mathbb{F}_{q}} m_{i, \alpha}\left(K-m_{i, \alpha}\right) \leq n K^{2}-(q-1)^{-1}\left(q n^{-1} S^{2}+n K^{2}-2 K S\right)
$$

In this inequality, we substitute $S \geq K(n-r)$, where we pick $r \leq \theta n$, and hence $S \geq q^{-1} n K$. We find

$$
\sum_{i=1}^{n} \sum_{\alpha \in \mathbb{F}_{q}} m_{i, \alpha}\left(K-m_{i, \alpha}\right) \leq K^{2} r\left(2-\left(\frac{r}{\theta n}\right)\right)
$$

Since the number of pairs of rows is $K(K-1)$, we have

$$
K(K-1) d \leq K^{2} r\left(2-\frac{r}{\theta n}\right)
$$

which concludes the proof.

Theorem 55 (Elias Bound). Let $\theta=1-q^{-1}$, let $r$ be a positive integer such that $r \leq \theta n$ and $r^{2}-2 \theta n r+\theta n d>0$. Then

$$
A_{q}(n, d) \leq \frac{\theta n d}{r^{2}-2 \theta n r+\theta n d} \cdot \frac{q^{n}}{\operatorname{Vol}_{q}(n, r)}
$$

Proof. Given an $(n, M, d)_{q}$ code $C^{\prime}$, consider the $(n, K, d)_{q}$ code $C$ consisting of all the codewords in $C^{\prime}$ of weight at most $r$. Applying Lemma 53 we may assume that

$$
K \geq \operatorname{Vol}_{q}(n, r) \cdot \frac{M}{q^{n}}
$$

We can now apply Lemma 54 to $C$. This yields

$$
\mathrm{Vol}_{q}(n, r) \cdot \frac{M}{q^{n}} \leq \frac{\theta n d}{r^{2}-2 \theta n r+\theta n d}
$$

Remark 56. Note that if $r=\theta n$ and $d>\theta n$, we obtain the Plotkin bound.

### 2.9 Zinoviev-Litsyn-Laihonen bound

In this section we show a bound first introduced by Zinoviev and Litsyn in 1984 [53] and then applied by Laihonen and Litsyn in 1998 [30]. The proof of the bound is based on the same ideas behind the Elias bound, hence we will make use of previous results instead of the entire original proof, which can be found in [30].

Theorem 57 (Zinoviev-Litsyn-Laihonen bound). Let $1 \leq d \leq n$, $d-2 r \leq n-t, 0 \leq r \leq t$ and $0 \leq r \leq \frac{1}{2} d$. Then

$$
A_{q}(n, d) \leq \frac{q^{t}}{V_{q}(t, r)} A_{q}(n-t, d-2 r)
$$

Proof. Let $C$ be an $(n, M, d)_{q}$ code with $M=A_{q}(n, d)$. Let us consider the code $C_{t}$ obtained by puncturing $C$ in $t$ components, and
keeping only those codewords in which the chosen $t$ components belong to a Hamming sphere of radius $r . C_{t}$ is an $\left(n-t, M_{t}, d_{t}\right)_{q}$ code in which

$$
M_{t} \geq \frac{M}{q^{t}} V_{q}(t, r) \quad \text { and } \quad d_{t} \geq d-2 r
$$

The fact that the length of $C_{t}$ is $n-t$ comes directly from the puncturing of $C$ in $t$ positions, while $d_{t} \geq d-2 r$ follows from the fact that the deleted parts of the selected codewords differ at most in $2 r$ components.
To prove the bound on the number of codewords in $C_{t}$, we denote with $y_{1}, \ldots, y_{M}$ the $M$ vectors in $\left(\mathbb{F}_{q}\right)^{t}$ corresponding to the punctured coordinates of $C$.

By Lemma 53, there exists a Hamming sphere $S_{t}(x)$ containing at least $\frac{M}{q^{t}} V_{q}(t, r)$ vectors among $y_{1}, \ldots, y_{m}$ and so the claim follows.

### 2.10 Bellini-Guerrini-Sala bounds

In this last section we show two bounds by E. Bellini, G. Guerrini and M. Sala [7], which are specialized to systematic-emdedding codes. The first of these two bound is actually an improvement of the Zinoviev-Litsyn-Laihonen bound.

Definition 58. Let $C$ be an $(n, M, d)_{q}$ code, and let $k=\left\lfloor\log _{q}(M)\right\rfloor$. We say that $C$ is systematic embedding if $C$ contains a systematic code $D$ with $|D|=q^{k}$.

We remark that systematic-embedding codes are a generalization of systematic codes, and every systematic code $C$ is systematic embedding with $D=C$. Several known families of maximal codes are either systematic or systematic-embedding codes (see e.g. [1], [26] and [40]).

Definition 59. We denote with $A_{q}^{*}(n, d)$ the maximum number of codewords that an $(n, M, d)_{q}$ systematic embedding code can contain.

We remark that $A_{q}^{*}(n, d) \leq A_{q}(n, d)$. To our knowledge there are no explicit counterexamples to $A_{q}^{*}(n, d)=A_{q}(n, d)$ prior to this work. We will discuss systematic codes in Chapter 5 and provide a proof that there exist values $n$ and $d$ for which $A_{q}^{*}(n, d)<A_{q}(n, d)$ by explicit computation in the case $n=19$ and $d=10$.

Proposition 60. Let $C$ be an $(n, M, d)_{q}$ code. Let $\varepsilon \geq 1$ be a positive integer such that for any $c \in C$ we have $\mathrm{w}(c) \geq d+\varepsilon$. Then

$$
M \leq A_{q}(n, d)-\frac{\operatorname{Vol}_{q}(n, \varepsilon)}{\operatorname{Vol}_{q}(n, d-1)}
$$

Proof. Let $C$ be a code satisfying our hypothesis. $C$ belongs to the set of all codes with distance $d$ that are contained in $\left(\mathbb{F}_{q}\right)^{n} \backslash S_{d+\varepsilon-1}(0)$. Let $D$ be any code of the largest size in this set, then $|C| \leq|D|$.
Clearly, any codeword $c$ of $D$ has weight $\mathrm{w}(c) \geq d+\varepsilon$. Consider also $\bar{D}$, the largest code in $\left(\mathbb{F}_{q}\right)^{n}$ of distance $d$ and such that $D \subseteq \bar{D}$. By definition, the only codewords of $\bar{D}$ of weight greater than $d+\varepsilon-1$ are those of $D$, while all other codewords of $\bar{D}$ are confined to the ball $S_{d+\varepsilon-1}(0)$. Thus:

$$
M \leq|D| \leq|\bar{D}| \leq A_{q}(n, d)
$$

and

$$
\bar{D} \backslash D \subseteq S_{d+\varepsilon-1}(0)
$$

Let $\rho=d-1$ and $r=d+\varepsilon-1$, so that $r-\rho=\varepsilon$, and let $N=\bar{D} \cap S_{r}(0)$. We have that $D=\bar{D} \backslash N$ and $|D|=|\bar{D}|-|N|$. By providing a lower bound on $N$ we obtain an upper bound on $|D|$.
We start by proving $S_{r-\rho}(0) \subseteq \bigcup_{x \in N} S_{\rho}(x)$. Indeed, assume there exists a vector $y$ not contained in the latter. Such vector is at distance at least $\rho+1=d$ from any codeword in $N$. Moreover, since $y \in$ $S_{r-\rho}(0)$, its distance from $\bar{D} \backslash N$ is at least $d$. We can therefore obtain a new code $\bar{D} \cup\{y\}$ containing $D$ and with distance $d$, contradicting the maximality of $\bar{D}$.

As a consequence, we have that

$$
|N| \cdot \operatorname{Vol}_{q}(d, \rho) \geq \operatorname{Vol}_{q}(n, r-\rho)
$$

which gives

$$
|N| \geq \frac{\operatorname{Vol}_{q}(n, \varepsilon)}{\operatorname{Vol}_{q}(n, d-1)}
$$

Using previous observations, we obtain

$$
M \leq|D|=|\bar{D}|-|N| \leq A_{q}(n, d)-\frac{\operatorname{Vol}_{q}(n, \varepsilon)}{\operatorname{Vol}_{q}(n, d-1)}
$$

Theorem 61 (Bellini-Guerrini-Sala upper bound). Let $2 \leq d \leq n$, let $t$ be a positive integer such that $t \leq \min (n-d, k)$ with $k=$ $\left\lceil\log _{q}\left(A_{q}^{*}(n, d)\right)\right\rceil$, let $r \in \mathbb{N}$ be such that $0 \leq r \leq \min \left(t, \frac{d}{2}\right)$, and let $\rho=\frac{q^{t}}{\operatorname{Vol}_{q}(t, r)}$. Then

$$
A_{q}^{*}(n, d) \leq \rho \cdot\left(A_{q}(n-t, d-2 r)-\frac{\operatorname{Vol}_{q}(n-t, r)}{\operatorname{Vol}_{q}(n-r, d-2 r-1)}+1\right)
$$

Proof. We consider an $(n, M, d)_{q}$ systematic-embedding code $C$ such that $M=A_{q}^{*}(n, d)$. We number all words in $C$ in any order:

$$
C=\left\{c_{i} \mid 1 \leq i \leq M\right\} .
$$

We indicate the $i$-th codeword with $c_{i}=\left(c_{i, 1}, \ldots, c_{i, n}\right)$. We puncture $C$ in a similar way as in proof of the Zinoviev-Litsyn-Laihonen bound:
(i) we choose any $t$ columns among the $k$ columns of the systematic part of $C, 1 \leq j_{1}, \ldots, j_{t} \leq n$; since any two codes are equivalent w.r.t. column permutations we can suppose $j_{1}=1, \ldots, j_{t}=t$.

Let us split each codeword $c_{i}$ in two parts, $c_{i}=\left(\tilde{c}_{i}, \bar{c}_{i}\right)$, where $\tilde{c}_{i}$ correspond to the first $t$ components, $\bar{c}_{i}$ to the remaining $n-t$.
(ii) We choose a $z \in\left(\mathbb{F}_{q}\right)^{t}$.
(iii) We collect in $I$ all $i$ 's such that $\mathrm{d}\left(z, \tilde{c}_{i}\right) \leq r$.
(iv) We delete the first $t$ components of $\left\{c_{i} \mid i \in I\right\}$.

In this way the obtained $\bar{C}_{z}$ consists of the puncturing of the codewords whose distance in the first $t$ components from a chosen $z$ is at most $r$ :

$$
\bar{C}_{z}=\left\{\bar{c}_{i} \mid 1 \leq i \leq A_{q}^{*}(n, d), \mathrm{d}\left(z, \tilde{c}_{i}\right) \leq r\right\}
$$

We claim that we can choose $z$ in such a way that $\tilde{C}_{z}$ is equivalent to a code with the following properties:

1. $\bar{n}=n-t$
2. $\bar{d} \geq d-2 r$
3. $\left|\bar{C}_{z}\right| \geq \frac{M}{q^{t}} \operatorname{Vol}_{q}(t, r)$
4. $\mathrm{w}\left(\bar{c}_{i}\right) \geq d-r$ for all $\bar{c}_{i} \neq 0$.

Properties 1. - 3. comes from the proof of the Zinoviev-LitsynLaihonen bound. We claim that 4 . holds if $0 \in C$ and $z=0$. In fact $\mathrm{w}(c)=\mathrm{d}(0, c) \geq d$ for each nonzero codeword $c$, and $z=0$ implies that

$$
y \in S_{r}(z) \quad \Longleftrightarrow \quad \mathrm{w}(y) \leq r
$$

As a consequence, any nonzero codeword $c_{i}=\left(\tilde{c}_{i}, \bar{c}_{i}\right)$ of weight at most $r$ in $\tilde{c}_{i}$ has weight at least $d-r$ in the other $n-t$ components. If $0 \notin C$ or $z \neq 0$, we can translate $C$ and we obtain an equivalent code in which $0 \in C$ and $z=0$, and 4 . follows.

We denote with $X$ the largest $(\bar{n},|X|, d-2 r)$ code containing the zero codeword and such that $\mathrm{w}(\bar{x}) \geq d-r=(d-2 r)+r, \forall \bar{x} \in X$. Since $X$ satisfies the properties 1. $-4 .,|X| \geq\left|\bar{C}_{z}\right|$. Then we can apply Proposition 60 to $X \backslash\{0\}$ and $\varepsilon=r$, and obtain the following chain of inequalities:
$\frac{|C|}{q^{t}} \operatorname{Vol}_{q}(t, r) \leq\left|\bar{C}_{z}\right| \leq|X| \leq A_{q}(\bar{n}, d-2 r)-\frac{\operatorname{Vol}_{q}(\bar{n}, r)}{\operatorname{Vol}_{q}(\bar{n}, d-2 r-1)}+1$,
and since $|C|=A_{q}^{*}(n, d)$ we conclude the proof.

Theorem 62 (Bellini-Guerrini-Sala lower bound). Let $k \geq 1$, $d \geq 2$ and $0 \leq r \leq \frac{d}{2}$. Let $n$ be such that there exists an $\left(n, q^{k}, d\right)$ systematic code. Then

$$
A_{q}(n-k, d-2 r) \geq \operatorname{Vol}_{q}(k, r)+\frac{\operatorname{Vol}_{q}(n-k, r)}{\operatorname{Vol}_{q}(n-k, d-2 r-1)}-1
$$

Proof. If we restrict ourselves to systematic codes, we can replace $A_{q}^{*}(n, d)$ in the Bellini-Guerrini-Sala upper bound with $q^{k}$ for a certain $k$, and by choosing $t=k$ we conclude the proof.

## Chapter 3

## Hadamard Matrices and Codes

66 However, to find these, it has been necessary to construct the very numerous possible combinations, among which the useful ones are to be found.

In this chapter we briefly overview an important class of nonlinear codes. In the previous chapter we listed some known bounds on the size of codes, however these bounds are not always attained. In Chapter 5 we will show how the Griesmer bound can be applied to some nonlinear codes (Theorem 96, Corollary 98, Proposition 101 and Theorem 107), and this will lead to new bounds outperforming known bounds (e.g. see Proposition 112). On the other hand the Plotkin bound is known to be attained in most of the cases, and in this section we discuss a class of these optimal codes.
To build these codes we will introduce Hadamard matrices in Section 3.1 and we will define Hadamard codes in Section 3.2. Most of the definitions and results presented in this chapter can be found in [31], [33, Ch. $2, \S 3$ ] and [36].

### 3.1 Hadamard matrices

Definition 63. A Hadamard matrix of order $n$ is a real $n \times n$ matrix whose entries are either 1 or -1 such that $H \cdot H^{t}=H^{t} \cdot H=n \cdot I_{n}$, where $I_{n}$ is the identity of order $n$.

From the definition it follows that both $H$ and $H^{t}$ are Hadamard matrices and they share the same properties. A first and fundamental property of a Hadamard matrix is that its rows form an orthogonal basis of the space.

Proposition 64. Let $H$ be a Hadamard matrix. Then the inner product between any two rows is zero, while the inner product between any row with itself is $n$.

Two Hadamard matrices are said to be equivalent if one is obtained from the other by swapping rows, transpositions and multiplications of rows and columns by -1 . Using the latter, Hadamard matrices can be brought to a so-called normal form.

Definition 65. A Hadamard matrix is in normal form if the coordinates of its first row and column are all equal to 1 .

Theorem 66. Let $H$ be a Hadamard matrix of order $n$. Then $n$ is 1, 2 or a multiple of 4.

Proof. The matrices

$$
H_{1}=[1], \quad H_{2}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

are respectively Hadamard matrices of order 1 and 2. For the case $n>2$ we assume without loss of generality that the first three rows of $H$ are in the form

$$
\begin{array}{llll}
++\cdots+ & ++\cdots+ & ++\cdots+ & ++\cdots+ \\
++\cdots+ & ++\cdots+ & --\cdots- & --\cdots-. \\
\underbrace{++\cdots+}_{i_{1}} & \underbrace{--\cdots-}_{i_{2}} & \underbrace{++\cdots+}_{i_{3}} & \underbrace{--\cdots-}_{i_{4}}
\end{array}
$$

Since these three rows are orthogonal we obtain the system

$$
\left\{\begin{array}{c}
i_{1}+i_{2}-i_{3}-i_{4}=0 \\
i_{1}-i_{2}+i_{3}-i_{4}=0 \\
i_{1}-i_{2}-i_{3}+i_{4}=0
\end{array},\right.
$$

which lead us to $i_{1}=i_{2}=i_{3}=i_{4}$, hence $n=4 i_{1}$ is a multiple of 4.

It was conjectured that Hadamard matrices of order $n$ exist whenever $n$ is a multiple of 4 . This conjecture, known as Hadamard Conjecture, has not been proven yet, even though several constructions for Hadamard matrices are known.

Theorem 67 (Sylvester construction). Let $H_{n}$ be a Hadamard matrix. Then

$$
H_{2 n}=\left[\begin{array}{cc}
H_{n} & H_{n}  \tag{3.1}\\
H_{n} & -H_{n}
\end{array}\right]
$$

is a Hadamard matrix of order $2 n$.

Proof. We consider two rows $h_{i}$ and $h_{j}$ of $H_{2 n}$. We denote them with $h_{i}=\left(h_{i}^{\prime} \mid h_{i}^{\prime \prime}\right)$ and $h_{j}=\left(h_{j}^{\prime} \mid h_{j}^{\prime \prime}\right)$, where $h^{\prime}$ is the vector containing the first $n$ coordinates of the row $h$. We have

$$
h_{i} \cdot h_{j}=h_{i}^{\prime} \cdot h_{j}^{\prime}+h_{i}^{\prime \prime} \cdot h_{j}^{\prime \prime},
$$

and we have 4 cases:

1. $i=j$ implies that the product is

$$
h_{i} \cdot h_{i}=h_{i}^{\prime} \cdot h_{i}^{\prime}+h_{i}^{\prime \prime} \cdot h_{i}^{\prime \prime}=n+n=2 n
$$

2. $i=j+n \bmod 2 n$, which lead to the product

$$
h_{i}^{\prime} \cdot h_{i}^{\prime}-h_{i}^{\prime \prime} \cdot h_{i}^{\prime \prime}=n-n=0
$$

3. $i<j \leq n$ or $n<i<j$. We have

$$
h_{i} \cdot h_{j}=\left\{\begin{array}{ll}
h_{i}^{\prime} \cdot h_{j}^{\prime}+h_{i}^{\prime \prime} \cdot h_{j}^{\prime \prime}=0+0, & \text { if } i<j \leq n \\
h_{i}^{\prime} \cdot h_{j}^{\prime}+\left(-h_{i}^{\prime \prime}\right) \cdot\left(-h_{j}^{\prime \prime}\right)=0+0, & \text { if } n<i<j
\end{array} .\right.
$$

4. In the remaining case we have $i \leq n<j$. The vectors $h_{i}^{\prime}$ and $h_{j}^{\prime}$ are distinct rows of $H_{n}$, hence $h_{i}^{\prime} \cdot h_{j}^{\prime}=0$. Regarding $h_{i}^{\prime \prime}$ and $h_{j}^{\prime \prime}$, we observe that $-h_{j}^{\prime \prime}$ is a row of $H_{n}$, so $h_{i}^{\prime \prime} \cdot\left(-h_{j}^{\prime \prime}\right)=0$ which implies $h_{i}^{\prime \prime} \cdot h_{j}^{\prime \prime}=0$.

Using equation (3.1) iteratively starting from $H_{1}=[1]$ produces Hadamard matrices for all orders equal to powers of 2 . These particular matrices are also known as Sylvester matrices.

Before presenting the Paley construction we need the following definitions.

Definition 68. Let $\mathbb{F}_{q}=\left\{0, \alpha_{1}, \ldots, \alpha_{q-1}\right\}$ be a field with odd characteristic. The elements $\alpha_{1}^{2}, \ldots, \alpha_{q-1}^{2}$ are called the quadratic residues
of $\mathbb{F}_{q}$.
The function $\chi: \mathbb{F}_{q} \rightarrow \mathbb{Z}$ defined by

$$
\chi(\alpha)=\left\{\begin{align*}
0, & \text { if } \alpha=0  \tag{3.2}\\
+1, & \text { if } \alpha \text { is a quadratic residue } \\
-1, & \text { otherwise }
\end{align*}\right.
$$

is called Legendre symbol.
Definition 69. Let $\mathbb{F}_{q}=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{q-1}\right\}$ be a field of odd characteristic. We define $Q=\left(q_{i, j}\right)$ as the matrix whose entries are $\chi\left(\alpha_{i}-\alpha_{j}\right)$, where $\chi$ is the Legendre symbol. The matrix $Q$ is called Jacobsthal matrix of order $q$.

Theorem 70 (Paley construction). Let $q=p^{m}$ be a prime power such that $q=3 \bmod 4$, let $\mathbf{1}=(1, \ldots, 1)$ be the vector of length $q$ whose coordinates are all equal to 1 and let $Q$ be a Jacobsthal matrix of order $q$. $H=\left[\begin{array}{cc}1 & \mathbf{1} \\ \mathbf{1}^{t} & Q-I_{q}\end{array}\right]$ is a Hadamard matrix of order $q+1$

The proof of Theorem 70 can be found in [33, Ch. $2, \S 3$ ] for the case of prime fields, and can be directly generalised to the case of nonprime fields. We remark that there exists also another construction due to Paley, which is a modification of Theorem 70 and produces matrices of order $2 q+2$ for each $q=1 \bmod 4$.

### 3.2 Hadamard codes

Hadamard matrices can be used to obtain optimal binary codes. Given a Hadamard matrix $H_{n}$ we obtain a binary matrix $H_{n}^{b}$ by using the replacement $1 \rightarrow 0$ and $-1 \rightarrow 1$. $H_{n}^{b}$ is known as binary Hadamard matrix. If $H_{n}$ is a normalised matrix, then $H_{n}^{b}$ can be seen as a codebook whose first row is the zero codeword and the first coordinate of each codeword is equal to 0 . There exist three types of Hadamard codes.

Theorem 71. Let $H_{n}$ be a normalised Hadamard matrix and let $H_{n}^{b}$ the corresponding binary matrix. The code $\mathcal{A}_{n}$ obtained by puncturing $H_{n}^{b}$ in the first coordinate is an $\left(n-1, n, \frac{n}{2}\right)_{2}$ code.

Proof. Since any two rows of $H_{n}$ are orthogonal, any two rows of $H_{n}^{b}$ differ in exactly $\frac{n}{2}$ coordinates.

Theorem 72. Let $1+\mathcal{A}_{n}$ be the table whose entries are the complement of the entries of $\mathcal{A}_{n}$. Let $\mathcal{B}_{n}$ the code whose codebook is $\left[\begin{array}{c}\mathcal{A}_{n} \\ 1+\mathcal{A}_{n}\end{array}\right] . \mathcal{B}$ is an $\left(n-1,2 n, \frac{n}{2}-1\right)_{2}$ code.

Proof. Let $c_{1}, c_{2} \in \mathcal{A}_{n} . \mathrm{d}\left(c_{1}, 1+c_{2}\right)=\mathrm{d}\left(1, c_{1}+c_{2}\right)=(n-1)-$ $\mathrm{d}\left(c_{1}, c_{2}\right)=\frac{n}{2}-1$, while the distance between $c_{1}$ and $1+c_{1}$ is $n-1$.

Theorem 73. The code $\mathcal{C}_{n}$ whose codebook is $\left[\begin{array}{c}H_{n}^{b} \\ 1+H_{n}^{b}\end{array}\right]$ is an $\left(n, 2 n, \frac{n}{2}\right)_{2}$ code.

Proof. Let $c_{1}$ and $c_{2}$ be rows of $H_{n}^{b}$. $\mathrm{d}\left(c_{1}, 1+c_{2}\right)=\mathrm{d}\left(1, c_{1}+c_{2}\right)=$ $n-\mathrm{d}\left(c_{1}, c_{2}\right)=\frac{n}{2}$, while $\mathrm{d}\left(c_{1}, 1+c_{1}\right)=n$.

The codes $\mathcal{A}_{n}, \mathcal{B}_{n}$ and $\mathcal{C}_{n}$ are known as Hadamard codes. We introduce now another family of codes, Simplex codes.

Definition 74. Let $\mathcal{S}_{k}$ be the binary linear code generated by the matrix $G_{k}$ whose $2^{k}-1$ columns are all the non-zero vectors of $\left(\mathbb{F}_{2}\right)^{k}$. $\mathcal{S}_{k}$ is an $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ linear code.

There exist several proofs of the fact that $\mathrm{d}\left(\mathcal{S}_{k}\right)=2^{k-1}$, here we show it by induction on $k$.
For $k=1$ we have $G_{1}=[1]$, the only column of $G_{1}$ is the only nonzero vector of $\left(\mathbb{F}_{2}\right)^{1}$ and the parameters of $\mathcal{S}_{1}$ are trivially $n=k=$ $d=1$. Let $\mathbf{0}_{k}$ be the zero vector of $\left(\mathbb{F}_{2}\right)^{k}$ and $\mathbf{1}_{2^{k}-1}=(1, \ldots, 1) \in$ $\left(\mathbb{F}_{2}\right)^{2^{k}-1}$. Starting from the generator matrix $G_{k}$ of $\mathcal{S}_{k}$ we construct
the matrix $G_{k+1}$ by the formula

$$
G_{k+1}=\left[\begin{array}{ccc}
G_{k} & \mathbf{0}_{k}^{t} & G_{k} \\
0 \cdots 0 & 1 & 1 \cdots 1
\end{array}\right] .
$$

$G_{k+1}$ has rank $k+1$ since its $2^{k+1}-1$ columns are all the non-zero vectors of $\left(\mathbb{F}_{2}\right)^{k+1}$, hence $G_{k}$ generate $\mathcal{S}_{k+1}$, which is an $\left[2^{k+1}-1, k+\right.$ $1]_{2}$ linear code. Regarding the distance of this code, let us consider the codewords generated by the first $k$ rows of $G_{k+1}$. By definition, each of these codewords $c$ is in the form $c=\left(c^{\prime}, 0, c^{\prime}\right)$, where $c^{\prime} \in \mathcal{S}_{k}$, hence the distance between any pair $c_{1}=\left(c_{1}^{\prime}, 0, c_{1}^{\prime}\right)$ and $c_{2}=\left(c_{2}^{\prime}, 0, c_{2}^{\prime}\right)$ are at distance $2 \cdot \mathrm{~d}\left(c_{1}^{\prime}, c_{2}^{\prime}\right) \geq 2 \cdot \mathrm{~d}\left(\mathcal{S}_{k}\right)=2^{k}$.
It remains to prove that the distance between the last row $g_{k+1}$ of $G_{k+1}$ and any of the codewords $c=\left(c^{\prime}, 0, c^{\prime}\right)$ as above are at distance at least $2^{k}$. We know that the weight of $c^{\prime}$ is $w \geq 2^{k}$, and $\mathrm{d}\left(1 \cdots 1, c^{\prime}\right)=$ $2^{k}-1-w$, hence $\mathrm{d}\left(g_{k+1}, c\right)=w+1+2^{k}-1-w=2^{k}$.
This concludes the proof of $\mathrm{d}\left(\mathcal{S}_{k}\right)=2^{k-1}$. Moreover, from this we directly obtain the following theorem.

Theorem 75. $\mathcal{S}_{k}$ is an equidistant code, namely each pair $c_{1}, c_{2}$ of codewords are at distance $d=2^{k-1}$. In particular all non-zero codewords have weight equal to the minimum distance $2^{k-1}$.

Simplex codes and Hadamard codes are deeply connected. If we add the bit 0 at the beginning of each codeword of $\mathcal{S}_{k}$ we obtain an $\left[2^{k}, k, 2^{k-1}\right]_{2}$ code. Its codebook is a square $2^{k} \times 2^{k}$ table, and each pair of its rows are at distance $2^{k-1}$, namely its codebook is a binary Hadamard matrix $H_{2^{k}}^{n}$. This also implies that $\mathcal{S}_{k}$ is a Hadamard code $\mathcal{A}_{2^{k}}$ obtained using Theorem 71.

We recall now the binary Plotkin bound in Theorem 48. Each binary code with even distance and with $n<2 d$ has size at most

$$
A_{2}(n, d) \leq 2\left\lfloor\frac{d}{2 d-n}\right\rfloor
$$

In the case of $n=2^{k}-1$ and $d=2^{k-1}$ as for Simplex codes, we have

$$
A_{2}\left(2^{k}-1,2^{k-1}\right) \leq 2\left\lfloor\frac{2^{k-1}}{2 \cdot 2^{k-1}-2^{k}+1}\right\rfloor=2^{k}
$$

This shows that Simplex codes are optimal codes. In general we have the following result.

Proposition 76. Hadamard codes $A_{n}$ are optimal.

Proof. It has already been proved above for Simplex codes, which are Hadamard $\mathcal{A}_{2^{k}}$ codes. For Hadamard codes $\mathcal{A}_{n}$ we observe that

$$
A_{2}\left(n-1, \frac{n}{2}\right) \leq 2\left\lfloor\frac{\frac{n}{2}}{2 \cdot \frac{n}{2}-n+1}\right\rfloor=n
$$

Hadamard codes and Simplex codes are therefore of paramount importance since they allow us to understand the parameters and properties of optimal codes, at least in the Plotkin range. In particular the existence of Simplex codes implies the existence of linear codes attaining the Plotkin bound, even though in the general case nonlinear codes could achieve better error correction capability than linear codes, as we will see in Chapter 5.

Proposition 77. For each pair of positive integers $k$ and $h$, there exists an $\left[h\left(2^{k}-1\right), k, h 2^{k-1}\right]_{2}$ optimal code.

Proof. Let $G_{k}$ be the generator matrix of the Simplex code $\mathcal{S}_{k}$. The claimed code is generated by

$$
G=\left[\begin{array}{lll}
\underbrace{G_{k}}_{h \text { times }} \cdots \cdots & G_{k} \tag{3.3}
\end{array}\right]
$$

We observe in particular that these codes attain the Plotkin bound, in fact we have the following lemma.

Lemma 78. Let $n$, $d$ and $h$ be positive integers and let $(n, d)=1$. Let $C$ be an $(n, M, d)_{q}$ code attaining the Plotkin bound in Theorem 47. The code whose codebook is

$$
\left[\begin{array}{lll}
\left.\begin{array}{lll}
C & \cdots & C \\
\underbrace{}_{\text {times }}
\end{array}\right]
\end{array}\right.
$$

attains itself the Plotkin bound and is therefore optimal.

Proof. It follows directly from the Plotkin bound.
Regarding $\left[h\left(2^{k}-1\right), k, h 2^{k-1}\right]_{2}$ linear codes, namely codes with parameters equal to that of sequences of Simplex codes, there exists another important result due to Bonisoli [8].

Theorem 79. Any linear code with length $h\left(2^{k}-1\right)$, dimension $k$ and distance $h 2^{k-1}$ is equivalent to a code as in Equation (3.3).

This implies that, up to equivalence, the only optimal linear codes with parameters as in Proposition 77 are Simplex codes.

We conclude this chapter with a remarkable result on optimal codes, proven in [31] by Levenshtein.

Theorem 80. Provided enough Hadamard matrices exist, the binary Plotkin bound is attained with equality.

Before providing the proof, we need a few lemmas.
Lemma 81. Let $\ddot{\mathcal{A}}_{n}$ be a Hadamard code as in Theorem 71. The code $\ddot{\mathcal{A}}_{n}$ obtained by shortening $\mathcal{A}_{n}$ in the first coordinate is an $\left(n-2, \frac{n}{2}, \frac{n}{2}\right)_{2}$ code.

Proof. Any column of a Hadamard matrix contains half zeros and half ones.

Lemma 82. Let $h_{1}$ and $h_{2}$ be two positive integers and let $C_{1}, C_{2}$ be respectively an $\left(n_{1}, M_{1}, d_{1}\right)_{2}$ and an $\left(n_{2}, M_{2}, d_{2}\right)_{2}$ code.

Let $h_{1} C_{1} \| h_{2} C_{2}$ be the code whose codebook is given by

$$
\left[\begin{array}{lll}
\underbrace{C_{1}}_{h_{1} \text { times }} \begin{array}{lll} 
& C_{1} & C_{1}
\end{array} \underbrace{C_{2}}_{h_{2} \text { times }} \cdots \cdots & C_{2}
\end{array}\right]
$$

where if $M_{1} \neq M_{2}$ we consider only a subcode of the code with the larger size, so that $h_{1} C_{1} \| h_{2} C_{2}$ has size $M=\min \left(M_{1}, M_{2}\right)$. The obtained code is an $\left(h_{1} n_{1}+h_{2} n_{2}, M, d\right)_{2}$ code, where $d \geq h_{1} d_{1}+$ $h_{2} d_{2}$.

We can give now the proof of Theorem 80.
Proof. First, we recall that we can restrict ourselves to the case of $d$ even, since the case $d$ odd follows from the the codes of distance $d+1$ by puncturing.
Let $n<2 d$, and let $k=\left\lfloor\frac{d}{2 d-n}\right\rfloor$. Let us define

$$
h_{1}=d(2 k+1)-n(k+1), \quad h_{2}=k n-d(2 k-1) .
$$

We observe that both $h_{1}$ and $h_{2}$ are non-negative integers. If $n$ is even so are $h_{1}$ and $h_{2}$, while if $n$ is odd and if $k$ is odd then $h_{1}$ is even, otherwise $h_{2}$ is even. Moreover,

$$
n=(2 k-1) h_{1}+(2 k+1) h_{2}, \quad d=k h_{1}+(k+1) h_{2} .
$$

If $n$ is even, then

$$
C=\frac{h_{1}}{2} \ddot{\mathcal{A}}_{4 k} \| \frac{h_{2}}{2} \ddot{\mathcal{A}}_{4 k+4}
$$

If instead $n$ is odd, we have the following two codes depending on the parity of $k$.
If $k$ is odd, then

$$
C=\frac{h_{1}}{2} \ddot{\mathcal{A}}_{4 k} \| h_{2} \mathcal{A}_{2 k+2}
$$

while if $k$ is even

$$
C=h_{1} \mathcal{A}_{2 k} \| \frac{h_{2}}{2} \ddot{\mathcal{A}}_{4 k+4} .
$$

Either way, $C$ is an optimal code attaining the Plotkin bound with equality.

## Chapter 4

# Introduction to Random Number Generation 

> There are a number of difficult epistemological questions connected with the theory of secrecy, or in fact with any theory which involves questions of probability.

Claude Shannon

## 60 Chapter 4. Introduction to Random Number Generation

Random Numbers are of great importance in many fields of application, among which we list gaming, simulation of physical phenomena for research purposes, and security protocols for safe communications. Devices able to provide these random numbers are called Random Number Generators (RNGs) and are classically distinguished between pseudo-RNGs and True-RNGs. Other classifications take into account whether they are algorithms or physical devices, or whether they make use of chaotic or quantum physical phenomena to generate data. In this work we refer to [2], [3], [4] and [6] to have precise definitions, however we also give the following intuitive definition.

Definition 83. A random bit is the unpredictable result of an experiment with two possible outcomes.

A Random Number Generator is a physical device able to output sequences of random bits.

To be more precise, RNGs are made by several components:

- A noise source,
- A digitisation process,
- An optional entropy extractor.

Definition 84. A noise source is a discrete-time discrete-space stochastic process $X_{t}$. In this work we consider only IID noise sources, and we denote with $\mu_{X}$ the probability mass function (pmf) of $X_{t}$. We denote with $U_{q}$ the uniform distribution on a discrete set with $q$ elements.

Assume $X_{t} \in \mathbb{F}_{2}$, namely we are dealing with a binary noise source. In this case $\mu_{X}(1)=p$ and $\mu_{X}(0)=1-p$. If $p=\frac{1}{2}$ then $\mu_{X}=U_{2}$ and $X_{t}$ is uniformly distributed, or unbiased. If $X_{t}$ is not unbiased, we need a way to measure its distance from the uniform distribution.


Figure 4.1: Structure of a RNG: Barker, Elaine, and John Kelsey. NIST DRAFT SP800-90B, Recommendation for the entropy sources used for random bit generation (2012).

Definition 85. The bias of a binary random variable $X$ is defined as

$$
\frac{\varepsilon_{X}}{2}=\frac{1}{2}|\mathbb{P}(X=1)-\mathbb{P}(X=0)|=\frac{1}{2}\left|\mu_{X}(1)-\mu_{X}(0)\right| .
$$

Since $\mu_{X}(0)=1-\mu_{X}(1)$ and $\mathbb{E}(X)=\mu_{X}(1)$, we also have

$$
\frac{\varepsilon_{X}}{2}=\frac{1}{2}|2 \mathbb{E}[X]-1|
$$

Assume now w.l.o.g. that $\mu_{X}(1)>\mu_{X}(0)$. Then

$$
\begin{aligned}
\left|\mu_{X}(1)-\mu_{X}(0)\right| & =\left|\mu_{X}(1)-\frac{1}{2}+\frac{1}{2}-\mu_{X}(0)\right| \\
& =\left|\mu_{X}(1)-\frac{1}{2}\right|+\left|\frac{1}{2}-\mu_{X}(0)\right| \\
& =\left\|\mu_{X}-U_{2}\right\|_{1}
\end{aligned}
$$

Definition 86. The Total Variation distance (TVD) of a random variable $X \in \Omega_{X}$, with $\left|\Omega_{X}\right|=q$, is defined as

$$
\frac{\delta_{X}}{2}=\frac{1}{2}\left\|\mu_{X}-U_{q}\right\|_{1}
$$

From this definition we have that the bias is a particular case of the TVD. Another measure of the distance from the uniform distribution is the entropy of a random variable.

Definition 87. Given $X \in \Omega_{X}$ and its probability mass function $\mu_{X}$, the entropy of $X$ is defined as

$$
H(X)=-\mathbb{E}\left[\log _{q}\left(\mu_{X}\right)\right]
$$

Proposition 88. - $H(X) \in[0,1]$.

- $H(X)=0$ if and only if $X$ is deterministic.
- $H(X)=1$ if and only if $X$ is uniformly distributed, $\mu_{X}=U_{q}$.

These imply that $H(X)=1$ if and only if $\frac{\delta_{X}}{2}=0$.
Consider again a noise source $X_{t}$. If $\frac{\delta_{X}}{2} \neq 0$ then $X_{t}$ is not uniformly distributed. In this case the output of $X_{t}$ should not be used for security-related applications: suppose we are using $X_{t}$ to produce keys for a symmetric cipher. Since $X_{t}$ is not uniformly distributed so are the generated keys, hence an attacker could exploit this weakness to obtain informations on the communication. To solve this problem, raw sequences produced by the noise source $X_{t}$ have to be processed, in order to obtain an output whose probability distribution is (as close as possible to) $U_{q}$. Deterministic functions designed to address this task are known as conditioning functions, post-processing or entropy extractors.

### 4.1 Entropy extractors

Definition 89. An entropy extractor is a function $\varphi: \Omega_{X} \rightarrow \Omega_{Y}$. Given a random variable $X \in \Omega_{X}$, we denote with $Y=\varphi(X)$ the output of $\varphi$.

The aim of an entropy extractor is to output a random variable $Y$ whose entropy is greater than the entropy of $X$.

Proposition 90. if $\left|\Omega_{Y}\right| \geq\left|\Omega_{X}\right|$, then $H(Y) \leq H(X)$.
Due to Proposition 90, $\varphi$ has to be a compression function, i.e. $\left|\Omega_{Y}\right|<\left|\Omega_{X}\right|$.

### 4.1. 1 Von Neumann procedure

The Von Neumann procedure is an entropy extractor for binary random number generators. Suppose an IID RNG produces binary output. Then given a pair $\left(x_{t}, x_{t+1}\right)$, it holds

$$
\mathbb{P}\left(\left(x_{t}, x_{t+1}\right)=(0,1)\right)=\mathbb{P}\left(\left(x_{t}, x_{t+1}\right)=(1,0)\right) .
$$

Von Neumann extractor groups together non-overlapping pairs of consecutive bits, then for each pair it outputs a single bit, according to the rule:

- If the two bits in the pair have different values, output the first bit.
- If the two bits are equal, discard the pair

Further works have extended the idea of this extractor to reiterated procedures, in which the same extractor is applied to the sequences of discarded pairs.

Algorithm 1 is a pseudo-code for the Von Neumann procedure.

### 4.1.2 Binary linear extractors

Binary linear extractors are a well known class of extractors deeply investigated in literature in case of an entropy source assumed to produce biased independent bits (see e.g. [28] and [29]) and accepted by NIST in the revised version of [2], which is under review and will substitute the current version of the recommendation.

Let $X$ be a binary noise source able to produce independent bits and let $G$ be a $k \times n$ binary matrix. We remark that in this section, as we will do in Chapter 6, vectors are considered as column vectors to simplify the notation.

## ALGORITHM 1:

Data: $X_{T} \in \mathbb{F}_{2}, T \in\left[1, N_{0}\right]$
Result: $Y_{s}, Z_{q}$
Initialization:
$N_{1}=\left\lfloor\frac{N_{0}}{2}\right\rfloor$;
Build the process $\left(X_{2 t-1}, X_{2 t}\right)_{t \in\left[1, N_{1}\right]}$;
$t=1 ;$
$s=1 ;$
$q=1 ;$
while $t \leq N_{1}$ do
if $\left(X_{2 t-1}==X_{2 t}\right)$ then $Z_{q}=X_{2 t-1} ;$ $q=q+1 ;$
else
if $X_{2 t-1}==0$ then
$Y_{s}=0 ;$
else
$Y_{s}=1 ;$
end
$\mathrm{s}=\mathrm{s}+1$
end
$t=t+1 ;$
end
Algorithm 1: A pseudo-code for the Von Neumann procedure. The output of this code are the extracted sequence $Y_{s}$ and a sequence $Z_{q}$ which contains a representative of each discarded bit pair $X_{2 t-1}==$ $X_{2 t}$. By using this algorithm itself on $Z_{q}$ we can obtain the reiterated version of the procedure.

Definition 91. Let $\bar{X}$ be a binary random vector of length $n$ obtained by collecting random bits from the noise source $X$. A binary linear extractor is a $\operatorname{map}\left(\mathbb{F}_{2}\right)^{n} \rightarrow\left(\mathbb{F}_{2}\right)^{k}$ defined by

$$
\bar{X} \mapsto \bar{Y}=G \cdot \bar{X}
$$

The resulting binary vector $\bar{Y}=\left(Y_{1}, \ldots, Y_{n}\right)^{T}$ is not a vector whose coordinates are independent random bits, however it is a random binary vector whose probability mass function depends on both the bias of $X$ and the properties of the matrix $G$. To be effective, this extractor has to be a compression function, hence $k<n$.
Complete proofs of the following theorems can be found in [28].
Theorem 92 (Lacharme). The bias of any non-zero linear combination of $Y_{1}, \ldots, Y_{k}$ is bounded by $\frac{\varepsilon_{X}^{d}}{2}$, where

- $\varepsilon_{X}$ is the bias of $X_{i}$
- $d$ is the minimum distance of the code generated by $G$.

Proof. We provide here a sketch of the proof.
Any non-zero linear combination of $Y_{1}, \ldots, Y_{k}$ can be seen as the sum of at least $d$ elements among $X_{1}, \ldots, X_{n}$. Let $\mathbb{P}\left(X_{i}=1\right)=p=\frac{1+\varepsilon_{X}}{2}$. The probability of the sum of two terms is given by

$$
\begin{aligned}
\mathbb{P}\left(X_{i_{1}}+X_{i_{2}}=1\right) & =\mathbb{P}\left(X_{i_{1}} \neq X_{i_{2}}\right) \\
& =2 p(1-p) \\
& =2\left(\frac{1+\varepsilon_{X}}{2}\right)\left(\frac{1-\varepsilon_{X}}{2}\right) \\
& =\frac{1-\varepsilon_{X}^{2}}{2}
\end{aligned}
$$

The bias of the sum is given by

$$
\begin{aligned}
\frac{1}{2}\left|2 \mathbb{P}\left(X_{i_{1}}+X_{i_{2}}=1\right)-1\right| & =\frac{1}{2}\left|2 \frac{1-\varepsilon_{X}^{2}}{2}-1\right| \\
& =\frac{\varepsilon_{X}^{2}}{2}
\end{aligned}
$$

hence we can conclude by induction.

We conclude this section with another result on linear extractors due to Lacharme. The proof of the following theorem can be found in [28]. Let $\frac{\delta_{\bar{Y}}}{2}$ be the TVD from the uniform distribution of $\bar{Y}=G \bar{X}$.

Theorem 93 (Lacharme, 2008).

$$
\delta_{\bar{Y}} \leq\left(2^{k}-1\right) \varepsilon_{X}^{d}
$$

These two results show an interesting connection between binary linear extractors and linear codes. We will investigate more deeply this fact in Chapter 6.2.

## Part II

## Main Results

## Chapter 5

## On optimal systematic codes

All results of the profoundest mathematical investigation must ultimately be expressible in the simple form of properties of the integers.

Leopold Kronecker

In Section 2.5 we introduced the Griesmer bound, a well known result on linear codes bounding the length of optimal codes. We will often refer to it with the notation $g_{q}(k, d)$, namely

$$
g_{q}(k, d):=\sum_{i=0}^{k-1}\left\lceil\frac{d}{q^{i}}\right\rceil .
$$

Many papers, such as [18], [20], [27], [35], [46], and have characterized classes of linear codes meeting the Griesmer bound. In particular, finite projective geometries play an important role in the study of these codes. For example in [17], [21] and [47] minihypers and maxhypers are used to characterize linear codes meeting the Griesmer bound. Research has been done also to characterize the codewords of linear codes meeting the Griesmer bound [51].
Many known bounds on the size of codes, for example the Johnson bound [23], [24], [25], the Elias-Bassalygo bound [5], [23], the Hamming (Sphere Packing) bound, the Singleton bound [38], the Zinoviev-Litsyn-Laihonen bound [30], [53], the Bellini-Guerrini-Sala bound [7], and the Linear Programming bound [11], are true for both linear and (systematic) nonlinear codes.
On the other hand, the proof of the Griesmer bound heavily relies on the linearity of the code and it cannot be applied to all codes.

Most of the results presented here can also be found in [16]. In this chapter we present our results on systematic codes and their relations to (possible extensions of) the Griesmer bound. We will start by proving that, once $q$ and $d$ have been chosen, if all nonlinear $\left(n, q^{k}, d\right)_{q}$ systematic codes with $k<1+\log _{q} d$ respect the Griesmer bound, then the Griesmer bound holds for all systematic codes with the same $q$ and $d$. Therefore, for any $q$ and $d$ only a finite set of $(k, n)$ pairs has to be analysed in order to prove the bound for all $k$ and $n$. In Section 5.1 we identify several families of parameters for which the Griesmer bound holds in the systematic (nonlinear) case. In Section 5.2 we
provide some versions of the Griesmer bound holding for systematic codes.

In the next sections we study optimal binary codes with small size, namely $M=4$ and $M=8$. In Section 5.3 we show that all optimal binary codes with 4 codewords are necessarily (equivalent to) linear codes. In Section 5.4 we show that for any possible distance, there exist binary linear codes with 8 codewords achieving the Plotkin bound, and this implies that $N_{2}(8, d)=S_{2}(3, d)=L_{2}(3, d)$. Finally, in Section 5.5 , we show explicit counterexamples of binary systematic codes for which the Griesmer bound does not hold, by constructing a family of optimal binary systematic codes. In the final section we draw our conclusions and hint at a future work and open problems.

In this work we consider the following definition of an optimal code.

Definition 94. Let $k$ and $d$ be two positive integers. An $(n, M, d)_{q}$ code $C$ is optimal if all codes with the same distance and size have length at least $n$.
An $\left(n, q^{k}, d\right)_{q}$ systematic code $C$ is optimal if all systematic codes with the same distance and dimension have length at least $n$.

Theorem 95. For fixed $q$ and $d$, if

$$
\begin{equation*}
S_{q}(k, d) \geq g_{q}(k, d) \tag{5.1}
\end{equation*}
$$

for all $k$ such that $1 \leq k<1+\log _{q} d$, then (5.1) holds for any $k$, i.e. the Griesmer bound is true for all systematic codes over $\mathbb{F}_{q}$ with minimum distance $d$.

Before proving it, we remark that an equivalent formulation for Theorem 95 could be: If there exists an $\left(n, q^{k}, d\right)_{q}$ systematic code which does not satisfy the Griesmer bound, then there exists an $\left(n^{\prime}, q^{k^{\prime}}, d\right)_{q}$ systematic code with $k^{\prime}<1+\log _{q}$ d which does not satisfy the Griesmer bound.

Proof. For each fixed $d$ and $q$, suppose there exists an $\left(n, q^{k}, d\right)_{q}$ systematic code not satisfying the Griesmer bound, i.e., there exists $k$ such that $S_{q}(k, d)<g_{q}(k, d)$. Let us call $\Lambda_{q, d}=\left\{k \geq 1 \mid S_{q}(k, d)<\right.$ $\left.g_{q}(k, d)\right\}$.
If $\Lambda_{q, d}$ is empty then the Griesmer bound is true for such parameters $q, d$.
Otherwise, there exists a minimum $k^{\prime} \in \Lambda_{q, d}$ such that $S_{q}\left(k^{\prime}, d\right)<$ $g_{q}\left(k^{\prime}, d\right)$.
In this case we can consider an $\left(n, q^{k^{\prime}}, d\right)_{q}$ systematic code $C$ not verifying the Griesmer bound, $n=S_{q}\left(k^{\prime}, d\right)$.
We obtain an $\left(n-1, q^{k^{\prime}-1}, d^{\prime}\right)$ systematic code $C^{\prime}$ whose distance is $d^{\prime} \geq d$ by applying Proposition 23 to $C$, then we apply Lemma 24 to $C^{\prime}$, hence we obtain an $\left(n-1, q^{k^{\prime}-1}, d\right)_{q}$ systematic code $\bar{C}$.
Since $k^{\prime}$ was the minimum among all the values in $\Lambda_{q, d}$, then the Griesmer bound holds for $\bar{C}$, and so

$$
\begin{equation*}
n-1 \geq g_{q}\left(k^{\prime}-1, d\right)=\sum_{i=0}^{k^{\prime}-2}\left\lceil\frac{d}{q^{i}}\right\rceil \tag{5.2}
\end{equation*}
$$

We observe that, if $q^{k^{\prime}-1} \geq d$, then $\left\lceil\frac{d}{q^{k^{\prime}-1}}\right\rceil=1$, so we can rewrite (5.2) as

$$
n \geq \sum_{i=0}^{k^{\prime}-2}\left\lceil\frac{d}{q^{i}}\right\rceil+1 \geq \sum_{i=0}^{k^{\prime}-2}\left\lceil\frac{d}{q^{i}}\right\rceil+\left\lceil\frac{d}{q^{k^{\prime}-1}}\right\rceil=\sum_{i=0}^{k^{\prime}-1}\left\lceil\frac{d}{q^{i}}\right\rceil=g_{q}\left(k^{\prime}, d\right)
$$

Since we supposed $n<g_{q}\left(k^{\prime}, d\right)$, we have reached a contradiction with the assumption $q^{k^{\prime}-1} \geq d$. Hence for such $d$, the minimum $k$ in $\Lambda_{q, d}$ must satisfy $q^{k-1}<d$, which is equivalent to our claimed expression $k<1+\log _{q} d$.

### 5.1 The Griesmer bound and systematic codes

In this section we identify several sets of parameters $(q, d)$ for which the Griesmer bound holds for systematic codes. Subsections
5.1.1 and 5.1.2 deal with $q$-ary codes, while in Subsection 5.1.3 we consider the special case of binary codes.

### 5.1.1 The case $d \leq 2 q$

Theorem 96. If $d \leq 2 q$ then $S_{q}(k, d) \geq g_{q}(k, d)$.
Proof. First, consider the case $d \leq q$. By Theorem 95 it is sufficient to show that, fixing $q$ and $d$, for any $n$ there is no $\left(n, q^{k}, d\right)_{q}$ systematic code with $1 \leq k<1+\log _{q} d$ and $n<g_{q}(k, d)$. If $1 \leq k<1+\log _{q} d$ then $\log _{q} d \leq \log _{q} q=1$, and so $k$ may only be 1 . Since $g_{q}(1, d)=d$ and $n \geq d$, we clearly have that $n \geq g_{q}(1, d)$.

Now consider the case $q<d \leq 2 q$. If $1 \leq k<1+\log _{q} d$ then $\log _{q} d \leq \log _{q} 2 q=1+\log _{q} 2$, and so $k$ can only be 1 or 2 . We have already seen that if $k=1$ then $n \geq g_{q}(k, d)$ for any $n$, so suppose $k=2$. If an $\left(n, q^{2}, d\right)_{q}$ systematic code $C$ exists with $n<\sum_{i=0}^{1}\left\lceil\frac{d}{q^{i}}\right\rceil=$ $d+2$, then by the Singleton bound we can only have $n=d+1$. Therefore $C$ must have parameters $\left(d+1, q^{2}, d\right)$. In [22, Ch. 10] it is proved that a $q$-ary $\left(n, q^{2}, n-1\right)_{q}$ code is equivalent to a set of $n-2$ mutually orthogonal Latin squares (MOLS) of order $q$, and that there are at most $q-1$ Latin squares in any set of MOLS of order $q$ [22, Theorem 10.18]. In our case $n=d+1>q+1$, therefore $n-2>q-1$. The existence of $C$ would imply the existence of a set of more than $q-1$ MOLS, which is impossible.

### 5.1.2 The case $q^{k-1} \mid d$

The following proposition is a simple consequence of the Plotkin bound that implies some results on values for the distance and dimension for which the Griesmer bound holds in the nonlinear case. We will also make use of this result to obtain a version of the Griesmer bound which can be applied to all systematic codes.

Proposition 97. If $q^{k-1} \mid d$, then the Griesmer bound coincides with the Plotkin bound.

Proof. If $q^{k-1} \mid d$, then $g_{q}(k, d)=\sum_{i=0}^{k-1} \frac{d}{q^{i}}=d \sum_{i=0}^{k-1} \frac{1}{q^{i}}=d \frac{1-\frac{1}{q^{k}}}{1-\frac{1}{q}}$.

Corollary 98. Let $r \geq 1$, then $N_{q}\left(q^{k}, q^{k-1} r\right) \geq g_{q}\left(k, q^{k-1} r\right)$.

Proof. Follows directly from Proposition 97.

Note that Corollary 98 is not restricted to systematic codes, and holds for any code with at least $q^{k}$ codewords, so we can obtain directly the next corollary.

Corollary 99. Let $M \geq q^{k}$ and $r \geq 1$, then

$$
N_{q}\left(M, q^{k-1} r\right) \geq g_{q}\left(k, q^{k-1} r\right)
$$

The following lemma holds for any nonlinear code.

Lemma 100. Let $1 \leq r<q, l \geq 0, d=q^{l} r$ and let $q^{k-1} \leq d$. Then $N_{q}\left(q^{k}, d\right) \geq g_{q}(k, d)$.

Proof. Since $1 \leq r<q$, the hypothesis $q^{k-1} \leq d$ is equivalent to $k-1 \leq l$, hence $q^{k-1} \mid d$ and we can apply Proposition 97.

Proposition 101. Let $1 \leq r<q$ and $l \geq 0$. Then $S_{q}\left(k, q^{l} r\right) \geq$ $g_{q}\left(k, q^{l} r\right)$.

Proof. Due to Theorem 95 we only need to prove that the Griesmer bound is true for all choices of $k$ such that $q^{k-1} \leq d$. Then we can use Lemma 100, which ensures that all such codes respect the Griesmer bound.

Corollary 102. Let $q=2$ and $l \geq 0$. Then $S_{2}\left(k, 2^{l}\right) \geq g_{2}\left(k, 2^{l}\right)$.

Proof. It follows directly from Proposition 101, with $r=1$.

### 5.1.3 The case $q=2, d=2^{r}-2^{s}$

In this section we prove that the Griesmer bound holds for all binary systematic codes whose distance is the difference of two powers of 2 . We need the following lemmas.

Lemma 103. Let $r \geq 0$ and let $k \leq r+1$. Then

$$
g_{2}\left(k, 2^{r+1}\right)=2 g_{2}\left(k, 2^{r}\right)
$$

Proof. The hypothesis $k \leq r+1$ implies that for any $i \leq k-1$, both $\left\lceil\frac{2^{r+1}}{2^{i}}\right\rceil=\frac{2^{r+1}}{2^{i}}$ and $\left\lceil\frac{2^{r}}{2^{i}}\right\rceil=\frac{2^{r}}{2^{i}}$. Therefore
$g_{2}\left(k, 2^{r+1}\right)=\sum_{i=0}^{k-1}\left\lceil\frac{2^{r+1}}{2^{i}}\right\rceil=\sum_{i=0}^{k-1} \frac{2^{r+1}}{2^{i}}=2 \sum_{i=0}^{k-1} \frac{2^{r}}{2^{i}}=2 \sum_{i=0}^{k-1}\left\lceil\frac{2^{r}}{2^{i}}\right\rceil=2 g_{2}\left(k, 2^{r}\right)$

Lemma 104. Let $l \geq 0$ be the maximum integer such that $2^{l}$ divides d. Then

$$
\begin{equation*}
g_{2}(k, d+1)=g_{2}(k, d)+\min (k, l+1) \tag{5.3}
\end{equation*}
$$

Proof. Clearly $d=2^{l} r$, where $r$ is odd, and the Griesmer bound becomes

$$
\begin{equation*}
g_{2}(k, d+1)=\sum_{i=0}^{k-1}\left\lceil\frac{2^{l} r+1}{2^{i}}\right\rceil . \tag{5.4}
\end{equation*}
$$

We consider first the case $k \leq l+1$, and we observe that for each $i$ we have

$$
\left\lceil\frac{2^{l} r+1}{2^{i}}\right\rceil=\frac{2^{l} r}{2^{i}}+\left\lceil\frac{1}{2^{i}}\right\rceil=\frac{2^{l} r}{2^{i}}+1=\left\lceil\frac{2^{l} r}{2^{i}}\right\rceil+1 .
$$

Therefore

$$
\begin{equation*}
g_{2}(k, d+1)=\sum_{i=0}^{k-1}\left(\left\lceil\frac{2^{l} r}{2^{i}}\right\rceil+1\right)=g_{2}(k, d)+k . \tag{5.5}
\end{equation*}
$$

If $k>l+1$ we can split the sum (5.4) in the two following sums:

$$
\begin{equation*}
g_{2}(k, d+1)=\left(\sum_{i=0}^{l}\left\lceil\frac{2^{l} r+1}{2^{i}}\right\rceil\right)+\left(\sum_{i=l+1}^{k-1}\left\lceil\frac{2^{l} r+1}{2^{i}}\right\rceil\right) . \tag{5.6}
\end{equation*}
$$

For the first sum we make use of the same argument as above, while for the second sum we observe that $i>l$, which implies

$$
\left\lceil\frac{2^{l} r+1}{2^{i}}\right\rceil=\left\lceil\frac{2^{l} r}{2^{i}}\right\rceil
$$

Putting together the two sums, equation (5.6) becomes

$$
\begin{aligned}
g_{2}(k, d+1) & =\left(\sum_{i=0}^{l}\left\lceil\frac{2^{l} r}{2^{i}}\right\rceil+l+1\right)+\left(\sum_{i=l+1}^{k-1}\left\lceil\frac{2^{l} r}{2^{i}}\right\rceil\right) \\
& =\sum_{i=0}^{k-1}\left\lceil\frac{2^{l} r}{2^{i}}\right\rceil+l+1,
\end{aligned}
$$

and the term on the right-hand side is $g_{2}(k, d)+l+1$. Together with (5.5) this concludes the proof.

Lemma 105. Let $k, r$ and $s$ be integers such that $r>s$ and $k>s+1$. Then

$$
g_{2}\left(k, 2^{r}\right)-g_{2}\left(k, 2^{r}-2^{s}\right)=2^{s+1}-1
$$

Proof. For any $d^{\prime}$ in the range $2^{r}-2^{s} \leq d^{\prime}<2^{r}$ we can apply Lemma 104, observing that $d^{\prime}=2^{l} \rho$ where $\rho \nmid d^{\prime}$ and $l \leq s$, which implies $k>l+1$. In particular we observe that $d^{\prime}=2^{r}-\delta$ for a certain $\delta \leq 2^{s}$, and since $2^{l}$ has to divide both $2^{r}$ and $\delta$ it follows that $l$ depends only on the latter. For a fixed $\delta$ we denote with $l_{\delta}$ the corresponding exponent.
From Lemma 104 we obtain

$$
g_{2}\left(k, 2^{r}-\delta+1\right)=g_{2}\left(k, 2^{r}-\delta\right)+l_{\delta}+1
$$

Applying it for all distances from $2^{r}-2^{s}$ to $2^{r}$ we obtain

$$
\begin{equation*}
g_{2}\left(k, 2^{r}\right)-g_{2}\left(k, 2^{r}-2^{s}\right)=\sum_{\delta=1}^{2^{s}}\left(l_{\delta}+1\right)=\sum_{\delta=1}^{2^{s}} l_{\delta}+2^{s} . \tag{5.7}
\end{equation*}
$$

For each value of $s$, we call $L_{s}=\left(l_{1}, \ldots, l_{2^{s}}\right)$ the sequence of integers $\left\{l_{\delta}\right\}$ that appear in equation (5.7), and with $T_{s}$ the sum itself, so that we can write equation (5.7) as

$$
g_{2}\left(k, 2^{r}\right)-g_{2}\left(k, 2^{r}-2^{s}\right)=T_{s}+2^{s} .
$$

In the following we will prove that $T_{s}=2^{s}-1$. First, we show that $L_{s}=\left(l_{1}, \ldots, l_{2^{s}}\right)$ is equal to

$$
\left(l_{1}, \ldots, l_{2^{s-1}}, l_{1}, \ldots, l_{2^{s-1}-1}, l_{2^{s-1}}+1\right)
$$

namely the first $2^{s-1}$ terms are exactly the sequence $L_{s-1}$, while the second half of the sequence is itself equal to $L_{s-1}$ with the exception of the last term, which is incremented by 1.
The fact that the first $2^{s-1}$ elements of $L_{s}$ are the elements of $L_{s-1}$ follows directly from the definition of $L_{s}$, since $l_{\delta}$ is the largest integer such that $2^{l_{\delta}} \mid \delta$. For the same reason, $l_{2^{s}}=l_{2^{s-1}}+1$. We take now an element in the second half of $L_{s}$, which can be written as $l_{2^{s-1}+\bar{\delta}}$, for a certain $1 \leq \bar{\delta} \leq 2^{s-1}$. Using the same argument as before, the integer $l_{2^{s-1}+\bar{\delta}}$ depends only on $\bar{\delta}$ and is equal to $l_{\bar{\delta}}$. Some examples of $L_{s}$ are listed in Table 5.1.

| $s$ | $L_{s}$ |
| :---: | :---: |
| 1 | $(0,1)$ |
| 2 | $(0,1,0,2)$ |
| 3 | $(0,1,0,2,0,1,0,3)$ |
| 4 | $(0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,4)$ |

Table 5.1: The sequences $L_{s}$ for $s=1,2,3,4$.

From the properties of $L_{s}$ it follows that $T_{s}=2 T_{s-1}+1$. Using induction on $s$, with first step $T_{1}=2^{1}-1$, we now prove our claim $T_{s}=2^{s}-1:$ if $T_{s-1}=2^{s-1}-1$, then

$$
\begin{equation*}
T_{s}=2 T_{s-1}+1=2\left(2^{s-1}-1\right)+1=2^{s}-1 \tag{5.8}
\end{equation*}
$$

Putting together equations (5.7) and (5.8) we obtain

$$
g_{2}\left(k, 2^{r}\right)-g_{2}\left(k, 2^{r}-2^{s}\right)=2^{s}-1+2^{s}=2^{s+1}-1
$$

Lemma 106. If $k \leq r$, then $g_{2}\left(k, 2^{r}\right)<2^{r+1}$.
Proof. Due to $k \leq r$, for $i<k$ it holds $\left\lceil\frac{2^{r}}{2^{i}}\right\rceil=\frac{2^{r}}{2^{i}}$. We can write the Griesmer bound as

$$
g_{2}\left(k, 2^{r}\right)=\sum_{i=0}^{k-1} \frac{2^{r}}{2^{i}}=2^{r} \sum_{i=0}^{k-1} \frac{1}{2^{i}}<2^{r} \cdot 2 .
$$

Theorem 107. Let $r$ and $s$ be integers such that $r>s \geq 1$ and let $d=2^{r}-2^{s}$. Then $S_{2}(k, d) \geq g_{2}(k, d)$.

Proof. If $r=s+1$, then $2^{r}-2^{s}=2^{s}$, hence we can apply Corollary 102 and our claim holds. Therefore we can assume $r \geq s+2$ in the rest of the proof.

Our proof is by contradiction, by supposing that $S_{2}\left(k, 2^{r}-2^{s}\right)<$ $g_{2}\left(k, 2^{r}-2^{s}\right)$, i.e. the Griesmer bound does not hold for some $\left(n, 2^{k}, d\right)_{2}$ systematic code $C$, with $d=2^{r}-2^{s}$ and $n=S_{2}(k, d)$. Due to Theorem 95 , we can assume that $k<1+\log _{2} d$ and so $k \leq r$.
We call $m$ the ratio $n / d$, which in the case of $C$ is

$$
\begin{equation*}
m=\frac{S_{2}\left(k, 2^{r}-2^{s}\right)}{2^{r}-2^{s}} \leq \frac{g_{2}\left(k, 2^{r}-2^{s}\right)-1}{2^{r}-2^{s}} \tag{5.9}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
m<\frac{g_{2}\left(k, 2^{r}\right)}{2^{r}} \tag{5.10}
\end{equation*}
$$

First we observe that since $k \leq r$, then

$$
\frac{g_{2}\left(k, 2^{r}\right)}{2^{r}}=\sum_{i=0}^{k-1} \frac{1}{2^{i}}=2\left(1-\frac{1}{2^{k}}\right)
$$

We consider now the ratio $m$ :

$$
\begin{equation*}
m \leq \frac{g_{2}\left(k, 2^{r}-2^{s}\right)-1}{2^{r}-2^{s}}=\frac{1}{2^{r}-2^{s}} \sum_{i=0}^{k-1}\left\lceil\frac{2^{r}-2^{s}}{2^{i}}\right\rceil-\frac{1}{2^{r}-2^{s}} \tag{5.11}
\end{equation*}
$$

We consider first the case $k \leq s+1$, and we can write (5.11) as

$$
m<\frac{1}{2^{r}-2^{s}} \sum_{i=0}^{k-1} \frac{2^{r}-2^{s}}{2^{i}}=\sum_{i=0}^{k-1} \frac{1}{2^{i}}=2\left(1-\frac{1}{2^{k}}\right)
$$

so in this case $m<\frac{g_{2}\left(k, 2^{r}\right)}{2^{r}}$, which is exactly claim (5.10).
We consider now the case $k \geq s+2$. To prove (5.10), we prove that the term on the right-hand side of inequality (5.9) is itself less than $\frac{g_{2}\left(k, 2^{r}\right)}{2^{r}}$, and we write this claim in the following equivalent way:

$$
2^{r}\left(g_{2}\left(k, 2^{r}-2^{s}\right)-1\right)<\left(2^{r}-2^{s}\right) g_{2}\left(k, 2^{r}\right) .
$$

Rearranging the terms we obtain

$$
\begin{equation*}
2^{s} g_{2}\left(k, 2^{r}\right)<2^{r}\left(g_{2}\left(k, 2^{r}\right)-g_{2}\left(k, 2^{r}-2^{s}\right)+1\right)=2^{r} \cdot 2^{s+1} \tag{5.12}
\end{equation*}
$$

where the equality on the right hand side is obtained from Lemma 105. Hence

$$
g_{2}\left(k, 2^{r}\right)<2^{r+1}
$$

and this is always true provided $k \leq r$, as shown in Lemma 106. This concludes the proof of claim (5.10).

We now consider the $\left(t n, 2^{k}, t d\right)_{2}$ systematic code $C_{t}$ obtained by repeating $t$ times the code $C$. We remark that the value $m$ can be thought of as the slope of the line $\mathrm{d}\left(C_{t}\right) \mapsto \operatorname{len}\left(C_{t}\right)$, and we proved that $m<\frac{g_{2}\left(k, 2^{r}\right)}{2^{r}}$. Since $k \leq r$ we can apply Lemma 103 , which ensures that $g_{2}\left(k, 2^{r+b}\right)=2^{b} g_{2}\left(k, 2^{r}\right)$, namely the Griesmer bound computed on the powers of 2 is itself a line, and its slope is strictly greater than $m$. Due to this, we can find a pair $(t, b)$ such that the code $C_{t}$ is an $\left(t n, 2^{k}, t d\right)_{2}$ systematic code where

1. $t d>2^{b}$,
2. $\operatorname{tn}<g_{2}\left(k, 2^{b}\right)$.

We can now apply Lemma 24 to $C_{t}$, and find a systematic code with length $t n$ and distance equal to $2^{b}$, which means we have an $\left(t n, k, 2^{b}\right)_{2}$ systematic code for which the length is $\operatorname{tn}<g_{2}\left(k, 2^{b}\right)$. This however contradicts Corollary 102, hence for each $k \leq r$ we have

$$
S_{2}\left(k, 2^{r}-2^{s}\right) \geq g_{2}\left(k, 2^{r}-2^{s}\right)
$$

Corollary 108. Let $r$ and $s$ be integers such that $r>s \geq 1$, and let $d$ be either $2^{s}-1$ or $2^{r}-2^{s}-1$. Then $S_{2}(k, d) \geq g_{2}(k, d)$.

Proof. We prove it for $d=2^{r}-2^{s}-1$, and the same argument can be applied to $d=2^{s}-1$ by applying Corollary 102 instead of Theorem 107.

Suppose by contradiction $S_{2}(k, d)<g_{2}(k, d)$, i..e. there exists an $(n, k, d)_{2}$ systematic code for which

$$
\begin{equation*}
n<g_{2}(k, d) \tag{5.13}
\end{equation*}
$$

We can extend such a code to an $(n+1, k, d+1)_{2}$ systematic code $C$ by adding a parity-check component to each codeword. Then $C$ has distance $\mathrm{d}(C)=d+1=2^{r}-2^{s}$, so we can apply Theorem 107 to it, finding

$$
n+1 \geq g_{2}(k, d+1)
$$

Observe that $d$ is odd, so applying Lemma 104 we obtain

$$
n+1 \geq g_{2}(k, d+1)=g_{2}(k, d)+1 \quad \Longrightarrow \quad n \geq g_{2}(k, d)
$$

which contradicts (5.13).

### 5.2 Versions of the Griesmer bound holding for nonlinear codes

In this section we collect some minor results which can be seen as bounds on the length of systematic codes, useful for a better understanding of the structure of such codes. An example of codes meeting these bounds are Simplex codes, while Preparata codes and Kerdock codes are close to these bounds. We will discuss some properties of Simplex codes in Section 5.5. We recall that Preparata codes are $\left(2^{2 m}, 2^{2^{2 m}-4 m}, 6\right)_{2}$ systematic codes while Kerdock codes are $\left(2^{2 m}, 2^{4 m}, 2^{2 m-1}-2^{m-1}\right)_{2}$ systematic codes, both with $m \geq 2$. For $m=2$ the two codes are both equivalent to the NordstromRobinson code, which is a $\left(16,2^{8}, 6\right)_{2}$ systematic binary code meeting the bound in Corollary 112.
In Table 5.2 there is a (not exhaustive) list of parameters $n, d$ for which the binary bound in Equation (5.18) outperforms some known bounds, such as the Singleton Bound, the Elias bound, the Hamming Bound and the Johnson Bound.

### 5.2.1 Bound A

For systematic binary codes we can improve the Singleton bound as follows.

Proposition 109 (Bound A).

$$
S_{2}(k, d) \geq k+\left\lceil\frac{3}{2} d\right\rceil-2
$$

Proof. We will proceed in a similar manner as in the proof of the Griesmer bound.

We consider a binary $\left(n=S_{2}(k, d), 2^{k}, d\right)_{2}$ systematic code $C$. We consider the set $S$ of all codewords whose weight in their systematic part is 1 . Let $c$ be a codeword in this set with minimum weight:

$$
\begin{equation*}
\mathrm{w}(c)=\min _{x \in S}\{\mathrm{w}(x)\} \tag{5.14}
\end{equation*}
$$

Since we can always assume without loss of generality that the zero codeword belongs to $C$, the weight of $c$ is at least $d$, and we denote it with $d+\Delta, \Delta \geq 0$. We also assume that the nonzero coordinates of $c$ are the first $d+\Delta$, and that the first coordinate is the only nonzero systematic coordinate of $c$.
We construct a code $C^{\prime}$ by shortening $C$ in the first coordinate and by puncturing it in the remaining $d+\Delta-1$ first coordinates. Since the shortening involves a systematic coordinate and the puncturing does not affect the systematic part of $C, C^{\prime}$ is an $\left(n-d-\Delta, 2^{k-1}, d^{\prime}\right)_{2}$ systematic code.
We consider now a codeword $u$ in $C^{\prime}$, such that $u$ has weight 1 in its systematic part. Then there exists a vector $v \in\left(\mathbb{F}_{2}\right)^{d+\Delta}$ such that the concatenation $(v \mid u)$ belongs to $C$. We remark that even though there may be many vectors satisfying this property, we can choose $v$ such that its first component is 0 , and this choice is unique. Therefore $(v \mid u) \in S$, and due to equation (5.14)

$$
\begin{equation*}
\mathrm{w}(v \mid u)=\mathrm{w}(v)+\mathrm{w}(u) \geq d+\Delta \tag{5.15}
\end{equation*}
$$

Moreover, we can also bound the distance of $(v \mid u)$ from $c$ as follows:

$$
\begin{equation*}
\mathrm{d}(c, v \mid u)=d+\Delta-\mathrm{w}(v)+\mathrm{w}(u) \geq d \tag{5.16}
\end{equation*}
$$

Summing together the inequalities (5.15) and (5.16) we have

$$
d+\Delta+2 \mathrm{w}(u) \geq 2 d+\Delta
$$

from which it follows that

$$
\mathrm{w}(u) \geq \frac{d}{2}
$$

Since $u$ has weight 1 in its systematic part, it means that its weight in the non-systematic part is at least $\frac{d}{2}-1$. So $u$ has $k-1$ systematic coordinates and at least $\frac{d}{2}-1$ non-systematic coordinates:

$$
\operatorname{len}\left(C^{\prime}\right) \geq(k-1)+\left(\frac{d}{2}-1\right)
$$

Since the length of $C^{\prime}$ is $n-d-\Delta$ we have

$$
n-d-\Delta \geq k+\frac{d}{2}-2
$$

or equivalently

$$
n \geq k+\frac{3 d}{2}-2+\Delta
$$

which implies the bound.

### 5.2.2 Bound B

We derive from Proposition 101 a version of the Griesmer bound holding for any systematic code.

Remark 110. For any $d$, there exist $1 \leq r<q$ and $l \geq 0$ such that

$$
\begin{equation*}
q^{l} r \leq d<q^{l}(r+1) \leq q^{l+1} \tag{5.17}
\end{equation*}
$$

Thus $l$ has to be equal to $\left\lfloor\log _{q} d\right\rfloor$, and from inequality (5.17) we obtain $d / q^{l}-1<r \leq d / q^{l}$, namely $r=\left\lfloor d / q^{l}\right\rfloor$.

Corollary 111 (Bound B). Let $l=\left\lfloor\log _{q} d\right\rfloor$ and $r=\left\lfloor d / q^{l}\right\rfloor$. Then

$$
S_{q}(k, d) \geq d+\sum_{i=1}^{k-1}\left\lceil\frac{q^{l} r}{q^{i}}\right\rceil
$$

Proof. We denote $s=d-q^{l} r$. We remark that $s \leq n-k$, and so there are at least $s$ non-systematic coordinates. With this notation, let $C$ be an $\left(n, q^{k}, q^{l} r+s\right)_{q}$ systematic code. We build a new systematic code $C_{s}$ by puncturing $C$ in $s$ non-systematic coordinates. $C_{s}$ has parameters $\left(n-s, q^{k}, d_{s}\right)_{q}$, for a certain $q^{l} r \leq d_{s} \leq q^{l} r+s$.
If $q^{l} r \neq d_{s}$, we can apply Lemma 24, in order to obtain another code $\bar{C}$, so that we have an $\left(n-s, q^{k}, q^{l} r\right)_{q}$ systematic code. Due to Remark 110, it holds $1 \leq r<q$, so we can apply Proposition 101 to $\bar{C}$. We find $n-s \geq \sum_{i=0}^{k-1}\left\lceil\frac{q^{l} r}{q^{i}}\right\rceil$, hence $n \geq \sum_{i=0}^{k-1}\left\lceil\frac{q^{l} r}{q^{i}}\right\rceil+s$. We finally remark that for $i=0$ we have $\left\lceil\frac{q^{l} r}{q^{i}}\right\rceil=q^{l} r$, and by adding $s$ we obtain exactly $d$. So $n \geq d+\sum_{i=1}^{k-1}\left\lceil\frac{q^{l} r}{q^{i}}\right\rceil$.

| n | 26 | 28 | 28 | 30 | 32 | 33 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d | 12 | 12 | 14 | 14 | 16 | 16 |
| Elias bound | 8 | 10 | 6 | 8 | 7 | 8 |
| Bound B | 7 | 9 | 5 | 7 | 6 | 7 |

Table 5.2: Bound B

We also derive a similar bound for binary codes, whose proof relies on Theorem 107 instead of Proposition 101.

Corollary 112 (Bound B, binary version). Let $C$ be an $\left(n, 2^{k}, d\right)_{2}$ systematic code with $d$ even. Let $r$ and $s$ be the smallest integers such that $2^{r}-2^{s} \leq d<2^{r}$, namely $r=\left\lceil\log _{2}(d+1)\right\rceil$ and $s=\left\lceil\log _{2}\left(2^{r}-d\right)\right\rceil$. Then

$$
\begin{equation*}
n \geq d+\sum_{i=1}^{k-1}\left\lceil\frac{2^{r}-2^{s}}{2^{i}}\right\rceil . \tag{5.18}
\end{equation*}
$$

Proof. It follows directly from Theorem 107.
In Table 5.2 we list some values $n$ and $d$ for which Bound B in Proposition 112 outperforms known bounds. The first two rows are respectively $n$ and $d$. In the third row, we have the maximum combinatorial dimension allowed by the Elias Bound (EB). The last row is the bound obtained using Equation (5.18). We did not list other bounds in the table since for these values $n$ and $d$ the combinatorial dimensions obtained from the Hamming bound, the Singleton bound and the Johnson bound are at least equal to the one obtained from the Elias bound, while the Plotkin bound cannot be applied. More detailed tables for binary codes are in Appendix A.1.

### 5.2.3 Bound C

The following two bounds can be applied to nonlinear codes.

Proposition 113 (Bound C). Let l be the maximum integer such that $q^{l}$ divides $d$, and let $h=\min (k-1, l)$. Then

$$
S_{q}(k, d) \geq N_{q}\left(q^{k}, d\right) \geq \sum_{i=0}^{h}\left\lceil\frac{d}{q^{i}}\right\rceil .
$$

Proof. First, notice that $d=q^{l} r, \quad q \nmid r$. If $(k-1) \mid l$, we apply Lemma 100. Otherwise $h=l$, and $d$ is not divisible for higher powers of $q$, and the last term of the sum is $\frac{d}{q^{2}}$.

We remark that, if there exists an $(n, M, d)_{q}$ code, then there exists also an $\left(n, q^{k}, d\right)_{q}$ code, with $q^{k} \leq M$. By Proposition 113 we have

$$
N_{q}(M, d) \geq \sum_{i=0}^{h}\left\lceil\frac{d}{q^{i}}\right\rceil
$$

### 5.3 Classification of optimal binary codes with 4 codewords

In the previous sections we have focused our attention on the distance, proving that for particular choices of $d$ the length of optimal systematic codes is at least the Griesmer bound, for each possible dimension. In the next sections we deal with the task of characterize optimal systematic codes depending on their dimension. In particular in this section we prove that all optimal binary codes with 4 codewords are linear codes, and so they are systematic codes. We recall our convention $0 \in C$. A first version of this proof appeared in [15].

Lemma 114. $N_{2}(4, d)=S_{2}(2, d)=L_{2}(2, d)$.
Proof. Since $N_{q}\left(q^{k}, d\right) \leq L_{q}(k, d)$ for each choice of parameters, we are going to show that $N_{2}(4, d) \geq L_{2}(2, d)$ and this will conclude the proof.

Let $C=\left\{c_{0}, c_{1}, c_{2}, c_{3}\right\}$ be an optimal $(n, 4, d)_{2}$ code, i.e. $n=$ $N_{2}(4, d)$, and we assume without loss of generality that $c_{0}$ is the zero
codeword. The weights of $c_{1}$ and $c_{2}$ are at least $d$, and their distance is $d\left(c_{1}, c_{2}\right)=\mathrm{w}\left(c_{1}+c_{2}\right) \geq d$. Therefore the linear code generated by $c_{1}$ and $c_{2}$ have the same minimum distance as $C$, and it follows that $n \geq L_{2}(2, d)$.

A consequence of Lemma 114 is that the Griesmer bound holds for all binary (nonlinear) codes with 4 codewords. Furthermore, using the argument of the proof of Lemma 114 we can build (binary optimal) linear codes starting from nonlinear ones. This construction is however not necessary, as explained in the following theorem.

Theorem 115. Let $C$ be an optimal $(n, 4, d)_{2}$ code. Then $C$ is a linear code.

Proof. As in the proof of Lemma 114, we assume that $c_{0}$ is the zero codeword. If $C$ is not linear, then there exists at least a position $i$ for which the $i$-th coordinate of $c_{3}$ is different from the $i$-th coordinate of $c_{1}+c_{2}$. Looking at the $i$-th components of the four codewords as a vector $v$ in $\left(\mathbb{F}_{2}\right)^{4}$ we claim to have only two possibilities: either $\mathrm{w}(v)=1$ or $\mathrm{w}(v)=3$. In fact, $\mathrm{w}(v)=0$ implies that $C$ is not optimal, $\mathrm{w}(v)=4$ contradicts the fact that $c_{0} \in C$ and $\mathrm{w}(v)=2$ contradicts the choice of $i$. Without loss of generality we can assume that we are in one of the following two cases:

$$
v=(0,0,0,1) \quad \text { or } \quad v=(0,1,1,1)
$$

We start from the first case, namely $\mathrm{w}(v)=1$, and we consider the $[n, 2, d]_{2}$ linear code $\bar{C}$ generated by $c_{1}$ and $c_{2}$. Clearly, all codewords in $\bar{C}$ have the $i$-th component equal to zero. Then we can puncture $\bar{C}$, obtaining a $[n-1,2, d]_{2}$ linear code, contradicting the fact that $C$ is optimal.

We consider the second case, namely $\mathrm{w}(v)=3$. We consider the code $\tilde{C}$ obtained by adding $c_{3}$ to each codeword in $C . \tilde{C}$ is an optimal code with the same parameters as $C$, and the zero codeword still
belongs to the code. However what we obtain looking at the $i$-th coordinate is a vector of weight 1 , and we can use the same argument as in the first case.

Corollary 116. The Griesmer bound holds for binary codes with 4 codewords. Furthermore

$$
N_{2}(4, d)=S_{2}(4, d)=L_{2}(2, d)= \begin{cases}\frac{3}{2} d, & \text { if } d \text { is even } \\ \frac{3}{2}(d+1)-1, & \text { if } d \text { is odd }\end{cases}
$$

Proof. The fact that the Griesmer bound holds for all codes of size 4 follows directly from Lemma 114 or Theorem 115. This implies that

$$
N_{2}(4, d) \geq d+\left\lceil\frac{d}{2}\right\rceil
$$

We consider $d$ even, so that the previous equation is $N_{2}(4, d)=\frac{3}{2} d$. It is straightforward to exhibit a $\left[\frac{3}{2} d, 2, d\right]_{2}$ linear code $C$, and this concludes the proof in the case of $d$ even. On the other hand, by puncturing $C$ we obtain a $\left[\frac{3}{2} d-1,2, d-1\right]_{2}$ linear code, which proves the case of odd distance.

### 5.4 On the structure of optimal binary codes with 8 codewords

We consider in this section optimal codes with 8 codewords. First we prove that for these codes the Plotkin bound and the Griesmer bound coincide, implying that the Griesmer bound actually holds also for them.

Proposition 117. For any $d, N_{2}(8, d) \geq g_{2}(3, d)$, namely

$$
N_{2}(8, d) \geq \begin{cases}7 h, & \text { if } d=4 h  \tag{5.19}\\ 7 h+3, & \text { if } d=4 h+1 \\ 7 h+4, & \text { if } d=4 h+2 \\ 7 h+6, & \text { if } d=4 h+3\end{cases}
$$

Proof. Let us consider an $\left(N_{2}(8, d), 8, d\right)_{2}$ code $C$. Let $h=\left\lfloor\frac{d}{4}\right\rfloor$. There are four cases for $d$ :

$$
d=4 h, \quad d=4 h+1, \quad d=4 h+2, \quad d=4 h+3
$$

We start with the case $d=4 h$ (so $h \geq 1$ ), for which

$$
g_{2}(3,4 h)=\sum_{i=0}^{2}\left\lceil\frac{4 h}{2^{i}}\right\rceil=7 h
$$

On the other hand, by the Plotkin bound we have

$$
N_{2}(8, d) \geq \min \left\{n \in \mathbb{N} \left\lvert\, 8 \leq 2\left\lfloor\frac{4 h}{8 h-n}\right\rfloor\right.\right\}
$$

Assuming $n<7 h$, we have $8 h-n>h$. This implies that

$$
4>\frac{4 h}{8 h-n}
$$

which contradicts our hypothesis and shows that the Griesmer bound and the Plotkin bound coincide.

In the case of $d=4 h+2$,
$g_{2}(3,4 h+2)=\sum_{i=0}^{2}\left\lceil\frac{4 h+2}{2^{i}}\right\rceil=(4 h+2)+(2 h+1)+(h+1)=7 h+4$.
By the Plotkin bound

$$
\frac{4 h+2}{8 h+4-N_{2}(8, d)}
$$

which is equivalent to $N_{2}(8, d) \geq 7 h+4$.
In the case of $d=4 h+1$,

$$
8 \leq 2\left\lfloor\frac{4 h+2}{8 h+3-N_{2}(8, d)}\right\rfloor
$$

hence $N_{2}(8, d) \geq 7 h+3$.
Finally, in the case of $d=4 h+3$, by the same computation as above we obtain that $N_{2}(8, d) \geq 7 h+6$.

Theorem 118. For any $d, L_{2}(3, d)=g_{2}(3, d)$.
Proof. We consider the following three binary matrices:

$$
I_{3}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], 1_{3}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right], N_{3}=\left[\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]
$$

We remark that the code generated by $I_{3}$ (resp. $\left[I_{3} \mid 1_{3}\right]$ and $\left[I_{3} \mid N_{3}\right]$ ) is a $[3,3,1]_{2}$ (resp. a $[4,3,2]_{2}$ and a $[6,3,3]_{2}$ ) linear code. These codes meet the Griesmer bound. We denote with $G_{3}$ the matrix $\left[I_{3}\left|N_{3}\right| 1_{3}\right]$, i.e.

$$
G_{3}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 1
\end{array}\right]
$$

The code generated by $G_{3}$ is a $[7,3,4]_{2}$ linear code, which again attains the Griesmer bound. Thus, $L_{2}(3, d)=g_{2}(3, d)$ for $1 \leq d \leq 4$.

Let $d=4 h$. We denote with $G_{3, h}$ the $3 \times 7 h$ matrix obtained by repeating $h$ times the matrix $G_{3}$. The code generated by $G_{3, h}$ is a $[7 h, 3,4 h]_{2}$ linear code, which attains the Griesmer bound.

For the other three cases, we consider the matrices

$$
\left\{\begin{array}{l}
{\left[G_{3, h} \mid I_{3}\right]} \\
{\left[G_{3, h}\left|I_{3}\right| 1_{3}\right]} \\
{\left[G_{3, h}\left|I_{3}\right| N_{3}\right]}
\end{array}\right.
$$

that generate, respectively, a $[7 h+3,3,4 h+1]_{2}$, a $[7 h+4,3,4 h+2]_{2}$ and a $[7 h+6,3,4 h+3]_{2}$ linear code, each attaining the Griesmer bound.

Propositions 117 and Theorem 118 imply the following corollary.

Corollary 119. For any $d, N_{2}(8, d)=S_{2}(3, d)=L_{2}(3, d)$, and

$$
N_{2}(8, d)= \begin{cases}7 h, & \text { if } d=4 h  \tag{5.20}\\ 7 h+3, & \text { if } d=4 h+1 \\ 7 h+4, & \text { if } d=4 h+2 \\ 7 h+6, & \text { if } d=4 h+3\end{cases}
$$

### 5.5 A family of optimal systematic codes

In previous sections we identified several sets of parameters for which the Griesmer bound holds in the systematic case. In this section we focus our attention on binary systematic (nonlinear) code for which the Griesmer bound does not hold. It is known that there exist pairs $(k, d)$ for which $N_{2}\left(2^{k}, d\right)<g_{2}(k, d)$, but it has not been clear whether the same is true for systematic codes. In this section we construct a family of optimal systematic nonlinear codes contradicting the Griesmer bound. In Chapter 3 we have shown how Levenshtein proposed a method to construct optimal binary codes meeting the Plotkin bound, provided the existence of enough Hadamard matrices. In particular, given a Hadamard matrix of order $2^{k}+4$, it is possible to construct a $\left(2^{k}+3,2^{k}, 2^{k-1}+2\right)_{2}$ code $D_{k}$. We recall that binary codes attaining the Plotkin bound are equidistant codes.

Definition 120. A code $C$ is called an equidistant code if any two codewords have the same distance $d$.

We consider now the family of binary simplex codes $\mathcal{S}_{k}$, which can be defined as the codes generated by the $k \times\left(2^{k}-1\right)$ matrices whose columns are all the nonzero vectors of $\left(\mathbb{F}_{2}\right)^{k}$. Simplex codes are $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ equidistant codes. The following proposition follows directly from the application of the Plotkin bound to codes with size $2^{k}$ and distance a multiple of $2^{k-1}$.

Proposition 121. Let $h \geq 1$ be a positive integer. Then

$$
N_{2}\left(2^{k}, 2^{k-1} h\right) \geq\left(2^{k}-1\right) h
$$

We recall that all $\left[\left(2^{k}-1\right) h, k,\left(2^{k-1}\right) h\right]_{2}$ codes are equivalent to a sequence of Simplex codes [8]. This fact lead to the following corollary.

Corollary 122. Let $h \geq 1$, then $N_{2}\left(2^{k}, 2^{k-1} h\right)=S_{2}\left(k, 2^{k-1} h\right)=$ $L_{2}\left(k, 2^{k-1} h\right)=\left(2^{k}-1\right) h$.

We now make use of $D_{k}$ and $\mathcal{S}_{k}$ to construct our claimed family $\mathcal{C}_{k}$ of optimal systematic codes.

We consider $\mathcal{C}_{k}$ the $\left(2^{k+1}+2,2^{k}, d\right)_{2}$ code, with the following properties:

- puncturing $\mathcal{C}_{k}$ in the last $2^{k}+3$ coordinates we obtain $\mathcal{S}_{k}$;
- puncturing $\mathcal{C}_{k}$ in the first $2^{k}-1$ coordinates we obtain $D_{k}$.

Note that such a code is completely defined. Since $\mathcal{S}_{k}$ is a linear code and both $D_{k}$ and $\mathcal{S}_{k}$ are equidistant codes, $\mathcal{C}_{k}$ is an equidistant systematic code with distance $d=2^{k}+2$.
Applying the Plotkin bound to these parameters, we can see that $\mathcal{C}_{k}$ is not an optimal code since it has only $2^{k}$ codewords instead of $2^{k}+2$. However, if $k \geq 2$, it is optimal as a systematic code, since we can add to it at most two codewords and therefore we cannot increase its dimension while keeping the same distance. On the other hand, by the Griesmer bound we obtain

$$
g_{2}\left(k, 2^{k}+2\right)=\sum_{i=0}^{k-1}\left\lceil\frac{2^{k}+2}{2^{i}}\right\rceil=\sum_{i=0}^{k-1} 2^{k-i}+\sum_{i=0}^{k-1}\left\lceil\frac{2}{2^{i}}\right\rceil .
$$

By direct computation $g_{2}\left(k, 2^{k}+2\right)=2^{k+1}+k-1$. Since len $\left(\mathcal{C}_{k}\right)=$ $2^{k+1}+2$, if $k>3$ then $\mathcal{C}_{k}$ contradicts the Griesmer bound.

Proposition 123. The family $\mathcal{C}_{k}$ is a family of optimal systematic equidistant binary codes.

While in Sections 5.3 and 5.4 we have shown that codes of dimension 2 or 3 cannot contradict the Griesmer bound, by using the
family $\mathcal{C}_{k}$ we can obtain for each possible $k>3$ an optimal systematic code whose length is smaller than the length of any possible linear code with the same dimension and distance, as stated in the following theorem.

Theorem 124. Let $k>3$. If there exists a Hadamard matrix of order $2^{k}+4$, then there exists at least a distance $d$ for which $S_{2}(k, d)<$ $L_{2}(k, d)$.

On the other hand, the family of optimal systematic codes presented in this section have distance $2^{k}+2$. By puncturing them in a non-systematic component, for each $k>3$, it is possible to construct $\left(2^{k+1}+1,2^{k}, 2^{k}+1\right)_{2}$ optimal systematic codes contradicting the Griesmer bound. Theorem 107 and Corollary 108 imply that for $k<3$ optimal systematic codes have to satisfy the Griesmer bound. Putting all together we can state the following theorem.

Theorem 125. Let $r$ be a positive integer, and let $d=2^{r}+1$ or $d=2^{r}+2$. Then

1. if $r<3$ then all optimal systematic binary codes with dimension $k$ and distance $d$ have length at least equal to $g_{2}(k, d)$;
2. if $r>3$, assuming there exists a Hadamard matrix of order $2^{k}+4$, then $S_{2}(k, d)<L_{2}(k, d)$.

This leaves as open problem the case $r=3$, namely the case of a code whose distance is either 9 or 10 .
Another open problem regarding systematic codes was presented by Bellini, Guerrini and Sala in [7]. In Section 2.10 we recalled the bound they proposed for $A_{q}^{*}(n, d)$, and we remarked that they pointed out how all known families of optimal codes were systematic or systematic embedding (Definition 58). In Chapter 3 we introduced Hadamard codes. We consider here in particular the Hadamard code obtained from $H_{20}$, which is a $(19,20,10)_{2}$ optimal code. Up to equivalence,
there exist three Hadamard codes with the same parameters. We denote them with $\mathcal{A}_{20}^{(1)}, \mathcal{A}_{20}^{(2)}$ and $\mathcal{A}_{20}^{(3)}$ and we show here their codebooks. It is possible to check that these three codes, as all codes which are equivalent to them, are not systematic embedding. Since these codes are obtained from the only three Hadamard matrices of order 20, it follows that $A_{2}^{*}(19,10)<A_{2}(19,10)$.

$$
\mathcal{A}_{20}^{(1)}=\left[\begin{array}{lllllllllllllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0
\end{array}\right]
$$

$$
\mathcal{A}_{20}^{(2)}=\left[\begin{array}{lllllllllllllllllll}
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0
\end{array}\right]
$$

## Chapter 6

## Entropy extractors and Codes

In this chapter we discuss entropy extractors, with a focus on linear compression functions. In Chapter 4 we introduced the notion of entropy extraction and we defined two well known post-processing functions, the Von Neumann procedure and binary linear extractors. In Section 6.1 we formalise the notion of non-binary Von Neumann procedure and discuss some properties of this extractor, while in Section 6.2 we analyse linear extractors over finite fields. Several RNGs already use digitisation procedures or post-processing functions similar to the ideas in this chapter. The intent of this work is not to propose new entropy extractors, our aim is to formally describe these techniques and the effects of their applications. Previous works on linear extractors mainly consider the binary case and provide bounds on the resulting entropy relying only on the minimum distance of the code generated by the matrix associated to the extractor. We obtain new bounds showing how the TVD from the uniform distribution of the output vectors is related not only to the minimum distance, but on the entire weight distribution of the code.

### 6.1 A generalisation of the Von Neumann procedure

Let $X_{t}$ be an IID Random number generator, whose output is in a finite set $\Omega$. Then the probability of $X_{t}$ to output a certain element $\omega$ is independent on time, namely

$$
\mathbb{P}\left(X_{t}=\omega\right)=\mu_{x}(\omega) \quad \forall \omega \in \Omega
$$

The RNG $X_{t}$ provides a certain entropy

$$
H(X)=-\sum_{\omega \in \Omega} \mu_{x}(\omega) \log _{|\Omega|}\left(\mu_{x}(\omega)\right)
$$

For cryptographic purposes we need bit sequences with maximum entropy, so we want an IID binary generator $Y_{s}$ with

$$
H(Y)=1
$$

This is achieved when $\Omega_{y}=\mathbb{F}_{2}=\{0,1\}$, and

$$
\mathbb{P}\left(Y_{s}=0\right)=\mathbb{P}\left(Y_{s}=1\right)=\frac{1}{2} \quad \forall s
$$

Given a certain IID RNG ( $X_{t}, \Omega, \mu_{x}$ ) we want to build $Y_{s}$ satisfying the properties described above.

We consider non-overlapping output pairs from $X_{t}$, i.e. we consider the process

$$
\left(X_{1}, X_{2}\right),\left(X_{3}, X_{4}\right), \ldots,\left(X_{2 t-1}, X_{2 t}\right), \ldots
$$

so that we have a process $\left(X_{2 t-1}, X_{2 t}\right)_{t>1}$, whose output is in the space $\Omega \times \Omega$. We remark that $X_{t}$ is assumed to be IID, hence this new process is also IID. We also observe that each finite set $\Omega$ can be represented as the set $\mathbb{Z}_{n}$, with $n=|\Omega|$.
We consider Algorithm 2. The output sequence $Y_{s}$ is the desired binary sequence, while $Z_{q}$ is a sequence which contains a representative of each pair $\left(X_{2 t-1}, X_{2 t}\right)$ with $X_{2 t-1}=X_{2 t}$.

Example 3. $N_{0}=6, X_{t} \in \mathbb{Z}_{4}$ with output $(0,2,3,3,3,2)$.
First of all, we consider disjoint pairs from the input sequence, namely $((0,2),(3,3),(3,2))$, and we set $t=s=q=1$.
$t=1$ we consider the first pair $(0,2)$. We observe that $0<2$, hence $Y_{1}=0$, and we increment $s$ and $t$.
$t=2$ we check the second pair $(3,3)$. They are equal, so $Z_{q}=Z_{1}=3$ and we increment both $t$ and $q$.
$t=3$ we look at the last pair $(3,2) .3 \neq 2$, so $Y_{2}=1$, and we increment both $t$ and $s$.
$t=4 t>N$, so we stop.
The output of the algorithm are the two sequences $\left(Y_{s}\right)_{s \in\{1,2\}}=(0,1)$ and $\left(Z_{q}\right)_{q \in\{1\}}=(3)$.

Theorem 126. If $X_{t}$ is IID then $Y_{s}$ is IID and

$$
\mathbb{P}\left(Y_{s}=0\right)=\mathbb{P}\left(Y_{s}=1\right)=\frac{1}{2} \quad \forall s
$$

## ALGORITHM 2:

Data: $X_{T} \in \mathbb{Z}_{\ltimes}, T \in\left[1, N_{0}\right]$
Result: $Y_{s}, Z_{q}$
Initialization:
$N_{1}=\left\lfloor\frac{N_{0}}{2}\right\rfloor$;
Build the process $\left(X_{2 t-1}, X_{2 t}\right)_{t \in\left[1, N_{1}\right]}$;
$t=1 ;$
$s=1 ;$
$q=1 ;$
while $t \leq N_{1}$ do
if $\left(X_{2 t-1}==X_{2 t}\right)$ then
$Z_{q}=X_{2 t-1} ;$
$q=q+1 ;$
else
if $X_{2 t-1}<X_{2 t}$ then
$Y_{s}=0 ;$
else
$Y_{s}=1 ;$
end
$\mathrm{s}=\mathrm{s}+1$
end
$t=t+1 ;$
end
Algorithm 2: A generalisation of the Neumann procedure to nonbinary random variables.

Proof. $\mathbb{P}\left(Y_{s}=0\right)=\mathbb{P}\left(X_{2 t-1}<X_{2 t}\right)$, but $X_{t}$ is an IID process, hence $\mathbb{P}\left(X_{2 t-1}<X_{2 t}\right)=\mathbb{P}\left(X_{2 t-1}>X_{2 t}\right)$.

Corollary 127. If $X_{t}$ is IID then $H(Y)=1$
Proof. Follows from the previous Theorem and the definition of entropy.

Theorem 128. The expected length of the sequence $Y_{s}$ is given by $\left\lfloor\frac{N_{0}}{2}\right\rfloor\left(1-\left\|\mu_{x}\right\|_{2}^{2}\right)$, where $N_{0}$ is the length of the input sequence, and $\mu_{x}$ is the probability mass function of $X_{T}$.

Proof. Given a pair $\left(X_{2 t-1}, X_{2 t}\right)$, the probability of not outputting anything is equal to the probability of $X_{2 t-1}$ to be equal to $X_{2 t}$. It holds

$$
\mathbb{P}\left(X_{2 t-1}=X_{2 t}\right)=\sum_{\alpha} \mathbb{P}\left(X_{2 t-1}=\alpha \mid X_{2 t}=\alpha\right) \mathbb{P}\left(X_{2 t}=\alpha\right)
$$

but $X_{t}$ is IID, hence

$$
\begin{equation*}
\mathbb{P}\left(X_{2 t-1}=X_{2 t}\right)=\sum_{\alpha} \mu_{x}(\alpha)^{2}=\left\|\mu_{x}\right\|_{2}^{2} \tag{6.1}
\end{equation*}
$$

The probability to output a bit from a given pair is therefore $1-$ $\left\|\mu_{x}\right\|_{2}^{2}$.

Remark 129. The expected length of $Y_{s}$ is maximized when $\left\|\mu_{x}\right\|_{2}^{2}$ is minimized, i.e. when $\mu_{x}$ is uniform. It follows that the expected length of $Y_{s}$ is always at most $\frac{n-1}{n}\left\lfloor\frac{N_{0}}{2}\right\rfloor$.

Proposition 130. The expected length of the sequence $Z_{q}$ is given by $\left\lfloor\frac{N_{0}}{2}\right\rfloor\left\|\mu_{x}\right\|_{2}^{2}$.

We can say something more on the process $Z_{q}$. First of all, due to the hypothesis of independence for $X_{t}$, also $Z_{q}$ is IID. Furthermore, we can obtain its probability mass function, as shown in Proposition 131.

Proposition 131. The probability mass function of $Z_{q}$ is given by

$$
\begin{equation*}
\mu_{z}(\alpha)=\frac{\mu_{x}(\alpha)^{2}}{\left\|\mu_{x}\right\|_{2}^{2}} \tag{6.2}
\end{equation*}
$$

Proof. $\mathbb{P}\left(Z_{q}=\alpha\right)=\mathbb{P}\left(X_{2 t-1}=X_{2 t}=\alpha\right)$, so

$$
\mathbb{P}\left(Z_{q}=\alpha\right)=\frac{\mathbb{P}\left(X_{2 t-1}=X_{2 t} \mid X_{2 t-1}=\alpha\right) \mathbb{P}\left(X_{2 t-1}=\alpha\right)}{\mathbb{P}\left(X_{2 t-1}=X_{2 t}\right)}
$$

$X_{t}$ is an IID process, hence

$$
\mathbb{P}\left(X_{2 t-1}=X_{2 t} \mid X_{2 t-1}=\alpha\right)=\mathbb{P}\left(X_{2 t}=\alpha\right)=\mathbb{P}\left(X_{2 t-1}=\alpha\right)=\mu_{x}(\alpha)
$$

We obtain

$$
\begin{equation*}
\mathbb{P}\left(Z_{q}=\alpha\right)=\frac{\mu_{x}(\alpha)^{2}}{\mathbb{P}\left(X_{2 t-1}=X_{2 t}\right)} \tag{6.3}
\end{equation*}
$$

and using (6.1) we conclude.
If we now reiterate the procedure using as input the sequence $Z_{q}$, the algorithm will give us as output two new sequences $Y_{s}^{\prime}$ and $Z_{q}^{\prime}$. Being $Z_{q}$ IID, we can apply previous theorems, obtaining

- $Y_{s}^{\prime}$ is IID and $H\left(Y_{s}^{\prime}\right)=1$. The expected length of $Y_{s}^{\prime}$ is

$$
\left\lfloor\frac{M}{2}\right\rfloor\left(1-\left\|\mu_{z}\right\|_{2}^{2}\right)
$$

with $M$ the length of $Z_{q}$ and $\mu_{z}$ as in (6.2).

- $Z_{q}^{\prime}$ is IID, and its pmf is given by (6.2), using $\mu_{z}$ instead of $\mu_{x}$. Then, given $X_{t}$ and applying the extractor two times, first on $X_{t}$ and then to $Z_{q}$, we obtain a sequence of bits with no bias, and an expected length of

$$
\begin{equation*}
\left\lfloor\frac{N_{0}}{2}\right\rfloor\left(1-\left\|\mu_{x}\right\|_{2}^{2}\right)+\left\lfloor\frac{M}{2}\right\rfloor\left(1-\left\|\mu_{z}\right\|_{2}^{2}\right) \tag{6.4}
\end{equation*}
$$

The expected length of $Z_{q}$ was $M=\left\lfloor\frac{N_{0}}{2}\right\rfloor\left\|\mu_{x}\right\|_{2}^{2}$, while $\mu_{z}$ is as in (6.2). Using these informations, (6.4) becomes

$$
\left\lfloor\frac{N_{0}}{2}\right\rfloor\left(1-\left\|\mu_{x}\right\|_{2}^{2}\right)+\left\lfloor\frac{\left\lfloor\frac{N_{0}}{2}\right\rfloor\left\|\mu_{x}\right\|_{2}^{2}}{2}\right\rfloor\left(1-\left\|\frac{\mu_{x}^{2}}{\left\|\mu_{x}\right\|_{2}^{2}}\right\|_{2}^{2}\right)
$$

Suppose now we want to keep on reiterating the algorithm using as input the sequence $Z$. We consider as first input a sequence of length $N_{0}$ and pmf $\mu_{0}$. We iterate the algorithm $J$ times, and we indicate with $j=1, \ldots, J$ the iteration step.
For each $j$ we have two output sequences, $Y_{j}$ and $Z_{j}$, and we call $N_{j}$ the expected length of $Z_{j}, \mu_{j}$ its pmf, and $L_{j}$ the expected length of $Y_{j}$. Using Theorem 128, Proposition 130 and Proposition 131, we obtain:

$$
\left\{\begin{array}{l}
N_{j}=\frac{1}{2} N_{j-1}\left\|\mu_{j-1}\right\|_{2}^{2}  \tag{6.5}\\
\mu_{j}=\frac{\mu_{j-1}^{2}}{\left\|\mu_{j-1}\right\|_{2}^{2}} \\
L_{j}=\frac{1}{2} N_{j-1}\left(1-\left\|\mu_{j-1}\right\|_{2}^{2}\right)
\end{array}\right.
$$

Lemma 132. The probability mass functions $\mu_{j}$ is such that

$$
\left\|\mu_{j}\right\|_{2}^{2}=\left(\frac{\left\|\mu_{0}\right\|_{2^{j+1}}}{\left\|\mu_{0}\right\|_{2^{j}}}\right)^{2^{j+1}}
$$

Proof. We use induction, using equation (6.5) with initial step given by Proposition 131.

Lemma 133. The expected length $N_{j}$ is given by

$$
N_{j}=\frac{N_{0}}{2^{j}} \cdot \frac{\left\|\mu_{0}\right\|_{2^{j}}^{2^{j+1}}}{\prod_{i=0}^{j}\left\|\mu_{0}\right\|_{2^{i}}^{2^{i}}}
$$

Proof. From equation (6.5) we can use induction, with initial step given by Proposition 130. We remark that, for $i=0$, at the denominator we obtain the term $\left\|\mu_{0}\right\|_{1}^{1}=1$, and that for $i=j$ we get instead $\left\|\mu_{0}\right\|_{2^{j}}^{2^{j}}$, which can be simplified together with the numerator.

Theorem 134. Padding together all the output sequences $Y_{j}$, we obtain a binary sequence with no bias, whose expected length $\bar{L}_{J}$ is given by
$\bar{L}_{J}=N_{0} \cdot\left[\sum_{j=0}^{J} \frac{1}{2^{j+1}} \frac{1}{\prod_{i=0}^{j}\left\|\mu_{0}\right\|_{2^{i}}^{2^{i}}}\left(\left\|\mu_{0}\right\|_{2^{j}}^{2^{j+1}}-\left\|\mu_{0}\right\|_{2^{j+1}}^{2^{j+1}}\right)\right]=: N_{0} \cdot R_{J}$

Proof. $\bar{L}_{J}$ is the sum of all $L_{j}$ 's, for $j=0, \ldots, J$. From equation (6.5) we see that $L_{j}$ depends on $N_{j-1}$ and on $\mu_{j-1}$, so we can use Lemmas 132 and 133 to substitute the values. A few computational steps conclude the proof.

Theorem 135. The output/input bitrate ratio $R_{J}$ converges for $J \rightarrow$ $+\infty$.

Proof. Suppose the term

$$
A_{j}:=\frac{1}{\prod_{i=0}^{j}\left\|\mu_{0}\right\|_{2^{i}}^{2^{i}}}\left(\left\|\mu_{0}\right\|_{2^{j}}^{2^{j+1}}-\left\|\mu_{0}\right\|_{2^{j+1}}^{2^{j+1}}\right)
$$

is less than 1 for each $j$. Then $R_{J}=\sum_{j=0}^{J} \frac{1}{2^{j+1}} \cdot A_{j}$ is convergent for $j \rightarrow+\infty$. We observe that we can rewrite $A_{j}$ as

$$
A_{j}=\frac{\left\|\mu_{0}\right\|_{2^{j}}^{2^{j+1}}}{\prod_{i=0}^{j}\left\|\mu_{0}\right\|_{2^{i}}^{2^{i}}} \cdot\left(1-\frac{\left\|\mu_{0}\right\|_{2^{j+1}}^{2^{j+1}}}{\left\|\mu_{0}\right\|_{2^{j}}^{2^{j+1}}}\right)=: B_{j} \cdot C_{j}
$$

Remark 136. Given $p>r,\|\cdot\|_{p} \leq\|\cdot\|_{r}$. Hence using $p=2^{j+1}$ and $r=2^{j}$, we can prove that $C_{j}<1$.

If we prove that also $B_{j}<1$ we can conclude. First of all, we have

$$
B_{j}<1 \quad \Longleftrightarrow\left\|\mu_{0}\right\|_{2^{j}}^{2^{j+1}}<\prod_{i=0}^{j}\left\|\mu_{0}\right\|_{2^{i}}^{2^{i}}
$$

Taking the logarithm on both sides of the inequality, we obtain the claim

$$
2^{j+1} \log \left\|\mu_{0}\right\|_{2^{j}}<\sum_{i=0}^{j} 2^{i} \log \left\|\mu_{0}\right\|_{2^{i}}
$$

We observe that for the term on the right-hand side holds

$$
\sum_{i=0}^{j} 2^{i} \log \left\|\mu_{0}\right\|_{2^{i}}>\sum_{i=0}^{j} \log \left\|\mu_{0}\right\|_{2^{j}}=(j+1) \log \left\|\mu_{0}\right\|_{2^{j}}
$$

and we obtain

$$
2^{j+1} \log \left\|\mu_{0}\right\|_{2^{j}}<(j+1) \log \left\|\mu_{0}\right\|_{2^{j}}
$$

Due to $\left\|\mu_{0}\right\|_{2^{j}}<1$, this last inequality is true if

$$
2^{j+1}>j+1
$$

hence we can conclude that $B_{j}<1$, and therefore $R_{j}$ converges.
Corollary 137. The ratio $R=\lim _{J \rightarrow+\infty} R_{j}$ is less than $\frac{1}{2}$.
Proof. Follows from proof of Theorem 135.
Using the same argument as in Remark $129, R$ is maximized if $\mu_{0}$ is uniform.

Corollary 138. The ratio $R$ is bounded by $\frac{n-1}{2 n-1}$
Proof. It follows from Theorem 134 by using the uniform distribution instead of $\mu_{0}$.

### 6.2 New bounds for linear extractors

We show the connection between the Walsh spectrum of the output of a binary random number generator (RNG) and the bias of individual bits, and use this to show how previously known bounds on the performance of linear binary codes as entropy extractors can be derived by considering generator matrices as a selector of a subset of that spectrum. We explicitly show the connection with the code's weight distribution, then extend this framework to the case of nonbinary finite fields by the Fourier transform. The results presented in this section can also be found in [48].

Our objective is to obtain sharp bounds for a finite number of iterations of a conditioning procedure applied to the output of an entropy source, rather than results relying on an asymptotic convergence or ones based on randomly choosing a conditioning function from among a large class, e.g. universal hash functions. We follow the recommendations set out by NIST [2] for the precise meaning to
be given to these terms. This is closely related to the subject of randomness extractors, as summarised for instance in [43]. We consider linear transformations applied to entropy sources producing independent output; bounds on the distance from the uniform distribution of such sequences have been shown in [28], [29] and [52], where the entropy source was assumed to produce biased independent bits, and the conditioning function was the generator matrix of a binary linear code.

We are especially interested in random variables that, in addition to satisfying said constraints, are discrete - in the sense that the number of possible outcomes is finite and the variables admit a discrete probability mass function $\mu_{X}(j)=\mathbb{P}\left(X=x_{j}\right)$; moreover, we begin by considering these variables to take values in a finite field $\mathbb{F}_{p}$ or a vector space $\left(\mathbb{F}_{p}\right)^{k}$, with particular regard to the special case of binary variables, $p=2$.

In Section 6.2 .1 we show the connection between the Walsh spectrum of the output of a binary random number generator (RNG) and the bias of individual bits, and use this in Section 6.2.2 to show how previously known bounds on the performance of linear binary codes as RNG post-processing functions can be derived as a special case by considering generator matrices as a selector of a subset of that spectrum, explicitly showing the connection with the code's weight distribution. We then extend this framework to the case of output in non-binary finite fields by use of the Fourier transform in Section 6.2.4.

### 6.2.1 Total variation distance and the Walsh-Hadamard transform

We show in the following one way in which the Walsh-Hadamard transform may be used to bound the total variation distance of binary random variables with a known probability mass function. This may
seem an unnecessary exercise since the TVD can simply be computed exactly from this knowledge, but aside from revealing some interesting structure to the calculation it will become more explicitly useful in the following section.

Consider a random vector $Y \in\left(\mathbb{F}_{2}\right)^{k}$ with probability mass function $\mu_{Y}(a)=\mathbb{P}(Y=\mathbf{a})$, where in writing $a$ and a we use the binary representation of integers $a \in \mathbb{Z}_{2^{k}}$ as vectors $\mathbf{a} \in\left(\mathbb{F}_{2}\right)^{n}$.

$$
\mathbf{a}=\left\{a_{j} \mid a=\sum_{j=0}^{k-1} a_{j} 2^{j}\right\} \in\left(\mathbb{F}_{2}\right)^{k} .
$$

The $j$-th order Walsh function evaluated at $a$ is

$$
\begin{equation*}
h_{j}(a)=(-1)^{\mathbf{j} \cdot \mathbf{a}} \tag{6.7}
\end{equation*}
$$

with • the dot product on $\left(\mathbb{F}_{2}\right)^{k}$. The $j^{\text {th }}$ Walsh characteristic function of $Y$ as defined in [37] is

$$
\begin{align*}
\chi_{j}(Y) & =\sum_{a=0}^{2^{k}-1} h_{j}(a) \mu_{Y}(a)  \tag{6.8}\\
& =\mathbb{E}\left[h_{j}(Y)\right] \tag{6.9}
\end{align*}
$$

Note that the dot product of two binary vectors $\mathbf{b} \cdot \mathbf{v}$ is the bitwise sum, i.e. the linear combination, of those elements $\mathbf{v}(i)$ that correspond to the nonzero entries of $\mathbf{b}$; therefore, the random variable

$$
h_{b}(Y)=(-1)^{\mathbf{b} \cdot Y}
$$

will take value -1 if the linear combination of the selected elements of $Y$ is equal to one, and 1 otherwise. The sum of the selected elements is itself a random variable, $B=\mathbf{b} \cdot Y$ following the Bernoulli distribution with probability $\mu_{B}(1)$ of being equal to 1 ; it follows that

$$
h_{b}(Y)=1-2 B,
$$

and hence we can conclude that

$$
\begin{aligned}
\chi_{b}(Y) & =\mathbb{E}\left[h_{b}(Y)\right] \\
& =1-2 \mu_{B}(1) .
\end{aligned}
$$

We recall that the bias of a Bernoulli random variable $B \in \mathbb{F}_{2}$ is commonly defined as

$$
\begin{aligned}
\frac{\varepsilon_{B}}{2} & =\frac{1}{2}|\mathbb{P}(B=1)-\mathbb{P}(B=0)| \\
& =\frac{1}{2}|2 \mathbb{P}(B=1)-1| \\
& =\frac{1}{2}|2 \mathbb{E}[B]-1|
\end{aligned}
$$

and we observe that the Walsh characteristic of $\mathbf{b} \cdot Y$ leads to the bias of the $b^{t h}$ linear combination of the elements of $Y$ via the relation

$$
\begin{equation*}
\left|\chi_{b}(Y)\right|=\varepsilon_{\mathbf{b} \cdot Y} . \tag{6.10}
\end{equation*}
$$

In particular, the combinations corresponding to exact powers of two, $b=2^{j}$, lead to the bias of each individual element of $Y$; and the zeroth Walsh characteristic, corresponding to $b=0$, will be equal to 1 in all entries, in all cases.

The set $\left\{h_{i}\right\}$ is known to correspond to the rows of a Hadamard matrix $H$ of size $2^{k}$; the set of all Walsh characteristics of $Y$ can thus be written compactly in matrix notation as

$$
\begin{equation*}
\chi(Y)=H \mu_{Y} \tag{6.11}
\end{equation*}
$$

As a matter of notation, for a uniformly distributed random variable $U \in\left(\mathbb{F}_{2}\right)^{k}$ we have

$$
\begin{aligned}
\mu_{U} & =\frac{1}{2^{k}} \\
\chi(U) & =\mathbb{I}_{2^{k}}(\cdot, 1),
\end{aligned}
$$

with 1 a column vector of ones and $\mathbb{I}_{2^{k}}(\cdot, 1)$ the first column of the identity matrix of size $2^{k}$. We may use this to estimate the total variation distance of $Y$ from uniform as follows.

Theorem 139. The total variation distance of a random vector $Y \in$ $\left(\mathbb{F}_{2}\right)^{k}$ from uniform $U$,

$$
\begin{aligned}
\operatorname{TVD}(Y, \mathcal{U}) & =\frac{1}{2}\left\|\mu_{Y}-\mu_{U}\right\|_{1} \\
& =\frac{1}{2} \delta_{Y}
\end{aligned}
$$

is bounded by the sum of the bias of all non-trivial linear combinations of the output bits,

$$
\delta_{Y} \leq \sum_{\mathbf{b} \in\left(\mathbb{F}_{2}\right)^{k} \backslash \mathbf{0}} \varepsilon_{\mathbf{b} \cdot Y}
$$

Proof.

$$
\begin{align*}
\left\|\mu_{Y}-\mu_{U}\right\|_{2} & =\left\|\frac{H^{T} H}{2^{k}}\left(\mu_{Y}-\mu_{U}\right)\right\|_{2}  \tag{6.12}\\
& =\frac{1}{2^{k / 2}}\left\|\frac{H^{T}}{2^{k / 2}}(\chi(Y)-\chi(U))\right\|_{2}  \tag{6.13}\\
& \leq\|\chi(Y)-\chi(U)\|_{1}  \tag{6.14}\\
& =\sum_{\mathbf{b} \in\left(\mathbb{F}_{2}\right)^{k} \backslash \mathbf{0}} \varepsilon_{\mathbf{b} \cdot Y} \tag{6.15}
\end{align*}
$$

Here $H^{T}$ is the transpose of the Hadamard matrix $H$. Equation (6.12) follows from $H^{T} / \sqrt{2^{k}}$ being the unitary inverse Hadamard transform; Equation (6.13) uses the definition of $\chi(Y)$ in Equation (6.11); and lastly, the bound in Equation (6.14) stems from the $\ell_{1}$ bound on $q$ dimensional vector spaces, $\|\cdot\|_{1} \leq q^{1 / 2}\|\cdot\|_{2}$.

Corollary 140. If the bits $Y(j) \in \mathbb{F}_{2}$ are i.i.d. with known bias $\varepsilon_{y}$, then

$$
\begin{aligned}
\delta_{Y} & \leq \sum_{l=1}^{k} A_{l} \varepsilon_{y}^{l} \\
& =\sum_{l=1}^{k}\binom{k}{l} \varepsilon_{y}^{l}
\end{aligned}
$$

where $A_{l}$ is the number of $\mathbf{b} \in\left(\mathbb{F}_{2}\right)^{k}$ with Hamming weight $\mathrm{w}(\mathbf{b})=l$.

### 6.2.2 W-H bound on binary generator matrices as extractors

We now consider the previous bound as applied to random variables $Y=G X$, with $X \in\left(\mathbb{F}_{2}\right)^{n}$ a sequence of $n$ Bernoulli random variables with known probability mass $\mathbb{P}(X=b)=\mu_{X}(b)$ and identical bias $\varepsilon_{X}=|1-2 \mathbb{P}(X(i)=1)|$ for each bit, and $G$ the generator matrix of an $[n, k, d]_{2}$ linear code $C$ with weight distribution $\left\{A_{l}\right\}$. We recall that in the following sections all vectors are column vectors.

The definition of Walsh characteristic functions as expected values in Equation (6.9) directly leads to

$$
\begin{aligned}
\chi_{b}(G X) & =\mathbb{E}\left[h_{b}(G X)\right] \\
& =\sum_{x=0}^{2^{n}-1}(-1)^{\mathbf{b} \cdot G \mathbf{x}} \mu_{X}(x)
\end{aligned}
$$

We note here that the dot product in the Walsh function can equivalently be expressed using the transpose $\mathbf{b}^{T}$ as

$$
\mathbf{b} \cdot G \mathbf{x}=\mathbf{b}^{T} G \mathbf{x}
$$

and in particular the product

$$
\mathbf{c}^{T}=\mathbf{b}^{T} G
$$

is a linear combination of the rows of $G$ : since $G$ is the generator matrix of a linear code $C$ the rows of $G$ form a basis of $C$, and hence any linear combination of them is again a word $\mathbf{c} \in C$. Consequently, just as the Walsh characteristic led to a measure of bias in Equation (6.10), we can conclude that

$$
\begin{equation*}
\left|\chi_{b}(Y)\right|=\varepsilon_{\mathbf{c} \cdot X} \tag{6.16}
\end{equation*}
$$

In other words, the bias of the $b^{t h}$ element of $Y$ is equal to the bias of a linear combination of $\mathrm{w}(\mathbf{c})$ bits of $X$ (compare to Equation (6.10)). This leads directly to the following bound.

Theorem 141. Let $Y=G X$, with $X \in\left(\mathbb{F}_{2}\right)^{n}$ a sequence of $n$ independent but not necessarily identically distributed Bernoulli random variables, and $G$ the generator matrix of an $[n, k, d]_{2}$ linear code $C$. The total variation distance of the random variable $Y \in\left(\mathbb{F}_{2}\right)^{k}$ from uniform,

$$
\operatorname{TVD}(Y, \mathcal{U})=\frac{\delta_{Y}}{2}
$$

is bounded by the sum of the bias of all linear combinations of the bits in $X$ defined by the codewords of $C$, in the following measure:

$$
\begin{aligned}
\delta_{Y} & \leq \sum_{\mathbf{b} \in\left(\mathbb{F}_{2}\right)^{k} \backslash \mathbf{0}} \varepsilon_{\mathbf{b}^{T} G \cdot X} \\
& =\sum_{\mathbf{c} \in C \backslash \mathbf{0}} \varepsilon_{\mathbf{c} \cdot X}
\end{aligned}
$$

Corollary 142. If the bits $X(j) \in \mathbb{F}_{2}$ are i.i.d. with known bias $\varepsilon_{x}$, then

$$
\delta_{Y} \leq \sum_{l=d}^{n} A_{l} \varepsilon_{x}^{l}
$$

with $\left\{A_{l}\right\}$ the weight distribution of $C$.

Note that Corollary 140 is closely related to Corollary 142 if we consider that in this context the $\left\{A_{l}\right\}$ in the former correspond precisely to the weight distribution of the trivial code given by the message space itself, $\left(\mathbb{F}_{2}\right)^{k}$. A particular case of Corollary 142 for strictly binomial $\left\{A_{l}\right\}$ was proved in [52], Theorem 6 . We can thus recover the following known bound, already presented in Theorem 93 and whose original proof is in [28], Theorem 1.

Corollary 143. Considering only the minimum distance $d$ rather than the full weight distribution,

$$
\delta_{Y} \leq\left(2^{k}-1\right) \varepsilon_{x}^{d}
$$

### 6.2.3 Total variation distance and the Fourier transform

The Hadamard transform is a special case of the Fourier transform constructed with primitive 2 -nd root of unity $\omega_{p}=-1$. Employing the Fourier transform is natural in this setting and closely follows wellestablished techniques for the sum of continuous random variables, which have their own convolution theorem and proofs of convergence to a limiting distribution.

Given an integer $a \in \mathbb{Z}_{p^{k}}$, we denote its $p$-ary representation by

$$
\mathbf{a}=\left\{a_{j} \mid a=\sum_{j=0}^{k-1} a_{j} p^{j}\right\} \in\left(\mathbb{F}_{p}\right)^{k}
$$

We shall use this notation interchangeably in the following as a natural indexing of the elements of $\left(\mathbb{F}_{p}\right)^{k}$.

Consider a random variable $Z \in \mathbb{F}_{p}$ with probability mass function

$$
\mu_{Z}(j)=\mathbb{P}(Z=\mathbf{j})
$$

Note that this implicitly assumes an ordering of the mass function $\mu_{Z}$ corresponding to the representation of elements $\beta_{j} \in \mathbb{F}_{p}$ as integers. The discrete Fourier transform of $\mu_{Z}$ may then be written in matrix form as

$$
F_{p} \mu_{Z}=\lambda_{Z}
$$

where $\lambda$ is the set of eigenvalues of the circulant matrix generated by $\mu_{Z}$. Indeed, the above can be restated in terms of the unitary DFT,

$$
\hat{F}_{p}=\frac{F_{p}}{\sqrt{p}} \quad \hat{F}_{p}^{*}=\frac{F_{p}^{*}}{\sqrt{p}}
$$

with $F_{p}^{*}$ the conjugate transpose of $F_{p}$, diagonalising the circulant matrix $C_{Z}$ generated by $\mu_{Z}$ :

$$
\begin{aligned}
C_{Z} & =\operatorname{circ}\left(\mu_{Z}\right) \\
\hat{F}_{p} C_{Z} \hat{F}_{p}^{*} & =\Lambda_{Z}
\end{aligned}
$$

with $\Lambda_{Z}$ the $p \times p$ diagonal matrix containing all eigenvalues of $C_{Z}$. Note that for a uniformly distributed random variable $U \in \mathbb{F}_{p}$, we have

$$
\begin{aligned}
\mu_{U} & =\frac{\mathbf{1}}{p} \\
\lambda_{U} & =F_{p} \mu_{U}=\mathbb{I}_{p}(\cdot, 1)
\end{aligned}
$$

where $\mathbf{1}$ is a vector of ones of length $p$, and the only nonzero eigenvalue is the zeroth one, so the full set $\lambda_{U}$ corresponds to the first column of the identity matrix of size $p$.

Lemma 144. The mass function $\mu_{Z}$ of a random variable $Z \in \mathbb{F}_{p}$ satisfies

$$
\left\|\mu_{Z}-\mu_{U}\right\|_{2}=\frac{1}{\sqrt{p}}\left\|\lambda_{Z}-\lambda_{U}\right\|_{2}
$$

where $\lambda_{Z}=F_{p} \mu_{Z}$ is the discrete Fourier transform of $Z$.
Proof.

$$
\begin{align*}
\left\|\mu_{Z}-\mu_{U}\right\|_{2} & =\left\|\frac{\hat{F}^{*}}{\sqrt{p}}\left(\lambda_{Z}-\lambda_{U}\right)\right\|_{2}  \tag{6.17}\\
& =\frac{1}{\sqrt{p}}\left\|\lambda_{Z}-\lambda_{U}\right\|_{2}  \tag{6.18}\\
& =\frac{1}{\sqrt{p}}\left(\sum_{j=1}^{p-1}\left(\lambda_{Z}(j)\right)^{2}\right)^{1 / 2} \tag{6.19}
\end{align*}
$$

Equation (6.18) follows from the unitary Fourier transform preserving $\ell_{2}$ distance.

We can obtain a first, crude bound on the TVD by considering the largest non-trivial eigenvalue, defined as follows for future reference.

Definition 145. Given a random variable $Z \in \mathbb{F}_{p}$ with mass function $\mu_{Z}$ and eigenvalues $F_{p} \mu_{Z}=\lambda_{Z}$, denote the greatest non-trivial eigenvalue by

$$
\lambda_{Z *}=\max _{1 \leq j \leq p-1}\left|\lambda_{Z}(j)\right|
$$

Theorem 146. The total variation distance of a random variable $Z \in \mathbb{F}_{p}$ from uniform,

$$
\operatorname{TVD}(Z, \mathcal{U})=\frac{\delta_{Z}}{2}
$$

is bounded by

$$
\delta_{Z} \leq(p-1)^{1 / 2} \lambda_{Z *}
$$

with $\lambda_{Z *}$ as in Definition 145.
Proof. This follows from considering the worst-case scenario in which all eigenvalues $\lambda_{Z}$ in Lemma 144, except the zeroth eigenvalue $\lambda_{Z}(0)=$ 1 , are equal to the greatest non-trivial eigenvalue $\lambda_{Z *}$ by applying the bound on $p$-dimensional vector spaces $\|x\|_{1} \leq p^{1 / 2}\|x\|_{2}$.

We can now consider how this affects the distribution of a sum of two variables, $S_{2}=X_{0}+X_{1} \in \mathbb{F}_{p}$, which is the discrete convolution of the two probability masses,

$$
\begin{aligned}
\mathbb{P}\left(S_{2}=r\right) & =\sum_{j \in \mathbb{F}_{p}} \mathbb{P}\left(Z_{0}=j\right) \mathbb{P}\left(Z_{1}=r-j\right) \\
& =\sum_{j=0}^{p-1} \mu_{Z_{1}}(r-j) \mu_{Z_{0}}(j)
\end{aligned}
$$

The distribution of $S_{2}$ may then be expressed in matrix notation as

$$
\begin{equation*}
\mu_{S_{2}}=C_{Z_{1}} \mu_{Z_{0}} \tag{6.20}
\end{equation*}
$$

where $C_{Z_{1}}$ is the circulant matrix uniquely defined by $\mu_{Z_{1}}$. In other words, the entry $r, j$ of $C_{Z_{1}}$ contains the measure under $Z_{1}$ of the element $\beta_{r}-\beta_{j} \in \mathbb{F}_{p}$, which we denote in matrix form by

$$
\begin{aligned}
C_{Z_{1}} & =\mu_{Z_{1}}(B) \\
B(r, j) & =\beta_{r}-\beta_{j}
\end{aligned}
$$

Considering the particular case of summing two identical variables $Z$ with probability mass function $\mu_{Z}$, the distribution of $S_{2}=Z+Z$ may be written as

$$
S_{2} \sim C_{Z} \mu_{Z}
$$

where $C_{Z}$ is the circulant matrix defined uniquely by $\mu_{Z}$ itself. By induction,

$$
\begin{align*}
S_{n} & \sim C_{Z}^{n-1} \mu_{Z} \\
& \sim\left(\prod_{j=1}^{n-1} \frac{F_{p}^{*}}{p} \Lambda_{Z} F_{p}\right) \mu_{Z} \\
& \sim \frac{\hat{F}_{p}^{*}}{\sqrt{p}} \Lambda_{Z}^{n-1} F_{p} \mu_{Z} \\
& \sim \frac{1}{\sqrt{p}} \hat{F}_{p}^{*} \lambda_{Z}^{n} \tag{6.21}
\end{align*}
$$

As well as being conceptually equivalent to using the convolution theorem, this may also be seen as considering $S_{n}$ as a Markov chain

$$
\begin{aligned}
& S_{0}=Z \\
& S_{j}=S_{j-1}+Z
\end{aligned}
$$

with transition matrix $C_{Z}$.
Lemma 144 may be extended as follows.

Lemma 147. The probability mass function $\mu_{S_{n}}$ of a random variable $S_{n}=\sum_{j=1}^{n} Z, Z \in \mathbb{F}_{p}$ satisfies

$$
\left\|\mu_{S_{n}}-\mu_{U}\right\|_{2}=\left(\frac{p-1}{p}\right)^{1 / 2}\left\|\left(\lambda_{S_{n}}-\lambda_{U}\right)^{n}\right\|_{2}
$$

Proof. The proof is substantially the same as that of Lemma 144, using Equation (6.21).

Lemma 148. The total variation distance of $S_{n}=\sum_{j=1}^{n} Z, Z \in \mathbb{F}_{p}$ from uniform may be bounded by

$$
\begin{equation*}
\delta_{S_{n}} \leq(p-1)^{1 / 2} \lambda_{Z *}^{n} \tag{6.22}
\end{equation*}
$$

with $\lambda_{Z *}$ as in Definition 145.
Proof. The proof follows by applying Lemma 147 in the same way as Lemma 144 was applied to Theorem 146, i.e. assuming each of the $p-1$ eigenvalues in Lemma 147 that are of magnitude less than 1 to be bounded by $\lambda_{*}^{n}$, using Equation (6.21).

Lemma 148 is a slight improvement on a known bound on the convergence rates of Markov chains on Abelian groups; see e.g. [41] Fact 7.

We have so far assumed an ordering of the mass function $\mu_{X}$ of a random variable $X \in \mathbb{F}_{p}$ according to the representation of the elements of $\mathbb{F}_{p}$ as integers. Similarly for vector spaces $X \in\left(\mathbb{F}_{p}\right)^{k}$ we may assume an ordering of $\mu_{X}$ by least significant digit. Generalising to the distribution of the sum $S_{2}$ of two random variables $X_{0}, X_{1} \in$ $\left(\mathbb{F}_{p}\right)^{k}$, this may still be expressed in a form such as Equation (6.20), but the matrix $C_{X_{1}}$ is a level $k$ block circulant with circulant base blocks of size $(p \times p)$. Concretely, while considering all coefficients of $B$ as elements of $\left(\mathbb{F}_{p}\right)^{k}$, we may write

$$
\begin{aligned}
B_{p} & =\operatorname{circ}([\mathbf{0}, \mathbf{1}, \ldots \mathbf{p}-\mathbf{1}]) \\
B_{p}^{\circ 2} & =\operatorname{circ}\left(B_{p}, \mathbf{p}+B_{p}, \ldots(\mathbf{p}-\mathbf{1}) \mathbf{p}+B_{p}\right) \\
B_{p}^{\circ k} & =\operatorname{circ}\left(B_{p}^{\circ k-1}, \mathbf{p}^{\mathbf{k}-\mathbf{1}}+B_{p}^{\circ k-1}, \ldots(\mathbf{p}-\mathbf{1}) \mathbf{p}^{\mathbf{k}-\mathbf{1}}+B_{p}^{\circ k-1}\right)
\end{aligned}
$$

with the circ function defined column-wise following [10], and $B_{p}^{\circ k}$ used as short-hand to indicate a matrix therein defined as belonging to the class $\mathcal{B C C B}(p, p, \ldots p), k$ times.

As shown in [10], matrices with this structure are diagonalised by $\mathbb{F}_{p}^{\otimes k}$. This naturally extends the known structure for binary random
variables, since as discussed in Section 6.2.1 the convolution matrix for variables in $\left(\mathbb{F}_{2}\right)^{k}$ is diagonalised by the Hadamard matrix $H_{2^{k}}$, which by construction is equal to $H_{2}^{\otimes k}$.

The Fourier matrix of size $p$ can be written as a Vandermonde matrix of a primitive $p$-th root of unity as

$$
F_{p}=\left[\begin{array}{cccc}
\omega_{p}^{0 \cdot 0} & \omega_{p}^{0 \cdot 1} & \ldots & \omega_{p}^{0 \cdot(p-1)} \\
\omega_{p}^{1 \cdot 0} & \omega_{p}^{1 \cdot 1} & \ddots & \omega_{p}^{0 \cdot 0} \\
\vdots & \ddots & \ddots & \vdots \\
\omega_{p}^{(p-1) \cdot 0} & \omega_{p}^{(p-1) \cdot 1} & \ldots & \omega_{p}^{(p-1)^{2}}
\end{array}\right]
$$

In other words, the entry in row $r$, column $s$ is

$$
F_{p}(r, s)=\omega_{p}^{r s}, \quad r, s \in \mathbb{Z}_{p}
$$

By definition of the Kronecker product of two $(p \times p)$ matrices,

$$
\begin{align*}
K & =M_{1} \otimes M_{2} \\
K(u, v) & =M_{1}\left(r_{1}, s_{1}\right) M_{2}\left(r_{2}, s_{2}\right) \quad u, v, r_{i}, s_{i} \in \mathbb{Z}_{p} \\
u & \equiv r_{1} p+r_{2}  \tag{6.23}\\
v & \equiv s_{1} p+s_{2}  \tag{6.24}\\
\left(F_{p} \otimes F_{p}\right)(u, v) & =\omega_{p}^{r_{1} s_{1}} \omega_{p}^{r_{2} s_{2}}
\end{align*}
$$

which extends to the $k$-fold Kronecker product by induction using the $p$-ary representation of integers

$$
F_{p}^{\otimes k}(u, v)=\omega_{p}^{\mathbf{r} \cdot \mathbf{s}}
$$

for the specific $\mathbf{r}, \mathbf{s}$ satisfying a polynomial in $p$ such as (6.23) and (6.24) of degree $k-1$. In general, keeping either the row or column index fixed and iterating over the other means iterating over every element of $\left(\mathbb{F}_{p}\right)^{k}$; concretely, when evaluating the eigenvalues of a
probability mass $\mu \in \mathbb{R}^{p^{k}}$, the $b$-th eigenvalue corresponds to

$$
\begin{align*}
\lambda(b) & =F_{p}^{\otimes k}(b, \cdot) \mu \\
& =\sum_{j=0}^{p^{k}-1} F_{p}^{\otimes k}(b, j) \mu(j) \\
& =\sum_{j=0}^{p^{k}-1} \omega_{p}^{\mathbf{b} \cdot \mathbf{j}} \mu(j) . \tag{6.25}
\end{align*}
$$

Generalising from the case of the Walsh transform, this suggests the definition of the $a$-th order Fourier function evaluated at $b$ as

$$
f_{a}(b)=\omega_{p}^{\mathbf{b} \cdot \mathbf{a}}
$$

(compare to Equation $(6.7)$ ), so that if $Y \in\left(\mathbb{F}_{p}\right)^{k}$ is the random variable with mass function $\mu$, the eigenvalues may be written as

$$
\begin{equation*}
\lambda_{Y}(b)=\mathbb{E}\left[f_{b}(Y)\right] \tag{6.26}
\end{equation*}
$$

(compare to Equation (6.9)).
Lemma 149. The probability mass function $\mu_{Y}$ of a random variable $Y \in\left(\mathbb{F}_{p}\right)^{k}$ satisfies

$$
\left\|\mu_{Y}-\mu_{U}\right\|_{2}=\frac{1}{p^{k / 2}}\left\|\lambda_{Y}-\lambda_{U}\right\|_{2}
$$

Proof.

$$
\begin{align*}
\left\|\mu_{Y}-\mu_{U}\right\|_{2} & =\left\|\frac{F_{p}^{\otimes k}}{p^{k / 2}}\left(\mu_{Y}-\mu_{U}\right)\right\|_{2}  \tag{6.27}\\
& =\frac{1}{p^{k / 2}}\left\|\lambda_{Y}-\lambda_{U}\right\|_{2} \tag{6.28}
\end{align*}
$$

Corollary 150. If the elements $Y(j) \in \mathbb{F}_{p}$ are independent but not necessarily identically distributed,

$$
\left\|\mu_{Y}-\mu_{U}\right\|_{2}=\frac{1}{p^{k / 2}}\left\|\bigotimes_{j=0}^{k-1} \lambda_{Y(j)}-\lambda_{U}\right\|_{2}
$$

Proof. Since the $X(j)$ are independent, the probability mass function of $Y \in\left(\mathbb{F}_{p}\right)^{k}$ is

$$
\begin{aligned}
\mu_{Y} & =\mu_{Y(0)} \otimes \mu_{Y(1)} \otimes \ldots \mu_{Y(k-1)} \\
& =\bigotimes_{j=0}^{k-1} \mu_{Y(j)}
\end{aligned}
$$

and the eigenvalues will be

$$
\begin{aligned}
\lambda_{Y} & =F_{p}^{\otimes n} \mu_{Y} \\
& =\bigotimes_{j=0}^{k-1} F_{p} \mu_{Y(j)} \\
& =\bigotimes_{j=0}^{k-1} \lambda_{Y(j)}
\end{aligned}
$$

where the second step follows by the mixed-product property of the Kronecker product.

We can now extend Theorem 139 as follows.

Theorem 151. The total variation distance of a random vector $Y \in$ $\left(\mathbb{F}_{p}\right)^{k}$ from uniform,

$$
\begin{aligned}
\operatorname{TVD}(Y, \mathcal{U}) & =\frac{1}{2}\left\|\mu_{Y}-\mu_{U}\right\|_{1} \\
& =\frac{1}{2} \delta_{Y}
\end{aligned}
$$

is bounded by

$$
\begin{equation*}
\delta_{Y} \leq \sum_{\mathbf{b} \in\left(\mathbb{F}_{p}\right)^{k} \backslash \mathbf{0}}\left|\prod_{u=0}^{k-1} \lambda_{Y}(\mathbf{b}(u))\right| \tag{6.29}
\end{equation*}
$$

Proof. Each eigenvalue may be written as

$$
\lambda_{Y}(b)=\prod_{u=0}^{k-1} \lambda_{Y}(\mathbf{b}(u))
$$

The result follows directly from Lemma 149 and the known bound on vector spaces.

We can also extend Corollary 140 to establish a connection with the number of vectors of a specific Hamming weight, but in the nonbinary case we can also go into more detail if the full composition of each vector in the space is known, as in the following definition.

Definition 152. Let $s(\mathbf{b})$ be the composition of $\mathbf{b} \in\left(\mathbb{F}_{p}\right)^{k}$ such that $s_{j}(\mathbf{b})$ is the number of components of $\mathbf{b}$ equal to $j$.

$$
\begin{aligned}
s(\mathbf{b}) & =\left(s_{0}, s_{1}, \ldots s_{p-1}\right) \\
s_{j} & =|\{i \mid \mathbf{b}(i)=j\}|
\end{aligned}
$$

Let $W_{\left(\mathbb{F}_{p}\right)^{k}}(t)$ be the enumerator of the elements $\mathbf{b}$ having composition equal to $t$, with $t$ being a $p$-tuple summing to $k$ :

$$
\begin{aligned}
W_{\left(\mathbb{F}_{p}\right)^{k}}(t) & =\left|\left\{\mathbf{b} \in\left(\mathbb{F}_{p}\right)^{k} \mid s(\mathbf{b})=t\right\}\right| \\
t & \in T \subset \mathbb{N}^{p} \\
\sum_{j} t_{j} & =k
\end{aligned}
$$

then the number of $\mathbf{b}$ with Hamming weight equal to $l$ is

$$
A_{l}=\sum_{t} W(t) \quad t \in\left\{t_{0}=k-l\right\}
$$

In particular, if instead of $\mathbf{b} \in\left(\mathbb{F}_{p}\right)^{k}$ we consider a set of codewords $\mathbf{c} \in C$, the enumerator $W_{C}$ is the complete weight enumerator of $C$, and $A_{l}$ its weight distribution, as defined in [33] ch. $5 \S 6$.

Corollary 153. If each $Y(j)$ is i.i.d., the total variation distance of a random vector $Y \in\left(\mathbb{F}_{p}\right)^{k}$ from uniform is bounded by

$$
\begin{equation*}
\delta_{Y} \leq \sum_{t} W(t) \prod_{u=0}^{p-1}\left(\lambda_{Y(j)}(u)\right)^{t_{u}} \quad t \in\left\{t_{0}<k\right\} \tag{6.30}
\end{equation*}
$$

Without knowledge of the full spectrum of $Y(j)$ one may obtain a coarser bound using the second largest eigenvalue is $\lambda_{Y *}$, as in Definition 145:

$$
\begin{equation*}
\delta_{Y} \leq \sum_{l=1}^{k} A_{l} \lambda_{Y *}^{l} \tag{6.31}
\end{equation*}
$$

where $A_{l}$ is the number of $\mathbf{b} \in\left(\mathbb{F}_{p}\right)^{k}$ with Hamming weight $\mathrm{w}(\mathbf{b})=l$.

Proof. Each eigenvalue may further be written as

$$
\begin{aligned}
\lambda_{Y}(b) & =\prod_{u=0}^{k-1} \lambda_{Y}(\mathbf{b}(u)) \\
& =\prod_{u=0}^{k-1} \sum_{v=0}^{p-1} \omega_{p}^{\mathbf{b}(u) \cdot v} \mu_{Y(u)}(v),
\end{aligned}
$$

so all the $\mathbf{b}$ with identical composition $t$ will correspond to equal eigenvalues, leading directly to Equation (6.30). If the Hamming weight $\mathrm{w}(\mathbf{b}(u))=0$, then the $u$-th term of the product will be equal to 1; Equation (6.31) follows by considering the worst case $\lambda_{Y}(j)=$ $\lambda_{Y *} \forall j>0$.

### 6.2.4 Fourier bound on entropy extractors

In order to arrive at a bound involving the distribution of weights, we begin by showing there is an unique association between code words and eigenvalues, just as there was with the bias of individual bits in the binary case (see Theorem 141).

If $Y=G X$, with $X$ a random vector in $\left(\mathbb{F}_{p}\right)^{n}, G$ a generator matrix of an $(n, k, d)$ code over $\mathbb{F}_{p}$, we can establish a direct link
between eigenvalues of $Y$ and codewords of $G$ using Equation (6.26):

$$
\begin{align*}
\lambda_{Y}(b) & =\mathbb{E}\left[f_{b}(G X)\right] \\
& =\sum_{j=0}^{p^{n}-1} \omega_{p}^{\mathbf{b}^{T}} G_{\mathbf{j}} \mu_{X}(j) \\
& =\sum_{j=0}^{p^{n}-1} \omega_{p}^{\mathbf{c} \cdot \mathbf{j}} \mu_{X}(j) \tag{6.32}
\end{align*}
$$

with $\mathbf{c}=\mathbf{b}^{T} G$ a particular word of the code. Note that choosing a particular $(k \times n)$ matrix $G$ is equivalent to selecting the specific $p^{k}$ rows specified by all the $k$ codewords $\mathbf{c}$ that forms a subset of the $p^{n}$ rows of $F_{p}^{\otimes n}$ by which to multiply $\mu_{X}$.

Having noted this fundamental link in principle in the same manner as for the binary case (see Equation (6.16)), and having developed the required tools in Section 6.2.3, we can immediately state some more specific results for particular cases of practical interest, beginning with an extension of Theorem 151.

Theorem 154. Let $Y=G X$, where $X \in\left(\mathbb{F}_{p}\right)^{n}$ is a random vector of length $n$, with each entry being an independent but not necessarily identically distributed variable $X(j) \in \mathbb{F}_{p}$ with mass function $\mu_{X(j)} \in$ $\mathbb{R}^{p}$, and $G$ is the generator matrix of an $(n, k, d)$ linear code over $\mathbb{F}_{p}$. Then the b-th eigenvalue of the distribution of $Y$ is

$$
\begin{equation*}
\lambda_{Y}(b)=\prod_{j=0}^{n-1} \lambda_{X(j)}(\mathbf{c}(j)) \tag{6.33}
\end{equation*}
$$

where $\mathbf{c}(j) \in \mathbb{F}_{p}$ is the $j$-th symbol in the codeword $\mathbf{c}^{T}=\mathbf{b}^{T} G$.

Proof. The specific combination corresponding to a word $\mathbf{c}$ is from

Equation (6.32):

$$
\begin{aligned}
\lambda_{Y}(b) & =\sum_{j=0}^{p^{n}-1} \omega_{p}^{\mathbf{c} \cdot \mathbf{j}} \mu_{X(j)} \\
& =\prod_{u=0}^{n-1} \sum_{v=0}^{p-1} \omega_{p}^{\mathbf{c}(u) \cdot \mathbf{v}} \mu_{X(u)}(v) .
\end{aligned}
$$

Corollary 155. If all $X(j)$ are also i.i.d., the total variation distance of a random vector $Y \in\left(\mathbb{F}_{p}\right)^{k}$ from uniform is bounded by

$$
\begin{equation*}
\delta_{Y} \leq \sum_{t} W_{C}(t) \prod_{u=0}^{p-1}\left(\lambda_{X(j)}(u)\right)^{t_{u}} \quad t \in\left\{t_{0}<n\right\} \tag{6.34}
\end{equation*}
$$

Without knowledge of the full spectrum of $X(j)$ one may obtain a coarser bound using the second largest eigenvalue is $\lambda_{X *}$, as in Definition 145:

$$
\begin{equation*}
\delta_{Y} \leq \sum_{l=d}^{n} A_{l} \lambda_{X *}^{l} \tag{6.35}
\end{equation*}
$$

Here $W_{C}$ and $A_{l}$ are the complete weight enumerator and weight distribution of $C$, respectively, as in Definition 152.

Proof. The proof follows in the same manner as for Corollary 153.

The above can be viewed as a statement regarding the sum of $n$ random variables, each in $\mathbb{F}_{p}$ : if only $\mathrm{w}(\mathbf{c})$ symbols are nonzero, this corresponds to a sum of $\mathrm{w}(\mathbf{c})$ terms.

Corollary 156. Using the minimum distance d, one may obtain the bound

$$
\delta_{Y} \leq\left(p^{k}-1\right) \lambda_{X *}^{d}
$$

Note that all the results in this section extend to random vectors $X \in\left(\mathbb{F}_{p^{m}}\right)^{n}$, that is to sequences of random vectors taking values in $\mathbb{F}_{p^{m}}$ by using the right matrix to diagonalise the convolution matrix of the sum of two such variables in order to compute the eigenvalues, and assuming the symbols of the generator matrix are taken in the same field, i.e. the code is chosen over $\mathbb{F}_{p^{m}}$. Following Section 6.2.3, this may be done using the Kronecker product $F_{p}^{\otimes m n}$.

Comparing Corollaries 143 and 156, it appears that a bound based solely on the minimum distance quickly risks becoming far from sharp as the dimension of the underlying random variable $X(j)$ increases.

### 6.2.5 Non-linear codes

As shown in [28], it is possible to construct ad-hoc non-linear maps with better properties than linear ones for specific cases; it was also noted that for a given compression ratio $k / n$ of the output, there may exist non-linear codes with a greater minimum distance than any linear code. Since non-linear codes do not have a generator matrix $G$ they are not straightforward to cover using the tools developed thus far, but we may use some of them to frame the fundamental issue with non-linear maps, as we see it, in terms of examining the distribution of the product of random variables. Consider the special case $X_{1}, X_{0} \in \mathbb{F}_{2}$, and let their product be $P_{2}$; its mass function may be written as follows:

$$
\begin{aligned}
P_{2} & =X_{1} X_{0} \\
\mu_{P_{2}} & =\left[\begin{array}{ll}
1 & \mu_{X_{1}}(0) \\
0 & \mu_{X_{1}}(1)
\end{array}\right]\left[\begin{array}{l}
\mu_{X_{0}}(0) \\
\mu_{X_{0}}(1)
\end{array}\right]
\end{aligned}
$$

As long as neither $X_{0}$ or $X_{1}$ follow the categorical distribution with $\mathbb{P}(1)=1$, the probability of their product being zero is strictly greater
than either of the initial probabilities. By induction,

$$
\lim _{j \rightarrow \infty} \mu_{P_{j}}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

We may conclude that, while increasing the number of linear operations will lead to the uniform distribution in expectation, increasing the number of non-linear operations will in general lead to a worsening of the output distribution, except in very specific cases. By way of example, consider the two Bernoulli variables

$$
\begin{array}{rlrl}
B_{+} & \sim \mathcal{B}\left(2^{-1 / 2}\right), & B_{-} & \sim \mathcal{B}\left(1-2^{-1 / 2}\right) \\
\mu_{B_{+}} & =\left[\begin{array}{c}
1-2^{-1 / 2} \\
2^{-1 / 2}
\end{array}\right] & \mu_{B_{-}}=\left[\begin{array}{c}
2^{-1 / 2} \\
1-2^{-1 / 2}
\end{array}\right] .
\end{array}
$$

Note that the bias of these two random variables is identical; however, the distributions of their products are quite different:

$$
\mu_{B_{+} B_{+}}=\left[\begin{array}{l}
2^{-1} \\
2^{-1}
\end{array}\right] \quad \mu_{B_{-} B_{-}}=\left[\begin{array}{c}
2^{1 / 2}-\frac{1}{2} \\
\frac{3}{2}-2^{1 / 2}
\end{array}\right]
$$

While it is possible to find non-linear maps that are optimal in some specific cases, we observe that not only does repeated processing by non-linear maps in general lead to a worsening of the output, but it is also necessary to know or assume a specific distribution of the sequence to be processed to even attempt to find such a processing; even under the assumption of i.i.d. binary variables, knowledge of the bias of each bit is not sufficient.

## Chapter 7

## Other results

66 All truths are easy to understand once they are discovered; the point is to discover them.

Galileo Galilei

### 7.1 An improvement of known bounds on code parameters

Let $C$ be an $(n, M, d)_{q}$ optimal code, namely there is no code with same distance and size as $C$ whose length is strictly less than $n$. As seen in Chapter 2, many known bounds returns upper bounds on the size of codes once $n$ and $d$ are decided. Implicitly they refer to a code as an optimal one if it has the maximum number of codewords allowed to a code with chosen length and distance. We show how in some cases it is possible to improve many bounds by using our first definition of optimality.

Definition 157. Let $k$ and $d$ be positive integers. We denote with $n_{q}(k, d)$ a lower bound on the length $N_{q}(k, d)$ of an optimal code with combinatorial dimension $k$ and minimum distance $d$.

Lemma 158. $N_{q}(k, d) \geq N_{q}(k-1, d)+1$.

Proof. By contradiction, let $N_{q}(k, d)=N_{q}(k-1, d)$ and let $\bar{C}$ be an optimal $\left(N_{q}(k, d), M, d\right)_{q}$ code with combinatorial dimension $k$. We consider its subcodes $\bar{C}_{\alpha}$ of $\bar{C}$, with alpha ranging among all the elements of $\mathbb{F}_{q}$, consisting respectively of the codewords whose last coordinate is equal to $\alpha$. One of the $q$ subcodes has combinatorial dimension at least equal to $k-1$. This subcode is an $\left(N_{q}(k+\right.$ $\left.1, d), M^{\prime}, d\right)_{q}$ code, $q^{k-2}<M^{\prime}$, in which all codewords assume the same value in the last coordinate and can therefore be punctured. The result is an $\left(N_{q}(k+1, d)-1, M^{\prime}\right)_{q}$ code whose distance is at least d. By Lemma 24 we can decrease its distance till we reach $d$ and obtain an $\left(N_{q}(k+1, d)-1, M^{\prime}, d\right)_{2}$ which contradicts the assumption $N_{2}(k+1, d)=N_{2}(k, d)$.

Lemma 158 is a simple yet useful result, allowing improvements of known bounds.

Corollary 159. For any $d, N_{q}(k+\Delta, d) \geq N_{q}(k, d)+\Delta$. Therefore a lower bound contradicting $n_{q}(k+\Delta, d) \geq n_{q}(k, d)+\Delta$ can be improved.

We will make use of this corollary to obtain new results on the length of optimal codes by applying it to the following version of the Plotkin bound.

Theorem 160 (Plotkin Bound).

$$
n \geq\left\lceil\frac{q d}{q-1}\left(1-\frac{1}{M}\right)\right\rceil
$$

If a code has combinatorial dimension $k$, it has size at least equal to $q^{k-1}+1$, hence

$$
n \geq\left\lceil\frac{q d}{q-1}\left(1-\frac{1}{q^{k-1}+1}\right)\right\rceil
$$

The Plotkin bound, in its original formulation, can only be applied to codes whose lengths are smaller than $\frac{q d}{q-1}$. As a consequence of this requirement, the bound in Theorem 160 becomes useless whenever $\frac{q d}{q-1}<q^{k-1}+1$, i.e. whenever $k>\log _{q} d+1$. In this case Theorem 160 always return the value $\frac{q d}{q-1}$. This however contradicts Lemma 158 and leads us to the following result.

Theorem 161 (Bound D). Let $\omega=\frac{q}{q-1}$, let $k>\log _{q} d+1$ and let $r=\left\lfloor\log _{q} d\right\rfloor+1$. Then

$$
n \geq \omega d+k-r-1
$$

Proof. It follows by applying Lemma 158 to the Plotkin bound in Theorem 160.

Notice that the same arguments can be applied to codes whose combinatorial dimension is $k$, even though $M<q^{k}$. We obtain the following corollary.

Corollary 162. Let $n \geq \omega d$. Then

$$
A_{q}(n, d) \leq q^{n-\omega d+r+2}-1,
$$

where $A_{q}(n, d)$ is the maximum number of codewords of a code with length $n$ and minimum distance $d$, while $r=\left\lfloor\log _{q} d\right\rfloor+1$.

Proof. Let $C$ be an optimal $\left(n, A_{q}(n, d), d\right)_{q}$ code, with $n \geq \omega d$, and let $k$ be the combinatorial dimension of $C$. If $q^{k}>\omega d$ then $k>\log _{q} d+1$, the bound follows from Theorem 161. Otherwise we have $q^{k} \leq \omega d$, and we observe that

$$
\omega d<q^{r+1}-1 \leq q^{n-\omega d+r+2}-1,
$$

implying that $k \leq n-\omega d+r+1$.
In Table 7.1 we list several values of $n$ and $d$ for which the bound for $A_{2}(n, d)$ in Corollary 162 outperforms some known bounds in the case of binary codes. The comparison is made between the Elias bound, the Johnson bound and the Hamming bound. The list of parameters is not exhaustive, as the list of bounds for which the comparison can be done. From the brief experimental analysis, Corollary 162 provides stronger upper bounds for $A_{2}(n, d)$ than other bounds in a small range of lengths close to twice the minimum distance $d$. More detailed tables can be found in Appendix A.

### 7.2 The binary Möbius transform

Let $f:\left(\mathbb{F}_{2}\right)^{k} \rightarrow \mathbb{F}_{2}$ be a Boolean function. It is known that $f$ can be represented in an unique way as a square-free polynomial in $\mathbb{F}_{2}\left[x_{1}, \ldots, x_{k}\right]$, and so it is uniquely determined by a set of $2^{k}$ binary coefficients.

Let us consider now the module $R=\mathbb{F}_{2}[A]$, where $A$ is a set of variables $a_{e}$ whose indices are elements $e \in\left(\mathbb{F}_{2}\right)^{k}$, and let $f$ be a function $\left(\mathbb{F}_{2}\right)^{k} \rightarrow R$. As above, $f$ is uniquely identified as a square-free

| $n$ | $d$ | EB | JB | HB | Cor. 162 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 21 | 10 | 158 | 162 | 277 | 127 |
| 22 | 10 | 299 | 257 | 460 | 255 |
| 25 | 12 | 198 | 293 | 490 | 127 |
| 26 | 12 | 344 | 460 | 801 | 255 |
| 29 | 14 | 229 | 523 | 863 | 127 |
| 30 | 14 | 425 | 818 | 1397 | 255 |
| 37 | 18 | 320 | 1642 | 2656 | 255 |
| 38 | 18 | 551 | 2550 | 4237 | 511 |
| 41 | 20 | 349 | 2890 | 4641 | 255 |
| 42 | 20 | 633 | 4476 | 7365 | 511 |
| 45 | 22 | 385 | 5069 | 8094 | 255 |
| 46 | 22 | 719 | 7832 | 12786 | 511 |
| 49 | 24 | 428 | 8865 | 14087 | 255 |
| 50 | 24 | 770 | 13672 | 22169 | 511 |

Table 7.1: Some values of $(d, n)$ for which Corollary 162 outperforms some known bounds for binary codes. EB stands for Elias bound, JB for Johnson bound and HB for Hamming bound.
polynomial in $R\left[x_{1}, \ldots, x_{k}\right]$, and we are interested in the coefficients of $f$.
Let us denote with $X=\left(x_{1}, \ldots, x_{k}\right), e=\left(e_{1}, \ldots, e_{k}\right) \in\left(\mathbb{F}_{2}\right)^{k}$ and $X^{e}=x_{1}^{e_{1}} \cdots x_{k}^{e_{k}}$. We can therefore describe $f$ as the polinomial

$$
\begin{equation*}
f(X)=\sum_{e \in\left(\mathbb{F}_{2}\right)^{k}} a_{e} X^{e} \tag{7.1}
\end{equation*}
$$

where $a_{e} \in R$.
We are interested in the map

$$
\left(\mathbb{F}_{2}\right)^{k} \ni e \mapsto a_{e} \in R
$$

This map can itself be described as a square-free polynomial function

$$
\mathrm{a}_{f}:\left(\mathbb{F}_{2}\right)^{k} \rightarrow R .
$$

Definition 163. Let $f \in R[X]$ be a square-free polynomial. We denote with $\mathrm{a}_{f} \in R[e]$ the square-free polynomial associated to the function $\left(\mathbb{F}_{2}\right)^{k} \rightarrow R$ that send each $e \in\left(\mathbb{F}_{2}\right)^{k}$ to the coefficient $a_{e}$ corresponding to the monomial $a_{e} X^{e}$ in $f$. The function $a_{f}$ is called the binary Möbius transform of $f$.

The classical description of the binary Möbius transform arises from observing Equation 7.1. The value that $f$ assumes on a given point $b \in\left(\mathbb{F}_{2}\right)^{n}$ can be computed as

$$
f(b)=\sum_{e \preccurlyeq b} a_{e},
$$

where $e \preccurlyeq b$ if $\operatorname{supp}(e) \subseteq \operatorname{supp}(b)$. This follows directly from the fact that the evaluation at $b$ of a given monomial $X^{e}$ in $f$ is non-zero if and only if all variables in $X^{e}$ are non-zero at $b$, hence if and only if $\operatorname{supp}(e) \preccurlyeq \operatorname{supp}(b)$. Interesting enough, the converse is also true, namely

$$
a_{e}=\sum_{b \preccurlyeq e} f(b) .
$$

The proof of this fact can found e.g. in [9], alongside a divide-andconquer butterfly algorithm to compute the binary Möbius function of a given $f$. We remark that the algorithm is described as a way to compute the Absolute Normal Form of a Boolean function from its truth table.

We present here a closed formula to obtain the absolute normal form of the binary Möbius transform of a function. To our knowledge this formula does not appear in previous published works.

Theorem 164. The binary Möbius transform is a map from $R[X]$ to itself, which can be defined by the following map:

$$
\begin{array}{rlc}
\mathrm{a}: \mathbb{F}_{2}[X] & \rightarrow & \mathbb{F}_{2}[X] \\
f & \mapsto & \mathrm{a}_{f}=(1+X) \cdot f\left(\frac{X}{1+X}\right) \tag{7.2}
\end{array}
$$

Proof. Using the notation in Equation 7.1, $\mathrm{a}_{f}(e)=a_{e}$, where $a_{e}$ is the coefficient in $f$ of the monomial $X^{e}$. By Formula (7.2) the monomial $X^{e}$ is mapped to the polynomial $X^{e}(1+X)^{1+e}$, which is the only polynomial equal to 1 on $e \in\left(\mathbb{F}_{2}\right)^{n}$ only.

Example 4. We consider the Boolean function $\left(\mathbb{F}_{2}\right)^{2} \rightarrow\left(\mathbb{F}_{2}\right)^{1}$ defined by $f\left(x_{1}, x_{2}\right)=1+x_{1}+x_{1} x_{2}$. From $\mathrm{a}_{f}$ we expect $\mathrm{a}_{f}(0,0)=1, \mathrm{a}_{f}(1,0)=1$, $\mathrm{a}_{f}(0,1)=0$ and $\mathrm{a}_{f}(1,1)=1$. By Formula 7.2 we obtain

$$
\begin{aligned}
a_{f} & =\left(1+x_{1}\right)\left(1+x_{2}\right) f\left(\frac{x_{1}}{1+x_{1}}, \frac{x_{2}}{1+x_{2}}\right) \\
& =\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+\frac{x_{1}}{1+x_{1}}+\frac{x_{1} x_{2}}{\left(1+x_{1}\right)\left(1+x_{2}\right)}\right) \\
& =\left(1+x_{1}\right)\left(1+x_{2}\right)+x_{1}\left(1+x_{2}\right)+x_{1} x_{2} \\
& =1+x_{2}+x_{1} x_{2} .
\end{aligned}
$$

The truth table of the obtained function is as expected.

Using the definition of $\mathrm{a}_{f}$, the function $f$ can be written as

$$
f(X)=\sum_{e \in\left(\mathbb{F}_{2}\right)^{k}} \mathrm{a}_{f}(e) X^{e}
$$

Proposition 165. a is an involution.

Proof. By Theorem 164 we have

$$
\mathrm{a}_{f}\left(x_{1} \ldots, x_{k}\right)=\left(1+x_{1}\right) \cdots\left(1+x_{k}\right) \cdot f\left(\frac{x_{1}}{1+x_{1}}, \ldots, \frac{x_{k}}{1+x_{k}}\right)
$$

then,

$$
\mathrm{a}\left(\mathrm{a}_{f}\right)=\prod_{j=1}^{k}\left(1+x_{j}\right) \cdot \prod_{h=1}^{k}\left(1+\frac{x_{h}}{1+x_{h}}\right) \cdot f\left(\frac{\frac{x_{1}}{1+x_{1}}}{1+\frac{x_{1}}{1+x_{1}}}, \ldots, \frac{\frac{x_{k}}{1+x_{k}}}{1+\frac{x_{k}}{1+x_{k}}}\right) .
$$

Since $1+\frac{x}{1+x}=\frac{1}{1+x}$, by computation we obtain

$$
\mathrm{a}\left(\mathrm{a}_{\mathrm{f}}\right)\left(x_{1}, \ldots, x_{k}\right)=f\left(x_{1}, \ldots, x_{k}\right)
$$

Suppose now to know the evaluation vector $v$ of a map

$$
f:\left(\mathbb{F}_{2}\right)^{k} \rightarrow \mathbb{F}_{2}
$$

Due to Proposition 165, we known that $v$ is the set of the coefficients of the binary Möbius transform of $f$, so

$$
\mathrm{a}_{f}=\sum_{e \in\left(\mathbb{F}_{2}\right)^{k}} v_{e} X^{e} .
$$

By applying the binary Möbius transform to $\mathrm{a}_{f}$ we can retrieve $f$.
Example 5. Let $f$ be a polynomial map from $\left(\mathbb{F}_{2}\right)^{3}$ to $\mathbb{F}_{2}$, defined by the following relationships:

$$
\left\{\begin{array}{l}
f(0,0,0)=1 \\
f(0,0,1)=0 \\
f(0,1,0)=1 \\
f(0,1,1)=0 \\
f(1,0,0)=0 \\
f(1,0,1)=1 \\
f(1,1,0)=0 \\
f(1,1,1)=0
\end{array}\right.
$$

Denoting with $X=\left(x_{1}, x_{2}, x_{3}\right)$, the binary Möbius transform of $f$ is therefore

$$
\mathrm{a}_{f}=X^{(0,0,0)}+X^{(0,1,0)}+X^{(1,0,1)}=1+x_{2}+x_{1} x_{3} .
$$

We apply the transform to $1+x_{2}+x_{1} x_{3}$, namely

$$
f=\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right)\left(1+\frac{x_{2}}{1+x_{2}}+\frac{x_{1} x_{3}}{\left(1+x_{2}\right)\left(1+x_{3}\right)}\right)
$$

hence

$$
f=1+x_{1}+x_{3}+x_{1} x_{2} x_{3} .
$$

We consider now the following two problems:

## Problem 1:

Let $L=\left\{f_{1}, \ldots, f_{m}\right\}$ be polynomials in $\mathbb{F}_{2}[X]$, with $X=\left(x_{1}, \ldots, x_{n}\right)$.
We consider the ideal $I$ generated by $L$ and we want to prove that the variety of $I$ contains points in $\left(\mathbb{F}_{2}\right)^{n}$. This is equivalent to show that the variety of the ideal $J=\langle L, E\rangle$ is not empty, where $E=$ $\left\{x_{1}^{2}+x_{1}, \ldots, x_{n}^{2}+x_{n}\right\}$ is the set of the field equations.

## Problem 2:

Let $F=\left(f_{1}(X), \ldots, f_{m}(X)\right)$ be a vectorial Boolean map $\left(\mathbb{F}_{2}\right)^{n} \rightarrow$ $\left(\mathbb{F}_{2}\right)^{m}$. We want to show that the zero vector belongs to the image of $F$.

Proposition 166. Problem 1 and Problem 2 are equivalent.
Proof. Let $P$ be a point of the variety of $J$. Since $E \subset J, P$ belongs to $\left(\mathbb{F}_{2}\right)^{n}$ and since $L \subset J$ then $f_{i}(P)=0$ for each $i=1, \ldots, m$. This implies that the Boolean function $F=\left(f_{1}, \ldots, f_{m}\right)$ evaluated at $P$ is the zero vector.

On the other hand, each point $Q$ sent to zero by $F$ are elements of $\left(\mathbb{F}_{2}\right)^{n}$ for which $f_{i}(Q)=0$ for all $i=1, \ldots, m$. This implies that they belong to the variety of $J$.

Lemma 167. Let $g$ and $h$ be two Boolean functions and let $v_{g}$ and $v_{h}$ be their evaluation vectors. The evaluation vector $v_{\phi}$ of the map $\phi=1+(1+g)(1+h)$ is given by the $O R$ between $v_{g}$ and $v_{h}$.

Proof. $\phi(P)=0$ if and only if both $f$ and $g$ are zero at $P$. This is equivalent to say that both $v_{g}$ and $v_{h}$ have a zero in the same coordinate $j$ if and only if $v_{\phi}$ is zero in the coordinate $j$.

Theorem 168. Let $F=\left(f_{1}, \ldots, f_{m}\right)$ be a vectorial Boolean function. Then $0 \in \operatorname{Im}(F)$ if and only if the Boolean function

$$
\bar{\varphi}=1+\left(1+f_{1}\right) \cdots\left(1+f_{m}\right)
$$

is not the constant map 1.
Proof. $0 \in \operatorname{Im}(F)$ if and only if the evaluation vectors $v_{1}, \ldots, v_{m}$ of the Boolean functions $f_{1}, \ldots, f_{m}$ have at least a zero in a common position. By Lemma 167 this can happen if and only if the evaluation vector of $\bar{\varphi}$ have at least a zero, and the only map without zeros in its evaluation vector is the constant map 1.

Corollary 169. Let $L=\left\{f_{1}, \ldots, f_{m}\right\}$ be polynomials in $\mathbb{F}_{2}[X]$, let $E=\left\{x_{1}^{2}+x_{1}, \ldots, x_{n}^{2}+x_{n}\right\}$ be the set of the field equations and let $J=$ $\langle L, E\rangle$. Then $J=\langle 1\rangle$ if and only the map $\varphi=\left(1+f_{1}\right) \cdots\left(1+f_{m}\right)$ is equal to 0 .

Proof. It follows directly from Proposition 166 and Theorem 168.

We remark that Corollary 169 provides a method for testing whether the variety of an ideal $J$ in $\mathbb{F}_{2}[X]$ containing the field equations is empty or not, hence it is equivalent to Hilbert's Nullstellensatz.

### 7.3 A probabilistic algorithm for the weight distribution

We considered in Chapter 6.2 the use of linear code generator matrices as whitening functions for the output of a random number generator, and showed therein that the weight distribution of the code uniquely determines the distribution of the resulting random variable.

It is unfortunate that weight distributions are not readily available for many codes; we therefore turn the problem on its head and use random output of a specified quality to estimate the weight distribution. We note from the outset that this is a highly inefficient solution to the problem of computing weight distributions, costing a few orders of magnitude more than simply enumerating every single weight; we describe it purely for the sake of curiosity, and in the hope that improvements may be found. Furthermore, although the framework can be extended to non-binary codes, the inefficiency of the algorithm prompts us to consider the binary case only for the moment.

We begin by recalling how we can tie the distribution of the input random bit stream $X$ to that of the processed output $Y=G X$, with $G$ the generator matrix of a linear binary $[n, k, d]_{2}$ code used as a compression function on $n$ bits of $X$. The characteristic function of a random variable with mass function $\mu$ is its inverse Fourier transform, which in the binary case is the Hadamard or Walsh transform:

$$
\chi_{Y}=H \mu_{Y}
$$

Let the balance of a random bit be defined as $\beta=1-2 \mathbb{E}[B]$. This definition is not usual in the sense that it is not symmetric, choosing the opposite order of bits will change the sign; the more usual quantity to measure is the bias $\varepsilon / 2=|\beta| / 2$, but we here require $\beta$ as above.

We can summarise our main reasoning as follows:

1. the $b$-th row of $H \mu_{Y}$ corresponds to the $c$-th row of $H \mu_{X}$, selected by the codeword $c^{T}=b^{T} G$;
2. if the individual bits of $X$ are i.i.d. with balance $\beta$, the $c$-th row of $H \mu_{X}$ equals the characteristic function of a linear combination of $\mathrm{w}(c)$ bits, with $\mathrm{w}(c)$ the Hamming weight of $c$; hence, the $b$-th row of $H \mu_{Y}$ is equal to $\beta^{\mathrm{w}(c)}$.
3. If we don't know the full weight distribution $\left\{A_{l}\right\}_{l}$ of the corresponding code $\mathcal{C}$ but we do know the generator matrix $G$, we
can apply the compression function to a stream of independent bits of specified balance and estimate $A$ from the characteristic function of the compressed stream $Y$.

Item 1 can be seen as follows. The $b$-th row of the transform can be written as an expected value in terms of the $b$-th Walsh function

$$
\begin{aligned}
\chi_{Y}(b) & =\mathbb{E}\left[h_{b}(Y)\right] \\
& =\mathbb{E}\left[(-1)^{\mathbf{b} \cdot Y}\right] \\
& =\mathbb{E}\left[(-1)^{\mathbf{b} \cdot G X}\right] \\
& =\sum_{x=0}^{2^{n}-1}(-1)^{\mathbf{b} \cdot G \mathbf{x}} \mu_{X}(x) \\
& =\sum_{x=0}^{2^{n}-1}(-1)^{\mathbf{c} \cdot \mathbf{x}} \mu_{X}(x) \\
& =\mathbb{E}\left[h_{c}(X)\right]
\end{aligned}
$$

Item 2 relies on the assumption of independence. The Hadamard matrix of size $2^{k}$ can always be decomposed using the Kronecker product; the same is true for the mass function $\mu_{X}$ only if each $X_{j}$ is independent of the others:

$$
\begin{aligned}
H_{2^{k}} & =H_{2}^{\otimes k} \\
\mu_{X} & =\mu_{X_{j}}^{\otimes k} \\
H_{2^{k}} \mu_{X} & =\bigotimes_{j=0}^{n} H_{2} \mu_{X_{j}}
\end{aligned}
$$

If each $X_{j}$ is also identically distributed, then each $H_{2} \mu_{X_{j}}=(1, \beta)^{T}$. By the ordering induced by the Kronecker product, considering row $c$ of the result, the value 1 will be selected in the $j$-th term of the product whenever the $j$-th bit of the binary representation of $c$ is equal to 0 , whence we deduce that $\chi_{X}(c)=\beta^{\mathrm{w}(c)}$.

Note that the zeroth word will always lead to a value of 1 , which we can safely ignore by considering the variable $\chi=\chi_{Y}-\chi_{\mathcal{U}}$, and
the uniform distribution over whatever space $Y$ is defined will always have a bias of 0 . Assuming no special ordering of the words can be found, we can treat $\chi$ as a random variable to be sampled.

The resulting algorithm is as follows:

1. generate $N$ strings $x$ of $n$ independent random bits each with a fixed balance $\beta$;
2. compute $y=G x$ for each string;
3. estimate the mass function of $Y$ using the $N$ resulting samples;
4. compute $\hat{l}=\log _{\varepsilon}\left|H_{2}^{\otimes k} \mu_{Y}\right|$ to recover the exponents estimating the weights;
5. round $\hat{l}$ to the nearest integer.

The above is of course specific to binary codes, for instance in the use of $\beta$ and the absolute value.

This algorithm clearly compares unfavourably to the deterministic, brute-force solution: given $G$, one can simply compute every single word of the code by cycling through all $2^{k}$ possible messages $y$ and performing a matrix multiplication $y^{T} G$ for each of them. This yields the full list of codewords, from which $A$ may be immediately deduced. By contrast, as described above we need to estimate the probability of each $y$ occurring by repeated sampling, which will likely take 100 samples per message, depending on the required accuracy, meaning $100 \cdot 2^{k}$ multiplications $G x$. We can see an example of this in Figures 7.1 and 7.2 , showing $\chi_{Y}$ after applying the generator matrix of a $\mathrm{BCH}(7,4,3)$ code as a compression function on bitstreams with a range of $\beta$ and two separate values of $N$. For reference, the weight distribution of this code is $A=[1,0,0,7,7,0,0,1]$. To provide a more realistic example we also considered the generator matrix of the $\mathrm{BCH}(33,13$, 5) code with increasing sample size; results are exemplified in Figures 7.3 and 7.4. The estimated distribution does not appear to be close


Figure 7.1: Row values of the characteristic function of the processed bit stream, as a function of the $\mathbb{P}(1)$ of each of the i.i.d. bits of the stream, compared with powers of $\chi_{j}$. These results are obtained using 2000 samples.


Figure 7.2: Row values of the characteristic function of the processed bit stream, as a function of the $\mathbb{P}(1)$ of each of the i.i.d. bits of the stream, compared with powers of $\chi_{j}$. These results are obtained using $2^{k}=16$ samples.


Figure 7.3: Application of the weight estimation algorithm by processing of a bit stream with $\mathbb{P}(1)=0.1$ by the generator matrix of the $\operatorname{BCH}(33,13,5)$ code.
to the known values even with $2^{k+2}$ samples (recall that $2^{k}$ operations would be the brute-force deterministic method cost). The overestimate of high weights does not appear to be related to a high $\mathbb{P}(1)$, i.e. a higher likelihood of sampling high-weight codewords. We also note that even with $2^{k}$ samples the algorithm fails to correctly estimate the minimum distance, returning a non-zero estimate of words of a smaller weight.


Figure 7.4: Application of the weight estimation algorithm by processing of a bit stream with $\mathbb{P}(1)=0.9$ by the generator matrix of the $\mathrm{BCH}(33,13,5)$ code.

## Appendix A

## Tables of bounds

In this chapter we list some values obtained from some bounds presented in this work. We use the following notations:

EB Elias bound.
JB Johnson bound.
SB Singleton bound.
HB Hamming bound.
PB Plotkin bound.
bA bound A, as in Proposition 109.
bB bound B. We use Corollary 112 for the binary case in Section A.1, and Corollary 111 in the other sections.
bC bound C, as in Proposition 113.
bD bound D , as in Theorem 161.
Each section deals with codes respectively over $\mathbb{F}_{2}, \mathbb{F}_{3}, \mathbb{F}_{4}, \mathbb{F}_{5}, \mathbb{F}_{7}$ and $\mathbb{F}_{8}$. Each table contains lower bounds for a fixed distance and several combinatorial dimensions.
To ease the comparison, each bound is converted to a lower bound on $N_{q}\left(q^{k}, d\right)$, and in each table, for each dimension $k$, we highlight in bold the stronger lower bounds on $n$. Notice that bound A and bound

B are bounds for $S_{q}(k, d)$.
We remark that most of the distance-dimension pairs used in the following sections are outside the Plotkin range, and in such cases the Plotkin bound is constant.

## A. 1 Bounds for codes in $\mathbb{F}_{2}$

| $\boldsymbol{q}=\mathbf{2}$ |  | $\boldsymbol{d}=\mathbf{4}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | $\mathbf{E B}$ | $\mathbf{J B}$ | $\mathbf{S B}$ | $\mathbf{H B}$ | $\mathbf{P B}$ | $\mathbf{b A}$ | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{7}$ | $\mathbf{7}$ | 6 | 6 | $\mathbf{7}$ | $\mathbf{7}$ | $\mathbf{7}$ | 3 | - |
| 4 | $\mathbf{8}$ | $\mathbf{8}$ | 7 | 7 | $\mathbf{8}$ | $\mathbf{8}$ | $\mathbf{8}$ | 3 | $\mathbf{8}$ |
| 5 | 9 | $\mathbf{1 0}$ | 8 | 9 | 8 | 9 | 9 | 3 | 9 |
| 6 | 10 | $\mathbf{1 1}$ | 9 | 10 | 8 | 10 | 10 | 3 | 10 |
| 7 | 11 | $\mathbf{1 2}$ | 10 | 11 | 8 | 11 | 11 | 3 | 11 |
| 8 | 12 | $\mathbf{1 3}$ | 11 | 12 | 8 | 12 | 12 | 3 | 12 |
| 9 | 13 | $\mathbf{1 4}$ | 12 | 13 | 8 | 13 | 13 | 3 | 13 |
| 10 | 14 | $\mathbf{1 5}$ | 13 | 14 | 8 | 14 | 14 | 3 | 14 |
| 11 | $\mathbf{1 6}$ | $\mathbf{1 6}$ | 14 | 15 | 8 | 15 | 15 | 3 | 15 |
| 12 | 17 | $\mathbf{1 8}$ | 15 | 17 | 8 | 16 | 16 | 3 | 16 |
| 13 | 18 | $\mathbf{1 9}$ | 16 | 18 | 8 | 17 | 17 | 3 | 17 |
| 14 | 19 | $\mathbf{2 0}$ | 17 | 19 | 8 | 18 | 18 | 3 | 18 |
| 15 | 20 | $\mathbf{2 1}$ | 18 | 20 | 8 | 19 | 19 | 3 | 19 |
| 16 | 21 | $\mathbf{2 2}$ | 19 | 21 | 8 | 20 | 20 | 7 | 20 |
| 17 | 22 | $\mathbf{2 3}$ | 20 | 22 | 8 | 21 | 21 | 7 | 21 |
| 18 | 23 | $\mathbf{2 4}$ | 21 | 23 | 8 | 22 | 22 | 7 | 22 |
| 19 | 24 | $\mathbf{2 5}$ | 22 | 24 | 8 | 23 | 23 | 7 | 23 |
| 20 | 25 | $\mathbf{2 6}$ | 23 | 25 | 8 | 24 | 24 | 7 | 24 |
| 21 | 26 | $\mathbf{2 7}$ | 24 | 26 | 8 | 25 | 25 | 7 | 25 |
| 22 | 27 | $\mathbf{2 8}$ | 25 | 27 | 8 | 26 | 26 | 7 | 26 |
| 23 | 28 | $\mathbf{2 9}$ | 26 | 28 | 8 | 27 | 27 | 7 | 27 |
| 24 | 29 | $\mathbf{3 0}$ | 27 | 29 | 8 | 28 | 28 | 7 | 28 |
| 25 | 30 | $\mathbf{3 1}$ | 28 | 30 | 8 | 29 | 29 | 7 | 29 |
| 26 | $\mathbf{3 2}$ | $\mathbf{3 2}$ | 29 | 31 | 8 | 30 | 30 | 7 | 30 |
| 27 | 33 | $\mathbf{3 4}$ | 30 | 33 | 8 | 31 | 31 | 7 | 31 |
| 28 | 34 | $\mathbf{3 5}$ | 31 | 34 | 8 | 32 | 32 | 7 | 32 |

Table A.1: Bounds for codes with $q=2, d=4,3 \leq k \leq 28$.

$$
q=2, \quad d=6
$$

| k | EB | JB | SB | HB | PB | bA | bB | bC | bD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 10 | 10 | 8 | 9 | 11 | 10 | 11 | 3 | - |
| 4 | 11 | 12 | 9 | 10 | 12 | 11 | 12 | 3 | 12 |
| 5 | 12 | 13 | 10 | 12 | 12 | 12 | 13 | 3 | 13 |
| 6 | 13 | 14 | 11 | 13 | 12 | 13 | 14 | 3 | 14 |
| 7 | 14 | 15 | 12 | 14 | 12 | 14 | 15 | 3 | 15 |
| 8 | 15 | 16 | 13 | 15 | 12 | 15 | 16 | 3 | 16 |
| 9 | 17 | 18 | 14 | 17 | 12 | 16 | 17 | 3 | 17 |
| 10 | 18 | 19 | 15 | 18 | 12 | 17 | 18 | 3 | 18 |
| 11 | 19 | 20 | 16 | 19 | 12 | 18 | 19 | 3 | 19 |
| 12 | 20 | 21 | 17 | 20 | 12 | 19 | 20 | 3 | 20 |
| 13 | 21 | 22 | 18 | 21 | 12 | 20 | 21 | 3 | 21 |
| 14 | 22 | 24 | 19 | 22 | 12 | 21 | 22 | 3 | 22 |
| 15 | 24 | 25 | 20 | 24 | 12 | 22 | 23 | 3 | 23 |
| 16 | 25 | 26 | 21 | 25 | 12 | 23 | 24 | 9 | 24 |
| 17 | 26 | 27 | 22 | 26 | 12 | 24 | 25 | 9 | 25 |
| 18 | 27 | 28 | 23 | 27 | 12 | 25 | 26 | 9 | 26 |
| 19 | 28 | 29 | 24 | 28 | 12 | 26 | 27 | 9 | 27 |
| 20 | 29 | 30 | 25 | 29 | 12 | 27 | 28 | 9 | 28 |
| 21 | 30 | 31 | 26 | 30 | 12 | 28 | 29 | 9 | 29 |
| 22 | 31 | 33 | 27 | 31 | 12 | 29 | 30 | 9 | 30 |
| 23 | 33 | 34 | 28 | 33 | 12 | 30 | 31 | 9 | 31 |
| 24 | 34 | 35 | 29 | 34 | 12 | 31 | 32 | 9 | 32 |
| 25 | 35 | 36 | 30 | 35 | 12 | 32 | 33 | 9 | 33 |
| 26 | 36 | 37 | 31 | 36 | 12 | 33 | 34 | 9 | 34 |
| 27 | 37 | 38 | 32 | 37 | 12 | 34 | 35 | 9 | 35 |
| 28 | 38 | 39 | 33 | 38 | 12 | 35 | 36 | 9 | 36 |
| 29 | 39 | 40 | 34 | 39 | 12 | 36 | 37 | 9 | 37 |
| 30 | 40 | 41 | 35 | 40 | 12 | 37 | 38 | 9 | 38 |

Table A.2: Bounds for codes with $q=2, d=6,3 \leq k \leq 30$.

$$
q=2, \quad d=8
$$

| k | EB | JB | SB | HB | PB | bA | bB | bC | bD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 13 | 12 | 10 | 11 | 14 | 13 | 14 | 6 | - |
| 4 | 15 | 14 | 11 | 13 | 15 | 14 | 15 | 7 | - |
| 5 | 16 | 16 | 12 | 14 | 16 | 15 | 16 | 7 | 16 |
| 6 | 16 | 17 | 13 | 16 | 16 | 16 | 17 | 7 | 17 |
| 7 | 18 | 18 | 14 | 17 | 16 | 17 | 18 | 7 | 18 |
| 8 | 19 | 20 | 15 | 18 | 16 | 18 | 19 | 7 | 19 |
| 9 | 20 | 21 | 16 | 20 | 16 | 19 | 20 | 7 | 20 |
| 10 | 21 | 22 | 17 | 21 | 16 | 20 | 21 | 7 | 21 |
| 11 | 22 | 23 | 18 | 22 | 16 | 21 | 22 | 7 | 22 |
| 12 | 23 | 24 | 19 | 23 | 16 | 22 | 23 | 7 | 23 |
| 13 | 25 | 26 | 20 | 25 | 16 | 23 | 24 | 7 | 24 |
| 14 | 26 | 27 | 21 | 26 | 16 | 24 | 25 | 7 | 25 |
| 15 | 27 | 28 | 22 | 27 | 16 | 25 | 26 | 7 | 26 |
| 16 | 28 | 29 | 23 | 28 | 16 | 26 | 27 | 15 | 27 |
| 17 | 29 | 31 | 24 | 29 | 16 | 27 | 28 | 15 | 28 |
| 18 | 31 | 32 | 25 | 31 | 16 | 28 | 29 | 15 | 29 |
| 19 | 32 | 33 | 26 | 32 | 16 | 29 | 30 | 15 | 30 |
| 20 | 33 | 34 | 27 | 33 | 16 | 30 | 31 | 15 | 31 |
| 21 | 34 | 35 | 28 | 34 | 16 | 31 | 32 | 15 | 32 |
| 22 | 35 | 36 | 29 | 35 | 16 | 32 | 33 | 15 | 33 |
| 23 | 36 | 37 | 30 | 36 | 16 | 33 | 34 | 15 | 34 |
| 24 | 37 | 39 | 31 | 38 | 16 | 34 | 35 | 15 | 35 |
| 25 | 39 | 40 | 32 | 39 | 16 | 35 | 36 | 15 | 36 |
| 26 | 40 | 41 | 33 | 40 | 16 | 36 | 37 | 15 | 37 |
| 27 | 41 | 42 | 34 | 41 | 16 | 37 | 38 | 15 | 38 |
| 28 | 42 | 43 | 35 | 42 | 16 | 38 | 39 | 15 | 39 |
| 29 | 43 | 44 | 36 | 43 | 16 | 39 | 40 | 15 | 40 |
| 30 | 44 | 45 | 37 | 44 | 16 | 40 | 41 | 15 | 41 |

Table A.3: Bounds for codes with $q=2, d=8,3 \leq k \leq 30$.


Table A.4: Bounds for codes with $q=2, d=10,3 \leq k \leq 30$.


Table A.5: Bounds for codes with $q=2, d=12,3 \leq k \leq 30$.

| $q=2, \quad d=14$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | EB | JB | SB | HB | PB | bA | bB | bC | bD |
| 3 | 23 | 20 | 16 | 18 | 25 | 22 | 25 | 7 | - |
| 4 | 25 | 21 | 17 | 20 | 27 | 23 | 27 | 7 | - |
| 5 | 27 | 23 | 18 | 22 | 28 | 24 | 28 | 7 | 28 |
| 6 | 28 | 25 | 19 | 24 | 28 | 25 | 29 | 7 | 29 |
| 7 | 29 | 27 | 20 | 25 | 28 | 26 | 30 | 7 | 30 |
| 8 | 30 | 28 | 21 | 27 | 28 | 27 | 31 | 7 | 31 |
| 9 | 31 | 29 | 22 | 28 | 28 | 28 | 32 | 7 | 32 |
| 10 | 32 | 31 | 23 | 30 | 28 | 29 | 33 | 7 | 33 |
| 11 | 33 | 32 | 24 | 31 | 28 | 30 | 34 | 7 | 34 |
| 12 | 35 | 34 | 25 | 33 | 28 | 31 | 35 | 7 | 35 |
| 13 | 36 | 35 | 26 | 34 | 28 | 32 | 36 | 7 | 36 |
| 14 | 37 | 36 | 27 | 35 | 28 | 33 | 37 | 7 | 37 |
| 15 | 38 | 38 | 28 | 37 | 28 | 34 | 38 | 7 | 38 |
| 16 | 39 | 39 | 29 | 38 | 28 | 35 | 39 | 21 | 39 |
| 17 | 41 | 41 | 30 | 39 | 28 | 36 | 40 | 21 | 40 |
| 18 | 42 | 42 | 31 | 41 | 28 | 37 | 41 | 21 | 41 |
| 19 | 43 | 43 | 32 | 42 | 28 | 38 | 42 | 21 | 42 |
| 20 | 44 | 44 | 33 | 43 | 28 | 39 | 43 | 21 | 43 |
| 21 | 45 | 46 | 34 | 44 | 28 | 40 | 44 | 21 | 44 |
| 22 | 47 | 47 | 35 | 46 | 28 | 41 | 45 | 21 | 45 |
| 23 | 48 | 48 | 36 | 47 | 28 | 42 | 46 | 21 | 46 |
| 24 | 49 | 49 | 37 | 48 | 28 | 43 | 47 | 21 | 47 |
| 25 | 50 | 50 | 38 | 49 | 28 | 44 | 48 | 21 | 48 |
| 26 | 51 | 52 | 39 | 51 | 28 | 45 | 49 | 21 | 49 |
| 27 | 52 | 53 | 40 | 52 | 28 | 46 | 50 | 21 | 50 |
| 28 | 53 | 54 | 41 | 53 | 28 | 47 | 51 | 21 | 51 |
| 29 | 54 | 55 | 42 | 54 | 28 | 48 | 52 | 21 | 52 |
| 30 | 56 | 56 | 43 | 55 | 28 | 49 | 53 | 21 | 53 |

Table A.6: Bounds for codes with $q=2, d=14,3 \leq k \leq 30$.


Table A.7: Bounds for codes with $q=2, d=16,3 \leq k \leq 30$.


Table A.8: Bounds for codes with $q=2, d=18,3 \leq k \leq 30$.

| $q=2, \quad d=20$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | EB | JB | SB | HB | PB | bA | bB | bC | bD |
| 3 | 31 | 27 | 22 | 25 | 35 | 31 | 32 | 15 | - |
| 4 | 36 | 29 | 23 | 27 | 38 | 32 | 34 | 15 | - |
| 5 | 38 | 30 | 24 | 29 | 39 | 33 | 35 | 15 | - |
| 6 | 39 | 32 | 25 | 31 | 40 | 34 | 36 | 15 | 40 |
| 7 | 40 | 34 | 26 | 33 | 40 | 35 | 37 | 15 | 41 |
| 8 | 41 | 36 | 27 | 35 | 40 | 36 | 38 | 15 | 42 |
| 9 | 42 | 38 | 28 | 37 | 40 | 37 | 39 | 15 | 43 |
| 10 | 43 | 40 | 29 | 38 | 40 | 38 | 40 | 15 | 44 |
| 11 | 45 | 41 | 30 | 40 | 40 | 39 | 41 | 15 | 45 |
| 12 | 46 | 42 | 31 | 41 | 40 | 40 | 42 | 15 | 46 |
| 13 | 47 | 44 | 32 | 43 | 40 | 41 | 43 | 15 | 47 |
| 14 | 48 | 45 | 33 | 44 | 40 | 42 | 44 | 15 | 48 |
| 15 | 50 | 47 | 34 | 46 | 40 | 43 | 45 | 15 | 49 |
| 16 | 51 | 48 | 35 | 47 | 40 | 44 | 46 | 35 | 50 |
| 17 | 52 | 50 | 36 | 48 | 40 | 45 | 47 | 35 | 51 |
| 18 | 53 | 51 | 37 | 50 | 40 | 46 | 48 | 35 | 52 |
| 19 | 54 | 52 | 38 | 51 | 40 | 47 | 49 | 35 | 53 |
| 20 | 56 | 54 | 39 | 53 | 40 | 48 | 50 | 35 | 54 |
| 21 | 57 | 55 | 40 | 54 | 40 | 49 | 51 | 35 | 55 |
| 22 | 58 | 56 | 41 | 55 | 40 | 50 | 52 | 35 | 56 |
| 23 | 59 | 58 | 42 | 57 | 40 | 51 | 53 | 35 | 57 |
| 24 | 61 | 59 | 43 | 58 | 40 | 52 | 54 | 35 | 58 |
| 25 | 62 | 60 | 44 | 59 | 40 | 53 | 55 | 35 | 59 |
| 26 | 63 | 62 | 45 | 61 | 40 | 54 | 56 | 35 | 60 |
| 27 | 64 | 63 | 46 | 62 | 40 | 55 | 57 | 35 | 61 |
| 28 | 65 | 64 | 47 | 63 | 40 | 56 | 58 | 35 | 62 |
| 29 | 66 | 66 | 48 | 64 | 40 | 57 | 59 | 35 | 63 |
| 30 | 67 | 67 | 49 | 66 | 40 | 58 | 60 | 35 | 64 |

Table A.9: Bounds for codes with $q=2, d=20,3 \leq k \leq 30$.

| $q=2, \quad d=22$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | EB | JB | SB | HB | PB | bA | bB | bC | bD |
| 3 | 35 | 29 | 24 | 27 | 39 | 34 | 34 | 11 | - |
| 4 | 39 | 31 | 25 | 30 | 42 | 35 | 36 | 11 | - |
| 5 | 42 | 33 | 26 | 32 | 43 | 36 | 37 | 11 | - |
| 6 | 43 | 35 | 27 | 34 | 44 | 37 | 38 | 11 | 44 |
| 7 | 44 | 37 | 28 | 36 | 44 | 38 | 39 | 11 | 45 |
| 8 | 45 | 39 | 29 | 37 | 44 | 39 | 40 | 11 | 46 |
| 9 | 46 | 40 | 30 | 39 | 44 | 40 | 41 | 11 | 47 |
| 10 | 47 | 42 | 31 | 41 | 44 | 41 | 42 | 11 | 48 |
| 11 | 48 | 44 | 32 | 42 | 44 | 42 | 43 | 11 | 49 |
| 12 | 50 | 45 | 33 | 44 | 44 | 43 | 44 | 11 | 50 |
| 13 | 51 | 47 | 34 | 46 | 44 | 44 | 45 | 11 | 51 |
| 14 | 52 | 48 | 35 | 47 | 44 | 45 | 46 | 11 | 52 |
| 15 | 53 | 50 | 36 | 49 | 44 | 46 | 47 | 11 | 53 |
| 16 | 55 | 51 | 37 | 50 | 44 | 47 | 48 | 33 | 54 |
| 17 | 56 | 53 | 38 | 51 | 44 | 48 | 49 | 33 | 55 |
| 18 | 57 | 54 | 39 | 53 | 44 | 49 | 50 | 33 | 56 |
| 19 | 58 | 55 | 40 | 54 | 44 | 50 | 51 | 33 | 57 |
| 20 | 60 | 57 | 41 | 56 | 44 | 51 | 52 | 33 | 58 |
| 21 | 61 | 58 | 42 | 57 | 44 | 52 | 53 | 33 | 59 |
| 22 | 62 | 60 | 43 | 58 | 44 | 53 | 54 | 33 | 60 |
| 23 | 63 | 61 | 44 | 60 | 44 | 54 | 55 | 33 | 61 |
| 24 | 64 | 62 | 45 | 61 | 44 | 55 | 56 | 33 | 62 |
| 25 | 66 | 64 | 46 | 62 | 44 | 56 | 57 | 33 | 63 |
| 26 | 67 | 65 | 47 | 64 | 44 | 57 | 58 | 33 | 64 |
| 27 | 68 | 66 | 48 | 65 | 44 | 58 | 59 | 33 | 65 |
| 28 | 69 | 67 | 49 | 66 | 44 | 59 | 60 | 33 | 66 |
| 29 | 71 | 69 | 50 | 68 | 44 | 60 | 61 | 33 | 67 |
| 30 | 72 | 70 | 51 | 69 | 44 | 61 | 62 | 33 | 68 |

Table A.10: Bounds for codes with $q=2, d=22,3 \leq k \leq 30$.

## A. 2 Bounds for codes in $\mathbb{F}_{3}$

$$
q=3, \quad d=6
$$

| $\mathbf{k}$ | EB | SB | HB | PB | bB | bC | bD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $\mathbf{9}$ | 8 | 8 | $\mathbf{9}$ | $\mathbf{9}$ | 8 | $\mathbf{9}$ |
| 4 | $\mathbf{1 0}$ | 9 | 9 | 9 | $\mathbf{1 0}$ | 8 | $\mathbf{1 0}$ |
| 5 | $\mathbf{1 1}$ | 10 | 10 | 9 | $\mathbf{1 1}$ | 8 | $\mathbf{1 1}$ |
| 6 | $\mathbf{1 2}$ | 11 | 11 | 9 | $\mathbf{1 2}$ | 8 | $\mathbf{1 2}$ |
| 7 | $\mathbf{1 3}$ | 12 | $\mathbf{1 3}$ | 9 | $\mathbf{1 3}$ | 8 | $\mathbf{1 3}$ |
| 8 | $\mathbf{1 4}$ | 13 | $\mathbf{1 4}$ | 9 | $\mathbf{1 4}$ | 8 | $\mathbf{1 4}$ |
| 9 | $\mathbf{1 5}$ | 14 | $\mathbf{1 5}$ | 9 | $\mathbf{1 5}$ | 8 | $\mathbf{1 5}$ |
| 10 | $\mathbf{1 6}$ | 15 | $\mathbf{1 6}$ | 9 | $\mathbf{1 6}$ | 8 | $\mathbf{1 6}$ |
| 11 | $\mathbf{1 8}$ | 16 | 17 | 9 | 17 | 8 | 17 |

Table A.11: Bounds for codes with $q=3, d=6,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{3}, \boldsymbol{d}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | 10 | 9 | 10 | $\mathbf{1 1}$ | 10 | 7 | $\mathbf{1 1}$ |
| 4 | 11 | 10 | 11 | 11 | 11 | 7 | $\mathbf{1 2}$ |
| 5 | 12 | 11 | 12 | 11 | 12 | 7 | $\mathbf{1 3}$ |
| 6 | 13 | 12 | $\mathbf{1 4}$ | 11 | 13 | 7 | $\mathbf{1 4}$ |
| 7 | 14 | 13 | $\mathbf{1 5}$ | 11 | 14 | 7 | $\mathbf{1 5}$ |
| 8 | $\mathbf{1 6}$ | 14 | $\mathbf{1 6}$ | 11 | 15 | 7 | $\mathbf{1 6}$ |
| 9 | $\mathbf{1 7}$ | 15 | $\mathbf{1 7}$ | 11 | 16 | 7 | $\mathbf{1 7}$ |
| 10 | 18 | 16 | $\mathbf{1 9}$ | 11 | 17 | 7 | 18 |
| 11 | 19 | 17 | $\mathbf{2 0}$ | 11 | 18 | 7 | 19 |

Table A.12: Bounds for codes with $q=3, d=7,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{3}, \boldsymbol{c} \boldsymbol{d}=\mathbf{8}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | EB | SB | HB | PB | bB | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 2}$ | 10 | 10 | $\mathbf{1 2}$ | 11 | 8 | $\mathbf{1 2}$ |
| 4 | 12 | 11 | 11 | 12 | 12 | 8 | $\mathbf{1 3}$ |
| 5 | 13 | 12 | 12 | 12 | 13 | 8 | $\mathbf{1 4}$ |
| 6 | $\mathbf{1 5}$ | 13 | 14 | 12 | 14 | 8 | $\mathbf{1 5}$ |
| 7 | $\mathbf{1 6}$ | 14 | 15 | 12 | 15 | 8 | $\mathbf{1 6}$ |
| 8 | $\mathbf{1 7}$ | 15 | 16 | 12 | 16 | 8 | $\mathbf{1 7}$ |
| 9 | $\mathbf{1 8}$ | 16 | 17 | 12 | 17 | 8 | $\mathbf{1 8}$ |
| 10 | $\mathbf{1 9}$ | 17 | $\mathbf{1 9}$ | 12 | 18 | 8 | $\mathbf{1 9}$ |
| 11 | $\mathbf{2 0}$ | 18 | $\mathbf{2 0}$ | 12 | 19 | 8 | $\mathbf{2 0}$ |
| 12 | $\mathbf{2 1}$ | 19 | $\mathbf{2 1}$ | 12 | 20 | 8 | $\mathbf{2 1}$ |

Table A.13: Bounds for codes with $q=3, d=8,3 \leq k \leq 12$.

$$
q=3, \quad d=9
$$

| $\mathbf{k}$ | $\mathbf{E B}$ | SB | $\mathbf{H B}$ | $\mathbf{P B}$ | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $\mathbf{1 3}$ | 11 | 12 | $\mathbf{1 3}$ | $\mathbf{1 3}$ | $\mathbf{1 3}$ | - |
| 4 | $\mathbf{1 4}$ | 12 | 13 | $\mathbf{1 4}$ | $\mathbf{1 4}$ | 13 | $\mathbf{1 4}$ |
| 5 | $\mathbf{1 5}$ | 13 | 14 | 14 | $\mathbf{1 5}$ | 13 | $\mathbf{1 5}$ |
| 6 | $\mathbf{1 6}$ | 14 | $\mathbf{1 6}$ | 14 | $\mathbf{1 6}$ | 13 | $\mathbf{1 6}$ |
| 7 | $\mathbf{1 7}$ | 15 | $\mathbf{1 7}$ | 14 | $\mathbf{1 7}$ | 13 | $\mathbf{1 7}$ |
| 8 | $\mathbf{1 8}$ | 16 | $\mathbf{1 8}$ | 14 | $\mathbf{1 8}$ | 13 | $\mathbf{1 8}$ |
| 9 | 19 | 17 | $\mathbf{2 0}$ | 14 | 19 | 13 | 19 |
| 10 | 20 | 18 | $\mathbf{2 1}$ | 14 | 20 | 13 | 20 |
| 11 | $\mathbf{2 2}$ | 19 | $\mathbf{2 2}$ | 14 | 21 | 13 | 21 |
| 12 | $\mathbf{2 3}$ | 20 | $\mathbf{2 3}$ | 14 | 22 | 13 | 22 |

Table A.14: Bounds for codes with $q=3, d=9,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{3}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{k}=\mathbf{1 0}$ |  |  |  |  |  |  |  |
| 3 | $\mathbf{E B}$ | SB | HB | $\mathbf{P B}$ | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 4 | 14 | 12 | 12 | $\mathbf{1 5}$ | 14 | 10 | - |
| 5 | $\mathbf{1 6}$ | 14 | 13 | $\mathbf{1 5}$ | $\mathbf{1 5}$ | 10 | $\mathbf{1 5}$ |
| 6 | $\mathbf{1 7}$ | 15 | 16 | 15 | $\mathbf{1 6}$ | 10 | $\mathbf{1 6}$ |
| 7 | $\mathbf{1 8}$ | 16 | 17 | 15 | $\mathbf{1 8}$ | 10 | $\mathbf{1 7}$ |
| 8 | $\mathbf{2 0}$ | 17 | 18 | 15 | 19 | 10 | 19 |
| 9 | $\mathbf{2 1}$ | 18 | 20 | 15 | 20 | 10 | 20 |
| 10 | $\mathbf{2 2}$ | 19 | 21 | 15 | 21 | 10 | 21 |
| 11 | $\mathbf{2 3}$ | 20 | 22 | 15 | 22 | 10 | 22 |
| 12 | $\mathbf{2 4}$ | 21 | 23 | 15 | 23 | 10 | 23 |

Table A.15: Bounds for codes with $q=3, d=10,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{3}$ |  |  |  |  |  |  | $\boldsymbol{d}=\mathbf{1 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | EB | SB | HB | PB | bB | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 6}$ | 13 | 13 | $\mathbf{1 6}$ | 15 | 11 | - |
| 4 | $\mathbf{1 7}$ | 14 | 15 | $\mathbf{1 7}$ | 16 | 11 | $\mathbf{1 7}$ |
| 5 | $\mathbf{1 8}$ | 15 | 16 | 17 | 17 | 11 | $\mathbf{1 8}$ |
| 6 | $\mathbf{1 9}$ | 16 | 18 | 17 | 18 | 11 | $\mathbf{1 9}$ |
| 7 | $\mathbf{2 0}$ | 17 | 19 | 17 | 19 | 11 | $\mathbf{2 0}$ |
| 8 | $\mathbf{2 1}$ | 18 | $\mathbf{2 1}$ | 17 | 20 | 11 | $\mathbf{2 1}$ |
| 9 | $\mathbf{2 2}$ | 19 | $\mathbf{2 2}$ | 17 | 21 | 11 | $\mathbf{2 2}$ |
| 10 | $\mathbf{2 3}$ | 20 | $\mathbf{2 3}$ | 17 | 22 | 11 | $\mathbf{2 3}$ |
| 11 | $\mathbf{2 4}$ | 21 | $\mathbf{2 4}$ | 17 | 23 | 11 | $\mathbf{2 4}$ |
| 12 | 25 | 22 | $\mathbf{2 6}$ | 17 | 24 | 11 | 25 |

Table A.16: Bounds for codes with $q=3, d=11,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{3}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{1 2}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | $\mathbf{P B}$ | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | 17 | 14 | 13 | $\mathbf{1 8}$ | 16 | 16 | - |
| 4 | $\mathbf{1 8}$ | 15 | 15 | $\mathbf{1 8}$ | 17 | 16 | $\mathbf{1 8}$ |
| 5 | $\mathbf{1 9}$ | 16 | 16 | 18 | 18 | 16 | $\mathbf{1 9}$ |
| 6 | $\mathbf{2 0}$ | 17 | 18 | 18 | 19 | 16 | $\mathbf{2 0}$ |
| 7 | $\mathbf{2 1}$ | 18 | 19 | 18 | 20 | 16 | $\mathbf{2 1}$ |
| 8 | $\mathbf{2 2}$ | 19 | 21 | 18 | 21 | 16 | $\mathbf{2 2}$ |
| 9 | $\mathbf{2 3}$ | 20 | 22 | 18 | 22 | 16 | $\mathbf{2 3}$ |
| 10 | $\mathbf{2 5}$ | 21 | 23 | 18 | 23 | 16 | 24 |
| 11 | $\mathbf{2 6}$ | 22 | 24 | 18 | 24 | 16 | 25 |
| 12 | $\mathbf{2 7}$ | 23 | 26 | 18 | 25 | 16 | 26 |

Table A.17: Bounds for codes with $q=3, d=12,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{3}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{1 3}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 9}$ | 15 | 15 | $\mathbf{1 9}$ | 17 | 13 | - |
| 4 | $\mathbf{2 0}$ | 16 | 17 | $\mathbf{2 0}$ | 18 | 13 | $\mathbf{2 0}$ |
| 5 | 20 | 17 | 18 | 20 | 19 | 13 | $\mathbf{2 1}$ |
| 6 | 21 | 18 | 20 | 20 | 20 | 13 | $\mathbf{2 2}$ |
| 7 | $\mathbf{2 3}$ | 19 | 21 | 20 | 21 | 13 | $\mathbf{2 3}$ |
| 8 | $\mathbf{2 4}$ | 20 | 23 | 20 | 22 | 13 | $\mathbf{2 4}$ |
| 9 | $\mathbf{2 5}$ | 21 | 24 | 20 | 23 | 13 | $\mathbf{2 5}$ |
| 10 | $\mathbf{2 6}$ | 22 | 25 | 20 | 24 | 13 | $\mathbf{2 6}$ |
| 11 | $\mathbf{2 7}$ | 23 | $\mathbf{2 7}$ | 20 | 25 | 13 | $\mathbf{2 7}$ |
| 12 | $\mathbf{2 8}$ | 24 | $\mathbf{2 8}$ | 20 | 26 | 13 | $\mathbf{2 8}$ |

Table A.18: Bounds for codes with $q=3, d=13,3 \leq k \leq 12$.

## A. 3 Bounds for codes in $\mathbb{F}_{4}$

$$
q=4, \quad d=9
$$

| $\mathbf{k}$ | EB | SB | HB | PB | bB | bC | bD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $\mathbf{1 2}$ | 11 | 11 | $\mathbf{1 2}$ | $\mathbf{1 2}$ | 9 | $\mathbf{1 2}$ |
| 4 | $\mathbf{1 3}$ | 12 | 12 | 12 | $\mathbf{1 3}$ | 9 | $\mathbf{1 3}$ |
| 5 | $\mathbf{1 4}$ | 13 | $\mathbf{1 4}$ | 12 | $\mathbf{1 4}$ | 9 | $\mathbf{1 4}$ |
| 6 | $\mathbf{1 5}$ | 14 | $\mathbf{1 5}$ | 12 | $\mathbf{1 5}$ | 9 | $\mathbf{1 5}$ |
| 7 | $\mathbf{1 6}$ | 15 | $\mathbf{1 6}$ | 12 | $\mathbf{1 6}$ | 9 | $\mathbf{1 6}$ |
| 8 | $\mathbf{1 7}$ | 16 | $\mathbf{1 7}$ | 12 | $\mathbf{1 7}$ | 9 | $\mathbf{1 7}$ |
| 9 | 18 | 17 | $\mathbf{1 9}$ | 12 | 18 | 9 | 18 |
| 10 | $\mathbf{2 0}$ | 18 | $\mathbf{2 0}$ | 12 | 19 | 9 | 19 |
| 11 | $\mathbf{2 1}$ | 19 | $\mathbf{2 1}$ | 12 | 20 | 9 | 20 |

Table A.19: Bounds for codes with $q=4, d=9,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{4}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 0}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | 13 | 12 | 11 | $\mathbf{1 4}$ | 13 | 10 | $\mathbf{1 4}$ |
| 4 | 14 | 13 | 12 | 14 | 14 | 10 | $\mathbf{1 5}$ |
| 5 | 15 | 14 | 14 | 14 | 15 | 10 | $\mathbf{1 6}$ |
| 6 | 16 | 15 | 15 | 14 | 16 | 10 | $\mathbf{1 7}$ |
| 7 | 17 | 16 | 16 | 14 | 17 | 10 | $\mathbf{1 8}$ |
| 8 | $\mathbf{1 9}$ | 17 | 17 | 14 | 18 | 10 | $\mathbf{1 9}$ |
| 9 | $\mathbf{2 0}$ | 18 | 19 | 14 | 19 | 10 | $\mathbf{2 0}$ |
| 10 | $\mathbf{2 1}$ | 19 | 20 | 14 | 20 | 10 | $\mathbf{2 1}$ |
| 11 | $\mathbf{2 2}$ | 20 | 21 | 14 | 21 | 10 | $\mathbf{2 2}$ |

Table A.20: Bounds for codes with $q=4, d=10,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{4}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{k}$ | $\mathbf{E B}$ | SB | HB | $\mathbf{P B}$ | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 5}$ | 13 | 12 | $\mathbf{1 5}$ | 14 | 11 | $\mathbf{1 5}$ |
| 4 | 15 | 14 | 14 | 15 | 15 | 11 | $\mathbf{1 6}$ |
| 5 | 16 | 15 | 15 | 15 | 16 | 11 | $\mathbf{1 7}$ |
| 6 | 17 | 16 | 17 | 15 | 17 | 11 | $\mathbf{1 8}$ |
| 7 | $\mathbf{1 9}$ | 17 | 18 | 15 | 18 | 11 | $\mathbf{1 9}$ |
| 8 | $\mathbf{2 0}$ | 18 | 19 | 15 | 19 | 11 | $\mathbf{2 0}$ |
| 9 | $\mathbf{2 1}$ | 19 | 20 | 15 | 20 | 11 | $\mathbf{2 1}$ |
| 10 | $\mathbf{2 2}$ | 20 | $\mathbf{2 2}$ | 15 | 21 | 11 | $\mathbf{2 2}$ |
| 11 | $\mathbf{2 3}$ | 21 | $\mathbf{2 3}$ | 15 | 22 | 11 | $\mathbf{2 3}$ |
| 12 | $\mathbf{2 4}$ | 22 | $\mathbf{2 4}$ | 15 | 23 | 11 | $\mathbf{2 4}$ |

Table A.21: Bounds for codes with $q=4, d=11,3 \leq k \leq 12$.

| $q=4, \quad d=12$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | EB | SB | HB | PB | bB | bC | bD |
| 3 | 16 | 14 | 12 | 16 | 16 | 15 | 16 |
| 4 | 17 | 15 | 14 | 16 | 17 | 15 | 17 |
| 5 | 18 | 16 | 15 | 16 | 18 | 15 | 18 |
| 6 | 19 | 17 | 17 | 16 | 19 | 15 | 19 |
| 7 | 20 | 18 | 18 | 16 | 20 | 15 | 20 |
| 8 | 21 | 19 | 19 | 16 | 21 | 15 | 21 |
| 9 | 22 | 20 | 20 | 16 | 22 | 15 | 22 |
| 10 | 23 | 21 | 22 | 16 | 23 | 15 | 23 |
| 11 | 24 | 22 | 23 | 16 | 24 | 15 | 24 |
| 12 | 25 | 23 | 24 | 16 | 25 | 15 | 25 |

Table A.22: Bounds for codes with $q=4, d=12,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{4 ,}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | 17 | 15 | 14 | $\mathbf{1 8}$ | 17 | 13 | $\mathbf{1 8}$ |
| 4 | 18 | 16 | 16 | 18 | 18 | 13 | $\mathbf{1 9}$ |
| 5 | 19 | 17 | 17 | 18 | 19 | 13 | $\mathbf{2 0}$ |
| 6 | 20 | 18 | 18 | 18 | 20 | 13 | $\mathbf{2 1}$ |
| 7 | 21 | 19 | 20 | 18 | 21 | 13 | $\mathbf{2 2}$ |
| 8 | 22 | 20 | 21 | 18 | 22 | 13 | $\mathbf{2 3}$ |
| 9 | 23 | 21 | 22 | 18 | 23 | 13 | $\mathbf{2 4}$ |
| 10 | 24 | 22 | 24 | 18 | 24 | 13 | $\mathbf{2 5}$ |
| 11 | 25 | 23 | 25 | 18 | 25 | 13 | $\mathbf{2 6}$ |
| 12 | 26 | 24 | 26 | 18 | 26 | 13 | $\mathbf{2 7}$ |

Table A.23: Bounds for codes with $q=4, d=13,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{4}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 4}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | bB | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 9}$ | 16 | 14 | $\mathbf{1 9}$ | 18 | 14 | $\mathbf{1 9}$ |
| 4 | 19 | 17 | 16 | 19 | 19 | 14 | $\mathbf{2 0}$ |
| 5 | 20 | 18 | 17 | 19 | 20 | 14 | $\mathbf{2 1}$ |
| 6 | 21 | 19 | 18 | 19 | 21 | 14 | $\mathbf{2 2}$ |
| 7 | 22 | 20 | 20 | 19 | 22 | 14 | $\mathbf{2 3}$ |
| 8 | 23 | 21 | 21 | 19 | 23 | 14 | $\mathbf{2 4}$ |
| 9 | $\mathbf{2 5}$ | 22 | 22 | 19 | 24 | 14 | $\mathbf{2 5}$ |
| 10 | $\mathbf{2 6}$ | 23 | 24 | 19 | 25 | 14 | $\mathbf{2 6}$ |
| 11 | $\mathbf{2 7}$ | 24 | 25 | 19 | 26 | 14 | $\mathbf{2 7}$ |
| 12 | $\mathbf{2 8}$ | 25 | 26 | 19 | 27 | 14 | $\mathbf{2 8}$ |

Table A.24: Bounds for codes with $q=4, d=14,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{4 ,}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{1 5}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 0}$ | 17 | 16 | $\mathbf{2 0}$ | 19 | 15 | $\mathbf{2 0}$ |
| 4 | $\mathbf{2 1}$ | 18 | 17 | 20 | 20 | 15 | $\mathbf{2 1}$ |
| 5 | 21 | 19 | 19 | 20 | 21 | 15 | $\mathbf{2 2}$ |
| 6 | 22 | 20 | 20 | 20 | 22 | 15 | $\mathbf{2 3}$ |
| 7 | $\mathbf{2 4}$ | 21 | 22 | 20 | 23 | 15 | $\mathbf{2 4}$ |
| 8 | $\mathbf{2 5}$ | 22 | 23 | 20 | 24 | 15 | $\mathbf{2 5}$ |
| 9 | $\mathbf{2 6}$ | 23 | 24 | 20 | 25 | 15 | $\mathbf{2 6}$ |
| 10 | $\mathbf{2 7}$ | 24 | 26 | 20 | 26 | 15 | $\mathbf{2 7}$ |
| 11 | $\mathbf{2 8}$ | 25 | 27 | 20 | 27 | 15 | $\mathbf{2 8}$ |
| 12 | $\mathbf{2 9}$ | 26 | 28 | 20 | 28 | 15 | $\mathbf{2 9}$ |

Table A.25: Bounds for codes with $q=4, d=15,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{4}$ |  | $\boldsymbol{d}=\mathbf{1 6}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 1}$ | 18 | 16 | $\mathbf{2 1}$ | $\mathbf{2 1}$ | $\mathbf{2 1}$ | - |
| 4 | $\mathbf{2 2}$ | 19 | 17 | $\mathbf{2 2}$ | $\mathbf{2 2}$ | 21 | $\mathbf{2 2}$ |
| 5 | $\mathbf{2 3}$ | 20 | 19 | 22 | $\mathbf{2 3}$ | 21 | $\mathbf{2 3}$ |
| 6 | $\mathbf{2 4}$ | 21 | 20 | 22 | $\mathbf{2 4}$ | 21 | $\mathbf{2 4}$ |
| 7 | $\mathbf{2 5}$ | 22 | 22 | 22 | $\mathbf{2 5}$ | 21 | $\mathbf{2 5}$ |
| 8 | $\mathbf{2 6}$ | 23 | 23 | 22 | $\mathbf{2 6}$ | 21 | $\mathbf{2 6}$ |
| 9 | $\mathbf{2 7}$ | 24 | 24 | 22 | $\mathbf{2 7}$ | 21 | $\mathbf{2 7}$ |
| 10 | $\mathbf{2 8}$ | 25 | 26 | 22 | $\mathbf{2 8}$ | 21 | $\mathbf{2 8}$ |
| 11 | $\mathbf{2 9}$ | 26 | 27 | 22 | $\mathbf{2 9}$ | 21 | $\mathbf{2 9}$ |
| 12 | $\mathbf{3 0}$ | 27 | 28 | 22 | $\mathbf{3 0}$ | 21 | $\mathbf{3 0}$ |

Table A.26: Bounds for codes with $q=4, d=16,3 \leq k \leq 12$.

## A. 4 Bounds for codes in $\mathbb{F}_{5}$

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}=\mathbf{1 1}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 4}$ | 13 | 12 | $\mathbf{1 4}$ | $\mathbf{1 4}$ | 11 | $\mathbf{1 4}$ |
| 4 | $\mathbf{1 5}$ | 14 | 13 | 14 | $\mathbf{1 5}$ | 11 | $\mathbf{1 5}$ |
| 5 | $\mathbf{1 6}$ | 15 | 15 | 14 | $\mathbf{1 6}$ | 11 | $\mathbf{1 6}$ |
| 6 | $\mathbf{1 7}$ | 16 | 16 | 14 | $\mathbf{1 7}$ | 11 | $\mathbf{1 7}$ |
| 7 | $\mathbf{1 8}$ | 17 | 17 | 14 | $\mathbf{1 8}$ | 11 | $\mathbf{1 8}$ |
| 8 | $\mathbf{1 9}$ | 18 | 18 | 14 | $\mathbf{1 9}$ | 11 | $\mathbf{1 9}$ |
| 9 | $\mathbf{2 0}$ | 19 | $\mathbf{2 0}$ | 14 | $\mathbf{2 0}$ | 11 | $\mathbf{2 0}$ |
| 10 | $\mathbf{2 1}$ | 20 | $\mathbf{2 1}$ | 14 | $\mathbf{2 1}$ | 11 | $\mathbf{2 1}$ |
| 11 | $\mathbf{2 2}$ | 21 | $\mathbf{2 2}$ | 14 | $\mathbf{2 2}$ | 11 | $\mathbf{2 2}$ |

Table A.27: Bounds for codes with $q=5, d=11,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 2}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 5}$ | 14 | 12 | $\mathbf{1 5}$ | $\mathbf{1 5}$ | 12 | $\mathbf{1 5}$ |
| 4 | $\mathbf{1 6}$ | 15 | 13 | 15 | $\mathbf{1 6}$ | 12 | $\mathbf{1 6}$ |
| 5 | $\mathbf{1 7}$ | 16 | 15 | 15 | $\mathbf{1 7}$ | 12 | $\mathbf{1 7}$ |
| 6 | $\mathbf{1 8}$ | 17 | 16 | 15 | $\mathbf{1 8}$ | 12 | $\mathbf{1 8}$ |
| 7 | $\mathbf{1 9}$ | 18 | 17 | 15 | $\mathbf{1 9}$ | 12 | $\mathbf{1 9}$ |
| 8 | $\mathbf{2 0}$ | 19 | 18 | 15 | $\mathbf{2 0}$ | 12 | $\mathbf{2 0}$ |
| 9 | $\mathbf{2 1}$ | 20 | 20 | 15 | $\mathbf{2 1}$ | 12 | $\mathbf{2 1}$ |
| 10 | $\mathbf{2 2}$ | 21 | 21 | 15 | $\mathbf{2 2}$ | 12 | $\mathbf{2 2}$ |
| 11 | $\mathbf{2 4}$ | 22 | 22 | 15 | 23 | 12 | 23 |

Table A.28: Bounds for codes with $q=5, d=12,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c} \boldsymbol{d}=\mathbf{1 3}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | bB | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | 16 | 15 | 13 | $\mathbf{1 7}$ | 16 | 13 | $\mathbf{1 7}$ |
| 4 | 17 | 16 | 15 | 17 | 17 | 13 | $\mathbf{1 8}$ |
| 5 | 18 | 17 | 16 | 17 | 18 | 13 | $\mathbf{1 9}$ |
| 6 | 19 | 18 | 18 | 17 | 19 | 13 | $\mathbf{2 0}$ |
| 7 | 20 | 19 | 19 | 17 | 20 | 13 | $\mathbf{2 1}$ |
| 8 | 21 | 20 | 20 | 17 | 21 | 13 | $\mathbf{2 2}$ |
| 9 | 22 | 21 | 22 | 17 | 22 | 13 | $\mathbf{2 3}$ |
| 10 | $\mathbf{2 4}$ | 22 | 23 | 17 | 23 | 13 | $\mathbf{2 4}$ |
| 11 | $\mathbf{2 5}$ | 23 | 24 | 17 | 24 | 13 | $\mathbf{2 5}$ |
| 12 | $\mathbf{2 6}$ | 24 | 25 | 17 | 25 | 13 | $\mathbf{2 6}$ |

Table A.29: Bounds for codes with $q=5, d=13,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 4}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | bB | bC | bD |
| 3 | $\mathbf{1 8}$ | 16 | 14 | $\mathbf{1 8}$ | 17 | 14 | $\mathbf{1 8}$ |
| 4 | 18 | 17 | 15 | 18 | 18 | 14 | $\mathbf{1 9}$ |
| 5 | 19 | 18 | 16 | 18 | 19 | 14 | $\mathbf{2 0}$ |
| 6 | 20 | 19 | 18 | 18 | 20 | 14 | $\mathbf{2 1}$ |
| 7 | 21 | 20 | 19 | 18 | 21 | 14 | $\mathbf{2 2}$ |
| 8 | $\mathbf{2 3}$ | 21 | 20 | 18 | 22 | 14 | $\mathbf{2 3}$ |
| 9 | $\mathbf{2 4}$ | 22 | 22 | 18 | 23 | 14 | $\mathbf{2 4}$ |
| 10 | $\mathbf{2 5}$ | 23 | 23 | 18 | 24 | 14 | $\mathbf{2 5}$ |
| 11 | $\mathbf{2 6}$ | 24 | 24 | 18 | 25 | 14 | $\mathbf{2 6}$ |
| 12 | $\mathbf{2 7}$ | 25 | 25 | 18 | 26 | 14 | $\mathbf{2 7}$ |

Table A.30: Bounds for codes with $q=5, d=14,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{1 5}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 9}$ | 17 | 15 | $\mathbf{1 9}$ | $\mathbf{1 9}$ | 18 | $\mathbf{1 9}$ |
| 4 | $\mathbf{2 0}$ | 18 | 16 | 19 | $\mathbf{2 0}$ | 18 | $\mathbf{2 0}$ |
| 5 | $\mathbf{2 1}$ | 19 | 18 | 19 | $\mathbf{2 1}$ | 18 | $\mathbf{2 1}$ |
| 6 | 21 | 20 | 19 | 19 | $\mathbf{2 2}$ | 18 | $\mathbf{2 2}$ |
| 7 | $\mathbf{2 3}$ | 21 | 21 | 19 | $\mathbf{2 3}$ | 18 | $\mathbf{2 3}$ |
| 8 | $\mathbf{2 4}$ | 22 | 22 | 19 | $\mathbf{2 4}$ | 18 | $\mathbf{2 4}$ |
| 9 | $\mathbf{2 5}$ | 23 | 23 | 19 | $\mathbf{2 5}$ | 18 | $\mathbf{2 5}$ |
| 10 | $\mathbf{2 6}$ | 24 | 25 | 19 | $\mathbf{2 6}$ | 18 | $\mathbf{2 6}$ |
| 11 | $\mathbf{2 7}$ | 25 | 26 | 19 | $\mathbf{2 7}$ | 18 | $\mathbf{2 7}$ |
| 12 | $\mathbf{2 8}$ | 26 | 27 | 19 | $\mathbf{2 8}$ | 18 | $\mathbf{2 8}$ |

Table A.31: Bounds for codes with $q=5, d=15,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 6}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 0}$ | 18 | 16 | $\mathbf{2 0}$ | $\mathbf{2 0}$ | 16 | $\mathbf{2 0}$ |
| 4 | $\mathbf{2 1}$ | 19 | 16 | 20 | $\mathbf{2 1}$ | 16 | $\mathbf{2 1}$ |
| 5 | $\mathbf{2 2}$ | 20 | 18 | 20 | $\mathbf{2 2}$ | 16 | $\mathbf{2 2}$ |
| 6 | $\mathbf{2 3}$ | 21 | 19 | 20 | $\mathbf{2 3}$ | 16 | $\mathbf{2 3}$ |
| 7 | $\mathbf{2 4}$ | 22 | 21 | 20 | $\mathbf{2 4}$ | 16 | $\mathbf{2 4}$ |
| 8 | $\mathbf{2 5}$ | 23 | 22 | 20 | $\mathbf{2 5}$ | 16 | $\mathbf{2 5}$ |
| 9 | $\mathbf{2 6}$ | 24 | 23 | 20 | $\mathbf{2 6}$ | 16 | $\mathbf{2 6}$ |
| 10 | $\mathbf{2 7}$ | 25 | 25 | 20 | $\mathbf{2 7}$ | 16 | $\mathbf{2 7}$ |
| 11 | $\mathbf{2 8}$ | 26 | 26 | 20 | $\mathbf{2 8}$ | 16 | $\mathbf{2 8}$ |
| 12 | $\mathbf{2 9}$ | 27 | 27 | 20 | $\mathbf{2 9}$ | 16 | $\mathbf{2 9}$ |

Table A.32: Bounds for codes with $q=5, d=16,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  | $\boldsymbol{1 7}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |  |
| 3 | 21 | 19 | 17 | $\mathbf{2 2}$ | 21 | 17 | $\mathbf{2 2}$ |  |
| 4 | 22 | 20 | 18 | 22 | 22 | 17 | $\mathbf{2 3}$ |  |
| 5 | 23 | 21 | 19 | 22 | 23 | 17 | $\mathbf{2 4}$ |  |
| 6 | 24 | 22 | 21 | 22 | 24 | 17 | $\mathbf{2 5}$ |  |
| 7 | 25 | 23 | 22 | 22 | 25 | 17 | $\mathbf{2 6}$ |  |
| 8 | 26 | 24 | 24 | 22 | 26 | 17 | $\mathbf{2 7}$ |  |
| 9 | 27 | 25 | 25 | 22 | 27 | 17 | $\mathbf{2 8}$ |  |
| 10 | 28 | 26 | 26 | 22 | 28 | 17 | $\mathbf{2 9}$ |  |
| 11 | 29 | 27 | 28 | 22 | 29 | 17 | $\mathbf{3 0}$ |  |
| 12 | 30 | 28 | 29 | 22 | 30 | 17 | $\mathbf{3 1}$ |  |

Table A.33: Bounds for codes with $q=5, d=17,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{5}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{1 8}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 3}$ | 20 | 18 | $\mathbf{2 3}$ | 22 | 18 | $\mathbf{2 3}$ |
| 4 | 23 | 21 | 18 | 23 | 23 | 18 | $\mathbf{2 4}$ |
| 5 | 24 | 22 | 19 | 23 | 24 | 18 | $\mathbf{2 5}$ |
| 6 | 25 | 23 | 21 | 23 | 25 | 18 | $\mathbf{2 6}$ |
| 7 | 26 | 24 | 22 | 23 | 26 | 18 | $\mathbf{2 7}$ |
| 8 | 27 | 25 | 24 | 23 | 27 | 18 | $\mathbf{2 8}$ |
| 9 | 28 | 26 | 25 | 23 | 28 | 18 | $\mathbf{2 9}$ |
| 10 | 29 | 27 | 26 | 23 | 29 | 18 | $\mathbf{3 0}$ |
| 11 | 30 | 28 | 28 | 23 | 30 | 18 | $\mathbf{3 1}$ |
| 12 | 32 | 29 | 29 | 23 | 31 | 18 | $\mathbf{3 2}$ |

Table A.34: Bounds for codes with $q=5, d=18,3 \leq k \leq 12$.

## A. 5 Bounds for codes in $\mathbb{F}_{7}$

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c} \boldsymbol{d}=\mathbf{1 5}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 8}$ | 17 | 15 | $\mathbf{1 8}$ | $\mathbf{1 8}$ | 15 | $\mathbf{1 8}$ |
| 4 | $\mathbf{1 9}$ | 18 | 16 | 18 | $\mathbf{1 9}$ | 15 | $\mathbf{1 9}$ |
| 5 | $\mathbf{2 0}$ | 19 | 17 | 18 | $\mathbf{2 0}$ | 15 | $\mathbf{2 0}$ |
| 6 | $\mathbf{2 1}$ | 20 | 18 | 18 | $\mathbf{2 1}$ | 15 | $\mathbf{2 1}$ |
| 7 | $\mathbf{2 2}$ | 21 | 20 | 18 | $\mathbf{2 2}$ | 15 | $\mathbf{2 2}$ |
| 8 | $\mathbf{2 3}$ | 22 | 21 | 18 | $\mathbf{2 3}$ | 15 | $\mathbf{2 3}$ |
| 9 | 23 | 23 | 22 | 18 | $\mathbf{2 4}$ | 15 | $\mathbf{2 4}$ |
| 10 | $\mathbf{2 5}$ | 24 | 23 | 18 | $\mathbf{2 5}$ | 15 | $\mathbf{2 5}$ |
| 11 | $\mathbf{2 6}$ | 25 | 25 | 18 | $\mathbf{2 6}$ | 15 | $\mathbf{2 6}$ |

Table A.35: Bounds for codes with $q=7, d=15,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 6}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{1 9}$ | 18 | 16 | $\mathbf{1 9}$ | $\mathbf{1 9}$ | 16 | $\mathbf{1 9}$ |
| 4 | $\mathbf{2 0}$ | 19 | 16 | 19 | $\mathbf{2 0}$ | 16 | $\mathbf{2 0}$ |
| 5 | $\mathbf{2 1}$ | 20 | 17 | 19 | $\mathbf{2 1}$ | 16 | $\mathbf{2 1}$ |
| 6 | $\mathbf{2 2}$ | 21 | 18 | 19 | $\mathbf{2 2}$ | 16 | $\mathbf{2 2}$ |
| 7 | $\mathbf{2 3}$ | 22 | 20 | 19 | $\mathbf{2 3}$ | 16 | $\mathbf{2 3}$ |
| 8 | $\mathbf{2 4}$ | 23 | 21 | 19 | $\mathbf{2 4}$ | 16 | $\mathbf{2 4}$ |
| 9 | $\mathbf{2 5}$ | 24 | 22 | 19 | $\mathbf{2 5}$ | 16 | $\mathbf{2 5}$ |
| 10 | $\mathbf{2 6}$ | 25 | 23 | 19 | $\mathbf{2 6}$ | 16 | $\mathbf{2 6}$ |
| 11 | $\mathbf{2 7}$ | 26 | 25 | 19 | $\mathbf{2 7}$ | 16 | $\mathbf{2 7}$ |

Table A.36: Bounds for codes with $q=7, d=16,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c} \boldsymbol{d}=\mathbf{1 7}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 0}$ | 19 | 17 | $\mathbf{2 0}$ | $\mathbf{2 0}$ | 17 | $\mathbf{2 0}$ |
| 4 | $\mathbf{2 1}$ | 20 | 17 | 20 | $\mathbf{2 1}$ | 17 | $\mathbf{2 1}$ |
| 5 | $\mathbf{2 2}$ | 21 | 18 | 20 | $\mathbf{2 2}$ | 17 | $\mathbf{2 2}$ |
| 6 | $\mathbf{2 3}$ | 22 | 20 | 20 | $\mathbf{2 3}$ | 17 | $\mathbf{2 3}$ |
| 7 | $\mathbf{2 4}$ | 23 | 21 | 20 | $\mathbf{2 4}$ | 17 | $\mathbf{2 4}$ |
| 8 | $\mathbf{2 5}$ | 24 | 22 | 20 | $\mathbf{2 5}$ | 17 | $\mathbf{2 5}$ |
| 9 | $\mathbf{2 6}$ | 25 | 24 | 20 | $\mathbf{2 6}$ | 17 | $\mathbf{2 6}$ |
| 10 | $\mathbf{2 7}$ | 26 | 25 | 20 | $\mathbf{2 7}$ | 17 | $\mathbf{2 7}$ |
| 11 | $\mathbf{2 8}$ | 27 | 26 | 20 | $\mathbf{2 8}$ | 17 | $\mathbf{2 8}$ |
| 12 | $\mathbf{2 9}$ | 28 | 27 | 20 | $\mathbf{2 9}$ | 17 | $\mathbf{2 9}$ |

Table A.37: Bounds for codes with $q=7, d=17,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 8}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | $\mathbf{S B}$ | $\mathbf{H B}$ | $\mathbf{P B}$ | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 1}$ | 20 | 18 | $\mathbf{2 1}$ | $\mathbf{2 1}$ | 18 | $\mathbf{2 1}$ |
| 4 | $\mathbf{2 2}$ | 21 | 18 | 21 | $\mathbf{2 2}$ | 18 | $\mathbf{2 2}$ |
| 5 | $\mathbf{2 3}$ | 22 | 18 | 21 | $\mathbf{2 3}$ | 18 | $\mathbf{2 3}$ |
| 6 | $\mathbf{2 4}$ | 23 | 20 | 21 | $\mathbf{2 4}$ | 18 | $\mathbf{2 4}$ |
| 7 | $\mathbf{2 5}$ | 24 | 21 | 21 | $\mathbf{2 5}$ | 18 | $\mathbf{2 5}$ |
| 8 | $\mathbf{2 6}$ | 25 | 22 | 21 | $\mathbf{2 6}$ | 18 | $\mathbf{2 6}$ |
| 9 | $\mathbf{2 7}$ | 26 | 24 | 21 | $\mathbf{2 7}$ | 18 | $\mathbf{2 7}$ |
| 10 | $\mathbf{2 8}$ | 27 | 25 | 21 | $\mathbf{2 8}$ | 18 | $\mathbf{2 8}$ |
| 11 | $\mathbf{2 9}$ | 28 | 26 | 21 | $\mathbf{2 9}$ | 18 | $\mathbf{2 9}$ |
| 12 | $\mathbf{3 0}$ | 29 | 27 | 21 | $\mathbf{3 0}$ | 18 | $\mathbf{3 0}$ |

Table A.38: Bounds for codes with $q=7, d=18,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c} \boldsymbol{d}=\mathbf{1 9}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 3}$ | 21 | 19 | $\mathbf{2 3}$ | 22 | 19 | $\mathbf{2 3}$ |
| 4 | 23 | 22 | 19 | 23 | 23 | 19 | $\mathbf{2 4}$ |
| 5 | 24 | 23 | 20 | 23 | 24 | 19 | $\mathbf{2 5}$ |
| 6 | 25 | 24 | 21 | 23 | 25 | 19 | $\mathbf{2 6}$ |
| 7 | 26 | 25 | 23 | 23 | 26 | 19 | $\mathbf{2 7}$ |
| 8 | 27 | 26 | 24 | 23 | 27 | 19 | $\mathbf{2 8}$ |
| 9 | 28 | 27 | 25 | 23 | 28 | 19 | $\mathbf{2 9}$ |
| 10 | 29 | 28 | 27 | 23 | 29 | 19 | $\mathbf{3 0}$ |
| 11 | 30 | 29 | 28 | 23 | 30 | 19 | $\mathbf{3 1}$ |
| 12 | 31 | 30 | 29 | 23 | 31 | 19 | $\mathbf{3 2}$ |

Table A.39: Bounds for codes with $q=7, d=19,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{d}=\mathbf{2 0}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | bB | bC | $\mathbf{b D}$ |
| 3 | $\mathbf{2 4}$ | 22 | 20 | $\mathbf{2 4}$ | 23 | 20 | $\mathbf{2 4}$ |
| 4 | 24 | 23 | 20 | 24 | 24 | 20 | $\mathbf{2 5}$ |
| 5 | 25 | 24 | 20 | 24 | 25 | 20 | $\mathbf{2 6}$ |
| 6 | 26 | 25 | 21 | 24 | 26 | 20 | $\mathbf{2 7}$ |
| 7 | 27 | 26 | 23 | 24 | 27 | 20 | $\mathbf{2 8}$ |
| 8 | 28 | 27 | 24 | 24 | 28 | 20 | $\mathbf{2 9}$ |
| 9 | 29 | 28 | 25 | 24 | 29 | 20 | $\mathbf{3 0}$ |
| 10 | 30 | 29 | 27 | 24 | 30 | 20 | $\mathbf{3 1}$ |
| 11 | 31 | 30 | 28 | 24 | 31 | 20 | $\mathbf{3 2}$ |
| 12 | 32 | 31 | 29 | 24 | 32 | 20 | $\mathbf{3 3}$ |

Table A.40: Bounds for codes with $q=7, d=20,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{2 1}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 5}$ | 23 | 21 | $\mathbf{2 5}$ | $\mathbf{2 5}$ | 24 | $\mathbf{2 5}$ |
| 4 | $\mathbf{2 6}$ | 24 | 21 | 25 | $\mathbf{2 6}$ | 24 | $\mathbf{2 6}$ |
| 5 | 26 | 25 | 21 | 25 | $\mathbf{2 7}$ | 24 | $\mathbf{2 7}$ |
| 6 | 27 | 26 | 23 | 25 | $\mathbf{2 8}$ | 24 | $\mathbf{2 8}$ |
| 7 | 28 | 27 | 24 | 25 | $\mathbf{2 9}$ | 24 | $\mathbf{2 9}$ |
| 8 | 29 | 28 | 25 | 25 | $\mathbf{3 0}$ | 24 | $\mathbf{3 0}$ |
| 9 | 30 | 29 | 27 | 25 | $\mathbf{3 1}$ | 24 | $\mathbf{3 1}$ |
| 10 | 31 | 30 | 28 | 25 | $\mathbf{3 2}$ | 24 | $\mathbf{3 2}$ |
| 11 | 32 | 31 | 29 | 25 | $\mathbf{3 3}$ | 24 | $\mathbf{3 3}$ |
| 12 | 33 | 32 | 31 | 25 | $\mathbf{3 4}$ | 24 | $\mathbf{3 4}$ |

Table A.41: Bounds for codes with $q=7, d=21,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{7}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{2 2}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 6}$ | 24 | 22 | $\mathbf{2 6}$ | $\mathbf{2 6}$ | 22 | $\mathbf{2 6}$ |
| 4 | $\mathbf{2 7}$ | 25 | 22 | 26 | $\mathbf{2 7}$ | 22 | $\mathbf{2 7}$ |
| 5 | $\mathbf{2 8}$ | 26 | 22 | 26 | $\mathbf{2 8}$ | 22 | $\mathbf{2 8}$ |
| 6 | 28 | 27 | 23 | 26 | $\mathbf{2 9}$ | 22 | $\mathbf{2 9}$ |
| 7 | 29 | 28 | 24 | 26 | $\mathbf{3 0}$ | 22 | $\mathbf{3 0}$ |
| 8 | 30 | 29 | 25 | 26 | $\mathbf{3 1}$ | 22 | $\mathbf{3 1}$ |
| 9 | 31 | 30 | 27 | 26 | $\mathbf{3 2}$ | 22 | $\mathbf{3 2}$ |
| 10 | 32 | 31 | 28 | 26 | $\mathbf{3 3}$ | 22 | $\mathbf{3 3}$ |
| 11 | 33 | 32 | 29 | 26 | $\mathbf{3 4}$ | 22 | $\mathbf{3 4}$ |
| 12 | $\mathbf{3 5}$ | 33 | 31 | 26 | $\mathbf{3 5}$ | 22 | $\mathbf{3 5}$ |

Table A.42: Bounds for codes with $q=7, d=22,3 \leq k \leq 12$.

## A. 6 Bounds for codes in $\mathbb{F}_{8}$

| $\boldsymbol{q}=\mathbf{8}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c} \boldsymbol{d}=\mathbf{1 7}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | EB | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 0}$ | 19 | 17 | $\mathbf{2 0}$ | $\mathbf{2 0}$ | 17 | $\mathbf{2 0}$ |
| 4 | $\mathbf{2 1}$ | 20 | 17 | 20 | $\mathbf{2 1}$ | 17 | $\mathbf{2 1}$ |
| 5 | $\mathbf{2 2}$ | 21 | 18 | 20 | $\mathbf{2 2}$ | 17 | $\mathbf{2 2}$ |
| 6 | $\mathbf{2 3}$ | 22 | 19 | 20 | $\mathbf{2 3}$ | 17 | $\mathbf{2 3}$ |
| 7 | 23 | 23 | 21 | 20 | $\mathbf{2 4}$ | 17 | $\mathbf{2 4}$ |
| 8 | 24 | 24 | 22 | 20 | $\mathbf{2 5}$ | 17 | $\mathbf{2 5}$ |
| 9 | $\mathbf{2 6}$ | 25 | 23 | 20 | $\mathbf{2 6}$ | 17 | $\mathbf{2 6}$ |
| 10 | $\mathbf{2 7}$ | 26 | 25 | 20 | $\mathbf{2 7}$ | 17 | $\mathbf{2 7}$ |
| 11 | 27 | 27 | 26 | 20 | $\mathbf{2 8}$ | 17 | $\mathbf{2 8}$ |

Table A.43: Bounds for codes with $q=8, d=17,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{8}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{1 8}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 1}$ | 20 | 18 | $\mathbf{2 1}$ | $\mathbf{2 1}$ | 18 | $\mathbf{2 1}$ |
| 4 | $\mathbf{2 2}$ | 21 | 18 | 21 | $\mathbf{2 2}$ | 18 | $\mathbf{2 2}$ |
| 5 | $\mathbf{2 3}$ | 22 | 18 | 21 | $\mathbf{2 3}$ | 18 | $\mathbf{2 3}$ |
| 6 | $\mathbf{2 4}$ | 23 | 19 | 21 | $\mathbf{2 4}$ | 18 | $\mathbf{2 4}$ |
| 7 | 24 | 24 | 21 | 21 | $\mathbf{2 5}$ | 18 | $\mathbf{2 5}$ |
| 8 | $\mathbf{2 6}$ | 25 | 22 | 21 | $\mathbf{2 6}$ | 18 | $\mathbf{2 6}$ |
| 9 | $\mathbf{2 7}$ | 26 | 23 | 21 | $\mathbf{2 7}$ | 18 | $\mathbf{2 7}$ |
| 10 | 27 | 27 | 25 | 21 | $\mathbf{2 8}$ | 18 | $\mathbf{2 8}$ |
| 11 | $\mathbf{2 9}$ | 28 | 26 | 21 | $\mathbf{2 9}$ | 18 | $\mathbf{2 9}$ |

Table A.44: Bounds for codes with $q=8, d=18,3 \leq k \leq 11$.

| $\boldsymbol{q}=\mathbf{8}$ |  | $\boldsymbol{1 9}=\mathbf{1 9}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 2}$ | 21 | 19 | $\mathbf{2 2}$ | $\mathbf{2 2}$ | 19 | $\mathbf{2 2}$ |
| 4 | $\mathbf{2 3}$ | 22 | 19 | 22 | $\mathbf{2 3}$ | 19 | $\mathbf{2 3}$ |
| 5 | $\mathbf{2 4}$ | 23 | 19 | 22 | $\mathbf{2 4}$ | 19 | $\mathbf{2 4}$ |
| 6 | $\mathbf{2 5}$ | 24 | 21 | 22 | $\mathbf{2 5}$ | 19 | $\mathbf{2 5}$ |
| 7 | $\mathbf{2 6}$ | 25 | 22 | 22 | $\mathbf{2 6}$ | 19 | $\mathbf{2 6}$ |
| 8 | $\mathbf{2 7}$ | 26 | 24 | 22 | $\mathbf{2 7}$ | 19 | $\mathbf{2 7}$ |
| 9 | 27 | 27 | 25 | 22 | $\mathbf{2 8}$ | 19 | $\mathbf{2 8}$ |
| 10 | $\mathbf{2 9}$ | 28 | 26 | 22 | $\mathbf{2 9}$ | 19 | $\mathbf{2 9}$ |
| 11 | $\mathbf{3 0}$ | 29 | 27 | 22 | $\mathbf{3 0}$ | 19 | $\mathbf{3 0}$ |
| 12 | $\mathbf{3 1}$ | 30 | 29 | 22 | $\mathbf{3 1}$ | 19 | $\mathbf{3 1}$ |

Table A.45: Bounds for codes with $q=8, d=19,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{8}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}=\mathbf{d}=\mathbf{2 0}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 3}$ | 22 | 20 | $\mathbf{2 3}$ | $\mathbf{2 3}$ | 20 | $\mathbf{2 3}$ |
| 4 | $\mathbf{2 4}$ | 23 | 20 | 23 | $\mathbf{2 4}$ | 20 | $\mathbf{2 4}$ |
| 5 | $\mathbf{2 5}$ | 24 | 20 | 23 | $\mathbf{2 5}$ | 20 | $\mathbf{2 5}$ |
| 6 | $\mathbf{2 6}$ | 25 | 21 | 23 | $\mathbf{2 6}$ | 20 | $\mathbf{2 6}$ |
| 7 | $\mathbf{2 7}$ | 26 | 22 | 23 | $\mathbf{2 7}$ | 20 | $\mathbf{2 7}$ |
| 8 | $\mathbf{2 8}$ | 27 | 24 | 23 | $\mathbf{2 8}$ | 20 | $\mathbf{2 8}$ |
| 9 | $\mathbf{2 9}$ | 28 | 25 | 23 | $\mathbf{2 9}$ | 20 | $\mathbf{2 9}$ |
| 10 | $\mathbf{3 0}$ | 29 | 26 | 23 | $\mathbf{3 0}$ | 20 | $\mathbf{3 0}$ |
| 11 | $\mathbf{3 1}$ | 30 | 27 | 23 | $\mathbf{3 1}$ | 20 | $\mathbf{3 1}$ |
| 12 | $\mathbf{3 2}$ | 31 | 29 | 23 | $\mathbf{3 2}$ | 20 | $\mathbf{3 2}$ |

Table A.46: Bounds for codes with $q=8, d=20,3 \leq k \leq 12$.

| $q=8, \quad d=21$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | EB | SB | HB | PB | bB | bC | bD |
| 3 | 24 | 23 | 21 | 24 | 24 | 21 | 24 |
| 4 | 25 | 24 | 21 | 24 | 25 | 21 | 25 |
| 5 | 26 | 25 | 21 | 24 | 26 | 21 | 26 |
| 6 | 27 | 26 | 22 | 24 | 27 | 21 | 27 |
| 7 | 28 | 27 | 24 | 24 | 28 | 21 | 28 |
| 8 | 29 | 28 | 25 | 24 | 29 | 21 | 29 |
| 9 | 30 | 29 | 26 | 24 | 30 | 21 | 30 |
| 10 | 31 | 30 | 28 | 24 | 31 | 21 | 31 |
| 11 | 32 | 31 | 29 | 24 | 32 | 21 | 32 |
| 12 | 33 | 32 | 30 | 24 | 33 | 21 | 33 |

Table A.47: Bounds for codes with $q=8, d=21,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{8}$ |  |  |  |  |  |  | $\boldsymbol{d}=\mathbf{2 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | EB | SB | HB | PB | bB | bC | $\mathbf{b D}$ |
| 3 | $\mathbf{2 6}$ | 24 | 22 | $\mathbf{2 6}$ | 25 | 22 | $\mathbf{2 6}$ |
| 4 | 26 | 25 | 22 | 26 | 26 | 22 | $\mathbf{2 7}$ |
| 5 | 27 | 26 | 22 | 26 | 27 | 22 | $\mathbf{2 8}$ |
| 6 | 28 | 27 | 22 | 26 | 28 | 22 | $\mathbf{2 9}$ |
| 7 | 29 | 28 | 24 | 26 | 29 | 22 | $\mathbf{3 0}$ |
| 8 | 30 | 29 | 25 | 26 | 30 | 22 | $\mathbf{3 1}$ |
| 9 | 31 | 30 | 26 | 26 | 31 | 22 | $\mathbf{3 2}$ |
| 10 | 32 | 31 | 28 | 26 | 32 | 22 | $\mathbf{3 3}$ |
| 11 | 33 | 32 | 29 | 26 | 33 | 22 | $\mathbf{3 4}$ |
| 12 | 34 | 33 | 30 | 26 | 34 | 22 | $\mathbf{3 5}$ |

Table A.48: Bounds for codes with $q=8, d=22,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{8}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{d}=\mathbf{2 3}$ |  |  |  |  |  |  |  |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 7}$ | 25 | 23 | $\mathbf{2 7}$ | 26 | 23 | $\mathbf{2 7}$ |
| 4 | 27 | 26 | 23 | 27 | 27 | 23 | $\mathbf{2 8}$ |
| 5 | 28 | 27 | 23 | 27 | 28 | 23 | $\mathbf{2 9}$ |
| 6 | 29 | 28 | 24 | 27 | 29 | 23 | $\mathbf{3 0}$ |
| 7 | 30 | 29 | 25 | 27 | 30 | 23 | $\mathbf{3 1}$ |
| 8 | 31 | 30 | 26 | 27 | 31 | 23 | $\mathbf{3 2}$ |
| 9 | 32 | 31 | 28 | 27 | 32 | 23 | $\mathbf{3 3}$ |
| 10 | 33 | 32 | 29 | 27 | 33 | 23 | $\mathbf{3 4}$ |
| 11 | 34 | 33 | 30 | 27 | 34 | 23 | $\mathbf{3 5}$ |
| 12 | 35 | 34 | 32 | 27 | 35 | 23 | $\mathbf{3 6}$ |

Table A.49: Bounds for codes with $q=8, d=23,3 \leq k \leq 12$.

| $\boldsymbol{q}=\mathbf{8}$ |  |  |  |  |  |  | $\boldsymbol{d}=\mathbf{2 4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}$ | $\mathbf{E B}$ | SB | HB | PB | $\mathbf{b B}$ | $\mathbf{b C}$ | $\mathbf{b D}$ |
| 3 | $\mathbf{2 8}$ | 26 | 24 | $\mathbf{2 8}$ | $\mathbf{2 8}$ | 27 | $\mathbf{2 8}$ |
| 4 | $\mathbf{2 9}$ | 27 | 24 | 28 | $\mathbf{2 9}$ | 27 | $\mathbf{2 9}$ |
| 5 | 29 | 28 | 24 | 28 | $\mathbf{3 0}$ | 27 | $\mathbf{3 0}$ |
| 6 | 30 | 29 | 24 | 28 | $\mathbf{3 1}$ | 27 | $\mathbf{3 1}$ |
| 7 | 31 | 30 | 25 | 28 | $\mathbf{3 2}$ | 27 | $\mathbf{3 2}$ |
| 8 | 32 | 31 | 26 | 28 | $\mathbf{3 3}$ | 27 | $\mathbf{3 3}$ |
| 9 | 33 | 32 | 28 | 28 | $\mathbf{3 4}$ | 27 | $\mathbf{3 4}$ |
| 10 | 34 | 33 | 29 | 28 | $\mathbf{3 5}$ | 27 | $\mathbf{3 5}$ |
| 11 | 35 | 34 | 30 | 28 | $\mathbf{3 6}$ | 27 | $\mathbf{3 6}$ |
| 12 | 36 | 35 | 32 | 28 | $\mathbf{3 7}$ | 27 | $\mathbf{3 7}$ |

Table A.50: Bounds for codes with $q=8, d=24,3 \leq k \leq 12$.
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