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ABSTRACT This paper presents an unsupervised feature learning approach based on 3D-skeleton data for
human action and human discrete emotion recognition. Relying on the time series of skeleton data analysis
to perform such tasks is effective and important to preserve the individual’s privacy better. Besides, such
methods can represent a viable alternative to emotion recognition applications, in which most works use
frontal or profile facial images disclosing the subject’s appearance. On the other hand, current unsupervised
methods are able to encode the high variety of contexts and nature of the data, but often at the expense of a
higher model complexity or longer computational time. To lessen these shortcomings, this paper proposes a
convolutional residual autoencoder that models the skeletal geometry across the temporal dynamics of the
data without relying on computationally expensive recurrent architectures. Our approach also implements a
Graph Laplacian Regularization leveraging upon the implicit skeleton joints connectivity, further improving
the robustness of the feature embeddings learned without using action or emotion labels. It was validated
on large-scale datasets, having variability in the domain, the input skeleton data (e.g. the number of joints,
adjacency matrices), and sensor technology. The results show its effectiveness by notably surpassing the
performance of the state-of-the-art unsupervised methods while also achieving better recognition scores
compared to the several fully supervised approaches. Extensive experimental analysis proves the usefulness
of the proposed method under various evaluation protocols with observed higher-quality feature represen-
tations, even if when it is trained with fewer data. The results highlight the proposed method’s remarkable
transfer-ability across various domains, and its faster inference time.

INDEX TERMS Action recognition, autoencoder, emotion recognition, full-body movement, graph Lapla-
cian, skeletal data, unsupervised feature learning.

I. INTRODUCTION
Human Action Recognition (HAR) and Human Emotion
Recognition (HER) are ubiquitous tasks enabling applica-
tions ranging from smart video surveillance, human-robot
interaction, and healthcare monitoring, to name a few. Given
substantial signs of progress in the last years, HAR is still a
challenging task because of the varying imaging conditions
(e.g. camera viewpoints and lighting) and the complexity of
human motion [1], [2]. One way to tackle these problems is
to rely on the analysis of time-series of body joints (skeleton
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data), which are proven to be effective in representing the
actions [3], [4], and better preserve the individual privacy as
they do not disclose the subject appearance [5]. On the other
hand, the analysis of human emotions can include several
modalities, such as text, physiological signals, acoustic data,
facial landmarks, facial images, or full-body motion. Among
all, recent HER works [6], [7], [8], [9], [10] highlight the
effectiveness of processing full-body motion represented in
terms of 3D-skeleton data.

The successes in skeleton-based HAR [11], [12], [13]
and skeleton-based HER [6], [7], [8], [9], [10] primarily
leverage on the supervised learning paradigm, which requires
a significant amount of manually labeled data. However, data
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annotation is notoriously expensive and time-consuming [14].
Moreover, action and/or emotion classes may vary signifi-
cantly from dataset to dataset, while several methods lack
enough generalization for application in different scenarios
without requiring extra annotations.

As a (recent) alternative, unsupervised approaches for
HAR [15], [16], [17], [18], [19], [20], [21], [22], [23] are
tremendously increasing their impact in terms of action clas-
sification, while competing to reduce the performance gap
with the fully supervised counterparts. On the other hand,
there has been yet no attempt to apply unsupervised HER
using skeleton data.

In this paper, we propose an unsupervised feature learning
approach based on 3D-skeleton data. We show our method’s
effectiveness on two downstream tasks: i) human action
recognition (HAR) and ii) human discrete emotion recog-
nition (HER, see Figure 1). Using not-labeled 3D-skeleton
sequences, we learn a feature representation that is then fed to
an action or emotion recognition classifier, depending on the
downstream task to be performed. Our feature learning step
is based on a Convolutional Residual Autoencoder (shown
as CR-AE for the rest of this paper). We demonstrate the
benefits of performing residual convolutions to jointly learn
representations with spatio-temporal convolutions instead of
relying on more complex and/or memory-intense architec-
tures, (e.g., [16] using recurrent neural networks) as well
as having the fastest inference time compared to prior art.
Another important aspect of the proposed convolutional
residual autoencoder is the adoption of graph Laplacian
regularization [24] (shown as CR-AE-L for the rest of this
paper) to learn representations that are aware of the spatial
configuration of the skeletal geometry. We observe that rep-
resenting the full-body motion with skeletal joints is prin-
cipled and rooted in cognitive perception [25], therefore we
approximate a continuous human body moving in time with
a collection of discrete trajectories. Although several works
demonstrate the usefulness of using Laplacian regularization
to encode the geometry of hand-crafted [24] or learned [26]
feature space, we apply this regularization in the reconstruc-
tion space (i.e. the space induced by the last layer of the
decoder). This work uses for the first time Laplacian Reg-
ularization within an unsupervised feature learning paradigm
for action and emotion recognition together, injecting into the
network the intrinsic knowledge of the connectivity patterns
of the body whose skeleton is represented through 3D joints.

To validate our method, experiments were realized on three
large-scale skeletal action datasets: NTU-60 (cross-subject
and cross-view settings) [27], NTU-120 (cross-subject and
cross-setup settings) [28] and Skeletics-152 [29] as well
as two large-scale emotion datasets: Dance Motion Cap-
ture Emotion Database [30] and Emilya [9]. The ablation
study, performed on each dataset, shows the positive contri-
bution of residual layers of our autoencoder and the skele-
tal graph Laplacian regularization. We also evaluate our
approach on several settings, e.g. with finetuning and end-
to-end training protocol (see Section IV-F), unsupervised

training with fewer data (see Section IV-G), and transfer-
ability (see Section IV-H). When our end-to-end approach is
tested for HAR, it outperforms all the state-of-the-art (SOTA)
unsupervised skeleton-based methods and even surpasses a
few SOTA-supervised approaches. For HER, the results show
that the proposedmethod can achieve better performance than
several supervised SOTA, even when evaluated using a 1-NN
protocol, which is parameter-free. We adopted the SOTA
U-HAR methods to work on the downstream task of emotion
recognition and compared their performance with ours. The
results show that the proposed method is able to perform
better than all of them also for HER problem. Additionally,
even if it is trained with less data, our method achieves better
results compared to several approaches learned on more data.
Thus, the proposed method is effective in case of limited
training data. Importantly, when we train our model on one
domain and test it on another, it demonstrates transfer-ability
by scoring on par or by achieving improved results for several
cases.

This paper grounds on our earlier study [23], which
presents preliminary results of the proposed method for
HAR and particularly focuses on viewpoint-invariant HAR.
Different from [23], in this study, we do not focus on
viewpoint-invariant HAR, but instead, we perform the follow-
ing new analysis bringing in new contributions to the relevant
domains.
• This is the first time where our proposed method, CR-
AE-L, is tested for the unsupervised full-body motion-
based emotion recognition task. We benchmarked the
SOTA unsupervised skeleton-based action recognition
methods for HER and compared their performance with
CR-AE-L. It is important to notice that there yet exists
no skeleton-based HER method implementing unsuper-
vised feature learning, which makes our work novel.

• We show that our CR-AE-L works well within different
skeleton data representations (e.g. various numbers of
joints, adjacency matrices, various sensors, and their
relative sampling rates). All comparisons and ablation
studies are performed on a larger number of datasets,
allowing us to show that the effective performance of
CR-AE-L generalizes well.

• We explore the performance of CR-AE-L within fine-
tuning protocol, end-to-end training, and unsupervised
training with fewer data. We also investigate its transfer-
ability of it. It performs better than several approaches
even when it is trained with fewer data compared to
others, also presenting its usefulness in case of lim-
ited training data. Moreover, when it is trained on one
domain and tested on another, it is able to demonstrate
the advantage of performing unsupervised pre-training
by scoring on par or by achieving improved results for
several cases.

• For both downstream tasks, CR-AE-L notably surpasses
the unsupervised SOTA in standard evaluation protocols
and datasets, with noticeable effectiveness compared to
SOTA-supervised methods.
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• The space complexity of CR-AE-L in terms of the num-
ber of parameters is less than some methods while its
computational complexity in terms of the inference time
is the least out of all prior art.

The rest of the paper is organized as follows. Section II
summarizes SOTA unsupervised skeleton-based human
action recognition approaches by highlighting their dif-
ferences with the proposed method. We also discuss the
literature on human emotion recognition from full-body
movements and graph Laplacian regularization, in the same
section. The proposed method is introduced in Section III,
specifying the convolutional residual autoencoder, skeletal
Laplacian regularization and inference phase. Section IV
presents the experimental analysis, datasets, implementation
details, and results. Finally, we conclude the paper with a
summary and discussions in Section V.

II. RELATED WORK
There have been several attempts regarding skeleton-based
Human Action Recognition (HAR) and Human Emotion
Recognition (HER) problems in supervised settings. How-
ever, this paper addresses the more complex and challenging
scenario where no labeled data is available for feature learn-
ing. Only recently, unsupervised approaches have become
popular in skeleton-based HAR, while they have not yet
been inherited for HER (particularly full-body motion-based
HER).

This section first reviews the state-of-the-art (SOTA)
skeleton-based unsupervised HAR (U-HAR) and HER of full-
body movements by explaining the differences between them
and our method. Following that, we summarize the usage of
Laplacian Regularization in the previous works.

A. UNSUPERVISED SKELETON-BASED HUMAN ACTION
RECOGNITION
To perform HAR, several modalities have been exploited,
such as video frames (RGB) [31], video frames with depth
information (RGB+D) [32], and/or skeleton data [20].
Skeleton-based HAR is advantageous due to its privacy-
preserving properties since not a single RGB image needs to
be stored. It is a representation easily given by off-the-shelf
body pose detectors and potentially allows to perform HAR
in real time. Most of the work follows a supervised learning
framework where the set of actions should be pre-defined and
annotated for training a model [3], [4], [33], [34], [35], [36].
Whereas unsupervisedHAR (U-HAR) approaches are in gen-
eral under-performing compared to their supervised counter-
parts, but i) they can provide a more robust adaptation to
real-world applications as they do not need re-training when
the scenario of application changes and ii) they eliminate
the need for very expensive and time-consuming annotation
efforts. Nevertheless, the number of skeleton-based U-HAR
methods is limited compared to supervised approaches.

We review each unsupervised skeleton-based HAR
methodology below and contextualize our approach’s techni-
cal novelty compared to them. Prior methods mainly leverage

Algorithm 1 Proposed Approach
1: Randomly initialize the Encoder Eϕ and Decoder Dθ .
2: Compute the skeletal graph Laplacian L from adjacency

matrixW.
3: while not converged do
4: Sample a mini-batch of training data B.
5: Do a forward pass through Eϕ and Dθ , obtaining X̂.
6: Update Eϕ , Dθ using the MSE loss

LMSE = 1
2EX∼B

[
‖X− X̂‖2F

]
7: Update Eϕ , Dθ using theRskel

Rskel = EX∼B
[
Et,d

[
x̂(t,d)>Lx̂(t,d)

]]
8: end while
9: Freeze encoder parameters Eϕ and append a linear clas-

sifier (LEP) or a 1-Nearest Neighbor classifier (1-NN ).

neural architectures composed of encoder-decoder recurrent
architectures to perform HAR [15], [16], [17], [21], [22].
Zheng et al. [15] introduce an encoder-decoder architecture
(called LongT-GAN) based on GRUs that learns how to
represent skeletal body poses in time, while an adversarial
loss supports an auxiliary inpainting task favorably helps the
learning stage.MS2L [22] is also based on GRUs and benefits
from contrastive learning, motion prediction, and jigsaw
puzzle recognition. Kundu et al. [21] additionally include a
GAN in their recurrent architecture and present the method
called EnGAN. The method called PCRP [20], builds upon
a vanilla autoencoder trained to reconstruct the skeletal
data using mean-squared error (MSE) loss. This vanilla
model is boosted by an ad-hoc training mechanism based on
expectation-maximization with learnable class prototypes.

Su et al. [16] present the Predict & Cluster (P&C) method
based on an encoder-decoder Recurrent Neural Network
that learns representations for HAR in an unsupervised
manner from skeletal joints while solving action classifica-
tion with a 1-Nearest Neighbor predictor. Another related
work, AS-CAL [17] , combines contrastive learning with
momentum LSTM where the similarity between augmented
instances and the input skeleton sequence is contrasted,
and then a momentum-based LSTM encodes the long-
term actions. Li et al. [37] also inherited contrastive learning.
Instead, a Siamese denoising autoencoder – SeBiReNet [19] –
is used with feature disentanglement, showing good perfor-
mance across pose denoising and unsupervised cross-view
HAR.

Unlike the studies mentioned above, we designed our
autoencoder with residual convolutions. Our architecture has
space complexity less than some prior art while it has the
fastest inference time (see Table 11 for details), and it per-
forms better than all prior art.

B. HUMAN EMOTION RECOGNITION FROM FULL-BODY
MOVEMENTS
Emotion recognition from full-bodymovement data is a com-
plex task since the act of expressing and perceiving affect
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differs a lot w.r.t. its context, and also their variety increases
due to the interpersonal differences (e.g. personality, physical
capacity, and personal experience) [38], [39].

Emotion recognition from full-body representation has
been so far addressed by: i) processing single body pose
(e.g. a forward head and chest bend express sadness in [40]),
ii) recognizing specific gestures which are emblems of the
emotions (e.g. raising arms and hands-on-hips are the ges-
tures of pride according to [41] and [42]), or iii) processing
the expressive quality of the movement [6], [9], [43], [44].
Out of these three possibilities, the second and the third
use the temporal information of the data, while the first one
performs only spatial processing.

In this work, we evaluate our proposed method for pro-
cessing the expressive quality of the movement (i.e. category
iii). The existing related datasets were curated with diverse
motion capture (MoCap) systems and various numbers of
markers. These datasets are relatively smaller than the HAR
counterparts due to the effort needed to expertly collect and,
most importantly annotate such data with high reliability.
As annotations are more costly, it is crucial to develop unsu-
pervised feature learning methods that can effectively apply
to HER.

Earlier works define hand-crafted features and apply
learning methods such as Support Vector Machines (SVM)
and Random Forests [7], [45], [46], [47]. For instance,
Castellano et al. [45] use motion quantity, velocity, and
movement fluidity as the descriptors of movements and
aggregate them in the temporal dimension to classify four-
emotion classes. Instead, Piana et al. [7] extend the low-level
features by adding high-level features (e.g. contraction index,
impulsiveness) and applying an SVM classifier. On the other
hand, Fourati et al. [46] show the importance of using tem-
poral features (e.g. regularity of a motion profile, overall
or single gesture phase impulsiveness) and multi-level body
cues (e.g. based on Body Action and Posture Coding System)
for emotions elicited during the daily-life actions. In [8], the
3D-skeleton data is represented in the Riemannian manifold
and then processed with a covariance operator. This method-
ology was adapted by Kacem et al. [48], where the former
applies a Nearest Neighbour classifier, and the latter uses
a temporal warping and SVM. Both methods improved the
emotion recognition from 3D-body movements results w.r.t.
the prior art. As a different approach, Creen et al. [10] synthe-
size neutral motion by quantizing it with a cost function and
then calculates the difference between the neutral class and
the other emotions to decide the class 3D-body expression at
inference.

Deep learning architectures e.g.Convolutional Neural Net-
works (CNNs), Recurrent Neural Networks (RNNs) have
been explored for skeleton-based HER in recent studies. For
example, [49] used an RNNwith 3-layers to perform emotion
classification from MoCap data of daily activities: clapping,
drinking, throwing, and waving, etc., associated with four
emotions: happy, angry, sad, and neutral. Beyan et al. [6]
present the joint training of two CNNs such that one of them

performs coarse-grained modeling while the other applies
fine-grained modeling in the time. The inputs of this network
are 8-bit RGB images obtained from 3D-skeleton data over
time. This approach [6] achieves better performance com-
pared to [9], [10], and [46], showing generalization properties
over the diverse number of emotion classes and contexts.

All the approaches mentioned above apply supervised
learning. There exists no work exploring the effectiveness of
unsupervised feature learning to be used for the downstream
task: HER from fully-body movements. This paper presents
the first attempt by applying our proposed model which is
based on convolutional residual autoencoders. The effective-
ness of the proposed method is compared w.r.t. SOTA super-
visedmethods as well as against SOTAU-HARmethods after
adapting them for HER.

C. GRAPH LAPLACIAN REGULARIZATION
The Laplacian of a graph is a well-known mathematical tool
that supports graph theory, especially for problems related to
connectivity. In the machine learning domain, it was adapted
by Belkin et al. [24] with the idea of replacing the adjacency
matrix of a Graph (that is used to compute the Laplacian) with
a cross-examples or cross-features similarity score where
the computation of the graph Laplacian remains unchanged.
In this manner, one can regularize a kernel machine while
modeling the implicit geometry of the feature space, regard-
less of the distribution of their labels. The same feature-based
approach was pursued by an end-to-end trainable approach
for image denoising [26]. On the other hand, there exist super-
vised HARmethods, e.g. [50] and [51] directly exploiting the
‘‘raw’’ adjacency matrix to encode skeletal connectivity.

In this work, different from [24] and [26], we apply Lapla-
cian regularization in space while our convolutional resid-
ual autoencoder learns to reconstruct input skeletal data, i.e.
in reconstruction space. In this way, unlike [50] and [51],
we utilize the graph Laplacian (i.e. not explicit adjacency
matrices) to include the information of skeletal geometry into
our model. Our approach differs from several unsupervised
feature learning methods, e.g. [15] and [16] that rely on
MSE-based feature reconstruction.

III. PROPOSED METHOD
An overview of the proposed approach is given in Figure 1
and Alogorithm 1. We first apply unsupervised feature learn-
ing when the input of our encoder-decoder architecture is
the 3D-skeletal data. This architecture comprises of convolu-
tional residual autoencoder (Section III-A) and the Laplacian
regularization (Section III-B). Then, the downstream tasks of
HAR and HER are performed from the unsupervised learned
features (Section III-C).

A. CONVOLUTIONAL RESIDUAL AUTOENCODER
The proposed Convolutional Residual Autoencoder
(CR-AE) input is a temporal sequence of 3D-human body
joints (skeletal data) extracted from either a video sequence or
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FIGURE 1. The proposed method performs unsupervised feature learning with a convolutional residual autoencoder (which is a technical contribution
and its details are given in Fig. 2) when the loss function is the mean-squared error shown as LMSE (see Eq. 1). In the reconstruction space, the
information of skeletal geometry is injected by the Laplacian Regularization (another technical contribution and it is shown in the figure with Rskel )
enriching the learned (hidden) feature representations with the skeletal geometry information. Our convolutional encoder and deconvolutional decoder
blocks both exploit residual connections. In the inference stage, the hidden representations are fed to a classifier to perform either action recognition or
discrete emotion recognition.

by a motion capture (MoCap) system of a subject performing
an action or expressing an emotion.

Given an input sequence of 3D-body joints X, represented
as a d × m × t tensor, containing the x, y, z coordinates
(thus, d = 3), the number of joints m, and the number
of timestamps t , we fix each skeleton sequence to a given
temporal length. We target to obtain feature representations
by learning an autoencoder that reconstructs the input data X
using a Mean-Squared Error (MSE) loss such as:

LMSE = 1
2EX∼B

[
‖X− X̂‖2F

]
, (1)

where ‖ · ‖F denotes the Frobenius norm, i.e. the Euclidean
norm of the vector obtained after flattening the tensor X.
The MSE loss in (1) is minimized by using Adam optimizer
over mini-batches B. The reconstructed data are defined as
follows:

X̂ = Dθ ◦ Eϕ(X), (2)

and computed using an encoder-decoder architecture, where
ϕ denotes the learnable parameters of the encoderE and θ are
the parameters for the decoder D.

Themean-squared error lossLMSE depends upon the learn-
able parameters θ, ϕ updated by mini-batch gradient descent
after a forward pass, where we estimate

Ex∼B [LMSE (θ, ϕ)] = Ex∼B
[
‖x− Dθ (Eϕ(x))‖2F

]
,

by averaging the MSE loss LMSE over the mini-batch B.
The complete architecture of our convolutional autoen-

coder is illustrated in Figure 1, where we specify the size
of the 2D-convolutional kernel used, and the non-linearities
(rectified linear units) with their relative channels. Our

FIGURE 2. The details of the architecture of our convolutional encoder
(E) and deconvolutional decoder blocks (D), where we specify the size of
the 2D-convolutional kernel used inside E and D (either 1×1 or 1×3) and
the non-linearities (rectified linear units). Both E and D exploit residual
connections while batch normalization is exclusive for the decoder.

CR-AE architecture stacks different fully-residual blocks for
both E and D (three residual blocks for each), and each
block is made of convolutions capable of jointly learning
spatial representations of skeletal data in time by treating each
sample X as 2D convolutions, with fixed size kernels, either
1× 1 or 1× 3 (see Figure 2 for a graphical demonstration).
In detail, within the E blocks, the residual layer is made

of a series of three 2D-convolutional layers, each with ReLU
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FIGURE 3. The location of the skeletal joints in NTU-60 [27] (top-left), the
corresponding binary adjacency matrix for NTU-60 [27] (top-right), the
location of skeletal joints in DMCD [30] (bottom-left), and the
corresponding binary adjacency matrix for DMCD (bottom-right).

activations, stacked together. On the other hand, the D blocks
share a similar structure but instead use 2D-deconvolutional
layers with the addition of 2D-BatchNorm applied after each
ReLU activation. We also apply a MaxPool layer at the end
of each E block, and a MaxUnpool layer at the beginning of
each D block. At the end of the E, a fully-connected (FC)
layer represents the latent space z of size 2048.

B. SKELETAL LAPLACIAN REGULARIZATION
The graph Laplacian is defined as an adjacency matrix W,
whose entriesWij are defined such thatWij = 1 if and only if
the nodes i and j are connected through an edge. The not-
normalized graph Laplacian L is computed by W as L =
D−W, whereD is the degree matrix, obtained as the diagonal
matrix where its (i, i)-th element is Dii =

∑
jWij [52].

The Laplacian regularizer:

R(z) =
∑
i,j

Wij(zi − zj)2, (3)

is applied to a hidden vectorial feature embedding z to learn
the geometry of the feature space where z belongs to [24].
In detail, by having the weights Wij, one can prioritize the
alignment between the scalar components zi and zj by simply
enforcing a stronger penalty between pairs of components
that must be well aligned. Herein, we aim to apply this by
considering the physical characteristics of the skeletal joints.
For example, we define an edge between two joints, e.g.
from the shoulder and the elbow joints, as they cannot be
decorrelated to each other since those joints are close in
space (i.e. connected by a bone). Differently, there can be
joints, which are more distant in space (e.g. left foot and
right hand, which are indeed not connected by a bone) that

FIGURE 4. The learning curves of our CR-AE model. We provide train/test
MSE loss (left) and accuracy values (right) of CR-AE trained on NTU-60
xsub (top) and DMCD (bottom).

are allowed to be more independent. In this way, we can
inject the knowledge of skeletal geometry into the feature
representation learning through Laplacian regularization (see
Figure 3). The results given in Table 2 also justify that such
a setting improves the learning as compared to initializingW
in several other ways.

TheR in (3) is termed Laplacian regularizer because:

R(z) = 2z>Lz, (4)

and R(z) implements a ‘‘L-weighted weight decay’’ as
R(z) = ‖Qz‖22 if we set Q =

√
L. Different from other

methods [24], [26], we apply Laplacian regularization to
the reconstruction space learned by our decoder, i.e. the
space where X̂ belongs to. Therefore, the proposed skeletal
Laplacian regularizer is computed as:

Rskel = EX∼B
[
Et,d

[
x̂(t,d)>Lx̂(t,d)

]]
, (5)

where x̂(t,d) is the m-dimensional column vector stacking the
scalar (abscissæ, ordinatæ or quotæ) coordinates along the
dimension d obtained from the reconstructed sequence X̂ at
time t . In (5), the regularizerRskel is averaged over the mini-
batchB, considering the reconstructions produced by the con-
volutional autoencoder across coordinates and timestamps.

C. INFERENCE: HUMAN ACTION & EMOTION
RECOGNITION
Recalling that we target two downstream tasks in this paper: i)
human action recognition and ii) human emotion recognition,
we perform the following evaluation protocols:

• Linear Evaluation Protocol (LEP): This is the most
standard evaluation protocol for unsupervised feature
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learning [15], [17], [18], [19], [20], [21], [37]. A down-
stream task verifies the methods by attaching a linear
classifier (a fully-connected layer followed by a softmax
layer) to the frozen encoder (shown as E in Section III-
A). Then, the linear classifier is trained by using the
available labels.

• 1-Nearest Neighbor Predictor (1-NN): Another stan-
dard evaluation protocol is applying a 1-nearest neighbor
predictor [16]. In detail, the class inference of a test data
X̃ is performed by applying a 1-nearest neighbor pre-
dictor, fed by Eϕ(X̃), and exploiting a Euclidean Gram
matrix computed over the whole training set, which,
in turn, is obtained using the splits of the datasets.

IV. EXPERIMENTAL ANALYSIS
We conducted extensive experiments on three human action
recognition (HAR) and two human discrete emotion recog-
nition (HER) datasets to validate the proposed method.
The experimental analysis of these benchmarks shows the
potential of the proposed solution, i.e. learning feature rep-
resentation in an unsupervised manner by using convolu-
tional residual autoencoder andLaplacian regularization,
no matter there exists variability in the input skeleton
data in terms of the number of joints, adjacency matrices,
the sensors used to capture them and sensor sampling
rates.

In detail, first, we addressed the problem of HAR from
depth sensors, i.e.Microsoft Kinect, in which the 3D skeleton
landmarks correspond to the joints of the body skeleton,
extracted from the RGB-Depth images. Then, we tested our
method for the skeleton datasets curated using the off-the-
shelf 3D-pose estimators. It is important to notice that, in such
data collection procedures, the position of the joints can
be noisy. Next, we addressed the relatively new emerging
problem of finding the relationship between emotions and the
full-body movements represented by 3D-skeletal data over
time (referred shortly as HER for the rest of the paper). For
HER, the full-body landmarks correspond to markers placed
on the body, tracked with a high temporal frequency by a
MoCap system, which might result in less noisy 3D-position
data. However, the number and the location of the mark-
ers lying on the body change depending on the context of
the HER datasets (e.g. dance, daily-life actions). Also, the
discrete emotions e.g. anger, disgust, fear, joy, etc., possess
distinctive neurophysiological, physiognomic, motivational,
and phenomenological properties. Even though there exist
common classes among emotion datasets, there are also novel
classes in a dataset w.r.t. to another.
The readers can see Section IV-A for the detailed descrip-

tion of each dataset used. We describe the implementation
details of the proposed method in Section IV-B. Following
that, the results of the ablation study (Section IV-C), perfor-
mance comparisons against SOTA (Section IV-D), qualitative
analysis (Section IV-E), results of applying finetuning proto-
col and end-to-end training (Section IV-F), linear evaluation
with fewer data (Section IV-G), and the transfer-ability of

the proposed method (Section IV-H) are given, respectively.
In Section 11, we also report the inference time and space
complexity of our model and the other methods.

A. DATASETS
The utilized benchmark datasets are different in terms of the
action and emotion class labels, the number and position of
the joints, and the way of obtaining the 3D-skeleton data.
Below, we summarize the characteristics of each.

1) NTU-60 ACTION RECOGNITION DATASET
NTU-60 [27] contains 60 action classes performed by
40 subjects and was captured with Microsoft Kinect v2. The
corresponding 3D-skeleton data is composed of 25 joints.
We evaluated the proposedmethod on the NTU-60 dataset for
cross-view (xview, including the second and third views as the
training split, and using the first view as test set) and cross-
subject (xsub, including 20 subjects as training and 20 other
subjects as test set) settings. The standard evaluation metric
of this dataset is accuracy.

2) NTU-120 ACTION RECOGNITION DATASET
NTU-120 [28] encompasses 120 action classes of 106 sub-
jects while there are 32 different setups in total, referring
to, e.g. different backgrounds or locations where the data is
captured. The xsub setting includes 53 subjects in the training
set and 53 subjects in the testing set. The xsetup setting
includes 16 setups in the training split and the other 16 setups
in the test split. For this dataset, we used accuracy as the
evaluation metric in line with the prior art.

3) SKELETICS-152 ACTION RECOGNITION IN-THE-WILD
DATASET
Skeletics-152 [29] was made from the Kinetics-700
dataset [53] by discarding some of the Kinetics-700 dataset’s
data due to being unfeasible and/or irrelevant to skeleton-
based HAR. For example, videos containing occluded poses,
egocentric videos, and videos composed of object interac-
tions were omitted by [29]. Afterwards, VIBE [54] algorithm,
and some post-processing steps were applied, resulting in
125621 3D-skeleton sequences corresponding to 152 action
classes. As NTU datasets, Skeletics-152 has also defined
training and testing splits, which we use as provided. The
standard evaluation metric of this dataset is accuracy.

4) DANCE MOTION CAPTURE EMOTION DATABASE
DMCD [30] consists of various dance performance recorded
with PhaseSpace Impulse X2MoCap system. The contempo-
rary dance sequences were performed by six participants hav-
ing different dance-related backgrounds. Each choreography
performed by the artists is associated with one of 12 emo-
tions: excited, happy, pleased, satisfied, relaxed, tired, bored,
sad, miserable, annoyed, angry, and afraid. There are in total
108 performances (12 emotions × 9 as 3 artists performed
two trials per emotion) corresponding to 614898 3D points
captured with 38 markers. We followed the cross-validation
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TABLE 1. Hyper-parameter tuning for our CR-AE-L trained on NTU-60 [27]
dataset. Each row reports the Accuracy (%) when a single hyperparameter
is changed and the others are kept the same as the final model. The
hyperparameter values given in bold correspond to the final model.

setting applied in [6] for all the experimental analyses per-
formed. We used the standard evaluation metric of this
dataset: the F1-score, to perform fair comparisons with the
SOTA.

5) EMILYA EMOTIONAL BODY EXPRESSIONS DATASET
Emilya is a 3D-MoCap dataset [9] of emotional body expres-
sions during eight daily actions: simple walking, walking
with an object in hands, moving books on a table, knock-
ing, sitting down, being seated, lifting, and throwing. The
dataset was collected with 28 markers from 12 people who
performed the actions mentioned earlier associated with eight
emotional states: anxiety, pride, joy, sadness, panic, fear,
shame, anger, and neutral. Prior papers have applied two
types of cross-validation on the Emilya dataset. We followed
both of them and indicated each in the table caption where
the experimental results are declared (i.e. Table 7). We used
the evaluation metric, i.e. accuracy, in line with the prior art.

B. IMPLEMENTATION DETAILS
The experimental analysis reported in this paper was obtained
when our model was trained for 100 epochs using Adam
optimizer with a learning rate of 10−3 and the batch size
was 128. The hidden representation layer of our model was a
fully-connected layer with a size of 2048. Figure 4 shows the
learning curves of our model after applying z-normalization.
As seen in that figure, our model achieves a stable per-
formance at the testing time across training epochs. This
is an affirmative characteristic, also showing that we are
able to learn representations without over-training. Besides,

Table 1 shows hyper-parameter tuning for our model which
was applied on NTU-60 [27] dataset. The final model, whose
hyperparameters were defined above, has the best perfor-
mance out of all combinations we tried on NTU-60, and
importantly these hyperparameters were kept the same for all
analyses with all datasets.

To correctly compute the Graph Laplacian regularization
for HAR and HER, each dataset uses its corresponding adja-
cency matrix as a fixed weight matrix. As pre-processing of
each dataset, we mostly inherit the procedure in P&C [16].
We normalize each skeletonw.r.t. bone-length in [-1, 1] range,
regularizing the temporal length of each sample by setting it
up 100 time-frames (cutting frames of longer samples, repli-
cating frames for shorter samples, and discarding the miss-
ing frames). For HER datasets, on par with [6], we applied
25-frames overlapping time-patches while still retaining the
temporal length of 100 frames.

C. ABLATION STUDY
To demonstrate the effectiveness of our CR-AE-L , we com-
pare it with architectures: CR-AE (i.e. proposed method
without Laplacian regularization) and C-AE (i.e. proposed
methodwithout Laplacian regularization andwithout residual
layers). Then, we investigate the effect of initializing the
Graph Laplacian weight matrix W w.r.t. the performance of
CR-AE-L. As mentioned earlier, our CR-AE-L promotes the
alignment of skeletal joints, connected through a bone (i.e.
an edge exists if and only if the joints are connected), and in
this way, we aim to inject the knowledge of skeletal geometry
while learning feature representations in an unsupervised
manner.

Our proposal is called Fixed W, a binary and symmetric
n × n skeleton adjacency matrix, including the connectivity
between pairs of skeletal joints (see Figure 3). n is equal
to the number of joints of each skeleton (i.e. 25 joints for
NTU-60 [27], NTU-120 [28], and Skeletics-152 [29] while it
is 38 and 28 markers for DMCD [30] and [9], respectively.).
The Wij entries of W are defined such that Wij = 1 if and
only if the joints i and j are connected through an edge (i.e. a
bone); otherwise, Wij = 0. As an alternative to our proposal,
we randomly initialize the weight matrix W (n × n). This
setting is called Random W, and the range of Wij is [0, 1].
The corresponding results are given in Table 2.

The ablation study (Table 2) shows thatCR-AE-L improves
the performance of the CR-AE model, demonstrating the
advantages of using Laplacian regularization in all datasets
and all evaluation protocols. Especially for HER datasets, this
improvement is remarkable, i.e. for DMCD dataset [30], the
increase is 17.5% in 1-NN and 10.9% in LEP, and for Emilya
dataset [9], the increase is 3.4% in 1-NN and 7.8% in LEP For
HAR datasets, the usage of Laplacian regularization brings
in +1.8% in 1-NN +0.7% in LEP for NTU-60 xsub [27]
and +1.4% in 1-NN +2% in LEP for NTU-120 xsub [28].
For xview and xsetup, the boosts are 2.1% in 1-NN 0.3% in
LEP for NTU-60 and 0.2% in 1-NN 0.3% in LEP for NTU-
120. Similarly, for skeletics dataset [29], CR-AE-L achieves
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+0.5% performance in 1-NN and +5.6% performance in
LEP performance as compared to CR-AE.
Results also show that CR-AE is preferable to C-AE, i.e.

using residual layers in our design contributes positively to
all datasets and evaluation protocols. In detail, CR-AE per-
forms +2.2% in 1-NN +0.7% in LEP for NTU-60 xsub, and
+0.8% in 1-NN +0.7% in LEP for NTU-120 xsub. Similar
improvements are observed for xsetup, xsub, and skeletics-
152 [29]. Having residual layers also improves the results of
CR-AE when it is tested on HER. The obtained improvement
of CR-AE w.r.t. C-AE is within a margin of 2.5-4.8%.

The comparisons among initializing the Graph Laplacian
weight matrix W in the proposed way (i.e. Fixed W) ver-
sus initializing it randomly (Random W) show that fixed
W achieves better performance independent of the number
and the position of the joints in the skeletal data, showing
that injecting the skeletal geometry into the regularization is
useful. The better performance is within a margin of 1.3-2.8%
for all HAR datasets and 3.4-7.8% for all settings of HER
datasets.

D. COMPARISONS AGAINST THE STATE-OF-THE-ART
Herein, we compare our CR-AE-L against the state-of-the-
art (SOTA) unsupervised and supervised learning methods.
It is important to highlight that our main competitors are
the methods performing unsupervised feature learning. Still,
we include the fully supervised methods in our comparisons
to show each dataset’s current upper bound performance, and
also the gap between unsupervised and supervised methods.
The corresponding results are given in Table 3 to 7 for
NTU-60 [27], NTU-120 [28], skeletics-152 [29], DMCD
[30], and Emilya [9] datasets, respectively.

1) NTU-60 [27]
For NTU-60 xsub, the learned features of CR-AE-L are
superior to any other unsupervised feature learning SOTA.
For example, the improvements supplied by the CR-AE-
L compared to P&C [16] are +3.5% and +3.4%. While
exploiting LEPCR-AE-L performs better than the approaches
based on RNNs [17], [21], performing +11.4% better than
AS-CAL [17] and +8.7% than MM-AE [18]. It surpasses
VAE-PoseRNN [21], EnGAN-PoseRNN [21] and Skele-
tonCLR joint [37] by +13.5%, +1.3%, +1.6%, respec-
tively. It also achieves better performance than MS2L [22]
(+17.4%), which benefits from contrastive learning, motion
prediction, and jigsaw puzzle recognition. For NTU-60 [27]
xview, CR-AE-L performs better than all unsupervised coun-
terparts. In detail, it improves the performance by+6.8% and
+7.0% over P&C FS [16] and P&C FW [16], respectively
within the 1-NN Protocol. In LEP the superiority ofCR-AE-L
is much visible such that it notably exceeds LongT GAN [15]
(+37.3%), PCRP [20] (+21.9%), AS-CAL [17] (+20.8%),
VAE-PoseRNN [21] (+21.6%), MM-AE [18] (+15.2%),
EnGAN-PoseRNN [21] (+7.6%) and SkeletonCLR joint [37]
(+9%).

We also compare the performance of our CR-AE-L with
SOTA-supervised skeleton-based HAR approaches, although
they are not our direct competitors. This comparison includes
kernel-based methods [55], [56] and the methods realiz-
ing feature learning [11], [12], [27], [50], [57], [58], [59],
[60] with several different deep learning architectures, e.g.
RNNs, LSTMs, CNNs, and Graph Convolutional Networks
(GCNs). Although based on unsupervised learning, CR-AE-
L can achieve better performance than the fully supervised
kernel-based methods [55], [56], with a +7.2% to +19.8%
improvement in xsub and a +22% to +32.6% improvement
in xview setting.

It also outperforms several fully supervised deep archi-
tectural methods: H-RNN [57] (providing an increase of
10.8% in xsub and up to 21.4% in xview), Spatial-Temporal
LSTM [50] (resulting in a boost of +0.7% in xsub and up to
+7.7% in xview) and part-aware LSTM [27] (achieving an
improvement of +7% in xsub and up to +15.1% in xview)
while performing better than temporal CNN (TCN) [58] (up
to +2.3%) in xview setting. These results show that our
unsupervised residual convolutions with Laplacian regular-
ization exceed even supervised GRUs, RNNs, and LSTMs
(and variants) for HAR.
Besides the mentioned favorable results of CR-AE-L it is

important to note that fully supervised techniques, e.g. [11],
[12], [59], and [60], perform better than CR-AE-L . These
supervised methods mostly implement GCNs, and some of
them additionally adapt LSTMs [61] or a variable temporal
dense block [62]. As expected, the best performing method
for this dataset is [60], with 92.4% and 96.8% in xsub and
xview, respectively.

2) NTU-120 [28]
For NTU-120 xsub,CR-AE-L once again performs better than
all unsupervised SOTA. This corresponds to+0.7% improve-
ment compared to P&C [16] when 1-NN is applied, +10.5%
increase in the performance w.r.t. both AS-CAL [17], and
+17.4% improvement compared to PCRP [20] in LEP On
NTU-120 [28] xsetup, CR-AE-L is the best out of all unsu-
pervised SOTA. It performs better than P&C within the
1-NN (+2.0%), and in LEP it achieves better performance
than AS-CAL [17] and PCRP [20] by margins of +13.2%
and +17.3%, respectively.

The performance gap between the unsupervised and super-
vised learning methods is bigger in NTU-120 [28] xsub
and xsetup splits compared to the NTU-60 dataset. Still,
CR-AE-L is able to achieve better performance than other
more complex methods, e.g. [27], [50], and [63], which
rely on variations of LSTM and RNNs. On the other hand,
similar to the NTU-60 dataset’s results, the best performance
achieved in NTU-120 is also based on GCNs (e.g. [64]
and [60]).

3) SKELETICS-152 [29]
We compare the performance of CR-AE-L against supervised
and unsupervised SOTAmethods. Especially in LEP,CR-AE-
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TABLE 2. Ablation study and the effect of Graph Laplacian Weight Matrix (W ) initialization. C , R, AE , and L stand for convolution, residual layer,
autoencoder, and graph Laplacian regularization, respectively. The proposed method: Convolutional Residual AutoEncoder with Graph Laplacian
Regularization, is shown as CR-AE-L w/ Fixed W. The first results were obtained through 1-NN, and the second results were obtained through LEP. This is
shown as 1-NN / LEP. All the scores are in terms of accuracy (%) except the F1-scores (%) given for DMCD dataset [30].

TABLE 3. Performance comparisons on NTU-60 [27] in terms of
accuracy (%). Our results are in ITALIC. Underlined scores are the ones the
proposed method surpasses. ?FS and FW stand for a decoder with ‘‘fixed
states’’ and ‘‘fixed weights’’, respectively [16]. Refer to [65] for the full list
of supervised benchmark results. Herein, we only list a few example
approaches that our method surpasses as well as the top scorers.

L has promising results w.r.t. the supervised SOTA, which
performs only 4.1% and 4.4% less than 4s-ShiftGCN [11]
and MS-G3D [70], respectively. It is important to notice that
4s-ShiftGCN [11] and MS-G3D [70] are based on multi-
ple numbers of spatial-temporal graph convolutional blocks,
i.e. more complex than our architecture also requiring
fully annotated large-scale training data. The performance
gaps between our CR-AE-L and 4s-ShiftGCN [11] and
MS-G3D [70] decreased in this dataset compared to the
NTU-60 dataset. As for unsupervised results, CR-AE-L per-
forms better than 1-NN competitors (+3.9% over P&C
FS [16], and +1.6% over P&C FW [16]), exceeding
LEP competitors as well (MS2L [22] +31.6%, PCRP [20]
+30.9%, AS-CAL [17]+26.1%, LongT GAN [15]+21.3%,
and SkeletonCLR joint [37] +14.7%).

4) DMCD [30]
Performance of our proposed CR-AE-L greatly outperforms
both supervised (+22.4% over Beyan et al. [6]) and unsu-
pervised counterparts: exceeding P&C FS [16] (+21.3%),

TABLE 4. Performance comparisons on NTU-120 [28] in terms of accuracy
(%). Our results are in ITALIC. Underlined scores are the ones the
proposed method surpasses. †Taken from PCRP [20]. Refer to [69] for the
full list of supervised benchmark results. Herein, we only list a few
example approaches that our method surpasses as well as the top
scorers.

P&C FW [16] (+11.9%), MS2L [22] (+69.8%), PCRP [20]
(+66.2%), AS-CAL [17] (+54.4%), LongT GAN [15]
(+21.4%), and SkeletonCLR joint [37] (+9.3%).

5) EMILYA [9]
Our CR-AE-L obtains comparable results w.r.t. super-
vised counterpart Crenn et al. [10] and even outperforming
Fourati et al. [9] (+7.3%). As for comparisons against unsu-
pervised SOTA, our CR-AE-L is superior than P&C FS [16]
(+10.2%), MS2L [22] (+49.9%), PCRP [20] (+50.2%), AS-
CAL [17] (+35.6%), LongTGAN [15] (+11.6%), and Skele-
tonCLR joint [37] (+2.1%), showing once again its effective-
ness for HER.

E. QUALITATIVE RESULTS
We show the feature embeddings of CR-AE-L learned dur-
ing unsupervised training of it by using t-SNE [71] for the
epochs 2, 20, 60, and 100, in Figure 5. For NTU-60 [27],
NTU-120 [28], and Skeletics-152 [29] datasets, we randomly
selected 10 action classes. For NTU-60 [27], these are: ‘‘drink
water’’, ‘‘pickup’’, ‘‘throw’’, ‘‘wear jacket’’, ‘‘hand waving’’,
‘‘jump up’’, ‘‘pointing to something with finger’’, ‘‘put the
palms together’’, ‘‘falling’’,and ‘‘touch back (backache)’’.
The actions for NTU-120 [27] are: ‘‘tennis bat swing’’, ‘‘toss
a coin’’, ‘‘move heavy objects’’, ‘‘shake fist’’, ‘‘throw up
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TABLE 5. Performance comparisons on Skeletics-152 [29] in terms of
accuracy (%). Our results are in ITALIC. Underlined scores are the ones the
proposed method surpasses. ?FS and FW stand for a decoder with ‘‘fixed
states’’ and ‘‘fixed weights’’, respectively [16].

TABLE 6. Performance comparisons on DMCD [30] in terms of F1-score.
Our results are in ITALIC. Underlined scores are the ones the proposed
method surpasses. ?FS and FW stand for a decoder with ‘‘fixed states’’
and ‘‘fixed weights’’, respectively [16].

cap/hat’’, ‘‘cross arms’’, ‘‘arm circles’’, ‘‘running on the
spot’’, ‘‘side kick’’, and ‘‘stretch oneself’’. For Skeletics-
152 [29] the selected actions are: ‘‘robot dancing’’, ‘‘dancing
gangnam style’’, ‘‘chopping wood’’, ‘‘jumping into pool’’,
‘‘moonwalking’’, ‘‘archery’’, ‘‘sword fighting’’, ‘‘belly danc-
ing’’, ‘‘salsa dancing’’, ‘‘using a sledge hammer’’. Feature
embeddings of CR-AE-L are more clustered in NTU-60 com-
pared to NTU-120 [27] and Skeletics-152 [29] dataset. This
is in line with the quantitative results of CR-AE-L in which it
performs numerically better in NTU-60 (see Section IV-D).
On the other hand, one can observe more compact and less
overlapping clusters after the epoch of 20 for all datasets.

F. FINETUNE PROTOCOL AND END-TO-END TRAINING
As an additional investigation, we also analyzed the perfor-
mance of the CR-AE-L with the following settings.

• Finetune Protocol [37]: This refers to first end-to-end
pre-training of our CR-AE-L in an unsupervised way.
Then append a linear classifier to the encoder and fine-
tune the whole model for the target task (in our case,
it is either HAR or HER). Therefore, this protocol is
supervised.

• End-to-end Training: This refers to fully supervised
learning of our CR-AE-L from scratch using the class
labels of the training data.

TABLE 7. Performance comparisons on Emilya [9] in terms of accuracy
(%). Our results are in ITALIC. Underlined scores are the ones the
proposed method surpasses. ?FS and FW stand for a decoder with ‘‘fixed
states’’ and ‘‘fixed weights’’, respectively [16]. � and O stand for the
cross-validation set-up applied in [10], and [9], respectively.

Notice that, when applying LEP and 1-NN (see
Section III-C for the definitions), the encoder is frozen
(i.e. the encoder is detached) and the feature learning is
unsupervised. Besides, 1-NN does not learn any classifier
but relies only on a distance metric. On the other hand,
the encoder is not frozen in the application of the finetune
protocol and the end-to-end training, i.e. it is learnable and,
the proposed CR-AE-L is no longer unsupervised as aimed in
this paper.We inherited these evaluation protocols in linewith
the recent SOTA, e.g. [37] to show that CR-AE-L is flexible
to adjust between supervised and unsupervised settings. The
corresponding results are given in Table 8. It is important to
highlight that for this set of experiments, we did not optimize
the training procedure (e.g. by adjusting the hyper-parameters
of CR-AE-L). Instead, we kept all implementation settings as
it was used in unsupervised training (Section IV-D), to supply
direct comparisons with LEP. In some cases the finetune
and end-to-end protocol results are lower than the w.r.t. LEP
performance (e.g. NTU-60 xview [27], Emilya [9]), while
still achieving better scores than several supervised SOTA.
We argue that these results can be improved by performing a
hyperparameter search on the validation sets.

G. LINEAR EVALUATION PROTOCOL WITH FEWER
TRAINING DATA
To better examine the learning capability of our CR-AE-L ,
we first train them in an unsupervised way (as described in
Section III) with all training data. During inference, we follow
the LEP, but the linear classifier is trainedwith only 1%, 25%,
50%, and 75% randomly selected data, while keeping the
class balance the same as the original datasets. Also, we did
not perform a hyper-parameter search for these experiments
and kept all settings as in Section IV-D.
The results in Table 9 show that, for all cases, when the

percentage of the training data is increased, the performance
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FIGURE 5. The t-SNE visualization of feature embeddings at different epochs when training CR-AE-L. 10 random categories are sampled and
visualized with different colors. As epochs, we select epoch 2, 20, 60, and 100 respectively. For each dataset we report the corresponding action
labels w.r.t. cluster colours.

TABLE 8. Performance of the proposed method when the finetune
protocol and the end-to-end training are applied. All the scores are in
terms of accuracy (%) except the F1-scores (%) given for the DMCD
dataset [30]. ↑ ↓ and↔ stand for the performance improvement,
decrease and no-change, respectively with respect to LEP results
obtained for the proposed method.

of the proposed method also improves. Moreover, our CR-
AE-L is able to surpass several SOTA when it is trained on
much less data (e.g. 25%, 50%) compared to the amount of
the data SOTA is trained on (i.e. 100%). In detail,

• NTU-60 [27] xsub. By using 25% of the data, our
CR-AE-L is able to achieve better results compared
to Lie Group [55], Cavazza et al. [56], H-RNN [57],

TABLE 9. Performance of the proposed method when the Linear
Evaluation Protocol is applied with fewer labels. All the scores are in
terms of accuracy (%) except the F1-scores (%) given for DMCD
dataset [30].

P&C [16], LongT GAN [15], MS2L [22], PCRP [20],
VAE-PoseRNN [21] and AS-CAL [17], whose are
trained with 100% of the data.

• NTU-60 [27] xview. When we use 50% of the training
data, our CR-AE-L surpasses the performance of Lie
Group [55], Cavazza et al. [56], H-RNN [57], LongT
GAN [15],MS2L [22], PCRP [20], VAE-PoseRNN [21],
AS-CAL [17] and MM-AE [18] trained with the whole
training data.
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TABLE 10. The transfer-ability of our CR-AE-L across different datasets. Unsupervised pre-training is performed w.r.t. each dataset’s training/testing split
(except DMCD and Emilya, in which cross-validation is applied as in [6]). NTU 61∼120 refers to using only the action classes from 61 to 120. The darker
colors perform better than the lighter colors in the same column.

TABLE 11. Space (in terms of the number of parameters) and time (in terms of inference time of one epoch in seconds) complexity of our proposed
CR-AE-L and unsupervised counterparts. All experiments were performed on the machine equipped with an Intel(R) Core(TM) i7-9700K CPU @ 3.60GHz,
64GB RAM, and a single NVIDIA RTX2080 GPU. The lower space and time complexity is preferable (the best out of all shown in bold). ?FS and FW stand
for a decoder with ‘‘fixed states’’ and ‘‘fixed weights’’, respectively [16].

• NTU-120 [28] xsub. By training our CR-AE-L with
the 50% of the training data, we achieve better results
compared to Part-Aware LSTM [27], Soft RNN [66],
P&C [16], PCRP [20] andAS-CAL [17] trained by using
100% of the data.

• NTU-120 [28] xsetup. By using 50% of the training
data, our CR-AE-L is able to achieve better results
compared to Part-Aware LSTM [27], Soft RNN [66],
P&C† [16], PCRP [20] and AS-CAL [17] whose model
are learned with the whole training data.

• Skeletics-152 [29]. By being trained with the 50% of
the training data, our CR-AE-L surpasses the meth-
ods: MS2L [22], PCRP [20], AS-CAL [17] and LongT
GAN [15], all trained with the 100% of the data.

• DMCD [30]. Our CR-AE-L trained on 50% of the
training data, achieves better performance compared
to Beyan et al. [6], P&C [16], MS2L [22], PCRP [20],
AS-CAL [17] and LongT GAN [15] trained with the
whole training data.

• Emilya [9] By using 50% of the training data, our CR-
AE-L surpasses the methods: P&C FS? [16], MS2L [22],
PCRP [20] and AS-CAL [17] trained on whole dataset.

H. TRANSFER-ABILITY
In this section, we test the transfer-ability of CR-AE-L across
different datasets. The unsupervised pre-training is consid-
ered to be useful in a practical scenario in which (in our case)
action and/or emotion classes are varying and labelling new

data is expensive. Herein, we test the transfer-ability of our
models across different datasets, when a) in the unsupervised
training and inference the same task but a different set of
classes exist (e.g. pre-training on action dataset NTU-60 [27]
xsub → transfer learning on action dataset NTU-120 [28]
xsetup) and b) different tasks during unsupervised training
and inference are being addressed (e.g. pre-training on action
dataset Skeletics-152 [29] → transfer learning on emotion
dataset Emilya [9]). The corresponding results are given in
Table 10 in terms of 1-NN protocol.
Overall, due to the domain gap between datasets (e.g.

variety in actions and emotions), a drop in performance
can be expected. Still, results show the effectiveness of our
approach in dampening this phenomenon. In many cases,
the performance even surpasses their same-dataset baseline.
For example, in case of actions → actions, a boost in
performance can be observed when NTU-60 [27] xsub is
tested with a model pre-trained with NTU-61∼120 [28] xsub
and NTU-60 [27] xview (+1.5% and +0.5%, respectively);
NTU-120 [28] xsetup is tested with a model pre-trained on
NTU-60 [27] xsub and NTU-60 [27] xview (+1.7% and
+1.5%, respectively); and NTU-61∼120 [28] xsub is classi-
fied by a model pre-trained on NTU-60 [27] xsub and NTU-
60 [27] xview (+1.5% and +0.7%, respectively). On the
other hand, for actions → emotions, there are performance
improvements (up to +1.2%) when Emilya dataset [9] is
recognized by a model pre-trained on NTU-60 [27] xsub
or NTU-61∼120 [28] xsub. Overall, the proposed method’s
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transfer-ability is noticeable, showing its potential to process
effectively when implemented in real life.

I. TIME AND SPACE COMPLEXITY
In Table 11, we report the time complexity of our proposed
CR-AE-L and the most prominent unsupervised competi-
tors in terms of the inference time of one epoch using the
testing split of both HAR and HER datasets. All analyses
were performed with the machine equipped with an Intel(R)
Core(TM) i7-9700K CPU @ 3.60GHz, 64GB of RAM, and
a single NVIDIA RTX2080 GPU. In the same table, we also
declare the space complexity of our model and our counter-
parts in terms of the number of parameters. Despite our model
having higher (or comparable) space complexity in terms of
the number of parameters w.r.t. to some other architectures,
we achieve the lowest per-epoch inference time, proving the
effectiveness of using residual convolutional layers instead
of relying on contrastive-based approaches, GANs, gated
networks, or recurrent networks. It is also noticeable that our
method has a low space complexity compared to P&C [16],
which is based on recurrent networks.

V. CONCLUSION
We have introduced a novel unsupervised feature learn-
ing method based on convolutional residual autoencoder
and adapting Laplacian regularization to capture the skele-
tal geometry in time. Our method is validated on various
large-scale action and emotion datasets. It generalizes well
to result in effective feature representations from the input
3D-skeleton sequences whose labels, number of joints, and
connections, are significantly varying from one dataset to
another. This paper is the first attempt to tackle unsupervised
full-bodymotion-based emotion recognition (HER).We have
presented baselines for unsupervised human emotion recog-
nition tasks by benchmarking the SOTA methods, willing to
foster future research on this topic.

The proposed method notably achieves better results com-
pared to the unsupervised counterparts in standard evalu-
ation protocols and demonstrates remarkable effectiveness
against the supervised SOTA. It performs better than several
approaches even when it is trained with fewer data compared
to others, also presenting its usefulness in case of limited
training data. Importantly, when it is trained on one domain
and tested on another, it is able to demonstrate the advantage
of performing unsupervised pre-training by scoring on par or
by achieving improved results for several cases. The proposed
method’s faster inference time compared to its counterparts
is also notable. The future work will focus on enforcing
the spatio-temporal connectivity through regularization over
time, and the adaptation of the proposed method for online
unsupervised learning.
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