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## Abstract

Quantum computing is a form of computation that exploits quantum mechanical phenomena for information processing, with promising applications (among others) in optimization and machine learning. Indeed, quantum machine learning is currently one of the most popular directions of research in quantum computing, offering solutions with an at-least-theoretical advantage compared to the classical counterparts. Nevertheless, the quantum devices available in the current Noisy IntermediateScale Quantum (NISQ) era are limited in the number of qubits and significantly affected by noise. An interesting alternative to the current prototypes of general-purpose quantum devices is represented by quantum annealers, specific-purpose quantum machines implementing the heuristic search for solving optimization problems known as quantum annealing. However, despite the higher number of qubits, the current quantum annealers are characterised by very sparse topologies. These practical issues have led to the development of hybrid classical-quantum schemes, aiming at leveraging the strengths of both paradigms while circumventing some of the limitations of the available devices. In this thesis, several hybrid classical-quantum algorithms for optimization and machine learning are introduced and/or empirically assessed, as the empirical evaluation is a fundamental part of algorithmic research. The quantum computing models taken into account are both quantum annealing and circuit-based universal quantum computing. The results obtained have shown the effectiveness of most of the proposed approaches.

Keywords: hybrid classical-quantum computing, quantum annealing, quantum machine learning, optimization, locality, empirical evaluation

## 1 Introduction

Quantum computing is a type of computation leveraging quantum mechanical phenomena for information processing. In particular, quantum computing has the potentiality to efficiently solve optimization and machine learning problems, which are often computationally intensive. However, in the current Noisy Intermediate-Scale Quantum (NISQ) era [87], the quantum computers available in the market $[45,91]$ are limited in the number of qubits and significantly affected by noise, restricting the problems that can be addressed in practice.

An interesting alternative to universal quantum computing is represented by quantum annealing. In detail, quantum annealing is a heuristic search aimed at solving optimization problems by probabilistically identifying the low-energy states of a quantum system [59], and quantum annealers are non-universal specific-purpose quantum devices that implement quantum annealing. Compared to the available general-purpose quantum computers, the quantum annealers provided by D-Wave [49] are characterised by a higher number of qubits (thousands versus hundreds). This has fostered expectations that, for specific problem domains, quantum annealers could potentially outperform the classical counterparts. A promising application is, for instance, the one described by Bian et al. in their work [8]. Nevertheless, the topology of these machines is far from being complete (namely, it is very sparse), and quantum annealers are also subject to noise.

In the area of quantum computing, one of the most popular directions of research is represented by Quantum Machine Learning (QML). Indeed, in the last decade, numerous interesting QML algorithms have been introduced and theoretically characterised, with occasional empirical validation. Notable examples are the quantum support vector machine introduced by Rebentrost et al. [89], distancebased classifiers as the one presented by Schuld et al. [98], and quantum neural networks, whose performance have been analysed by Abbas et al. [1]. However, quantum annealing has also been taken into account in the development of quantum machine learning algorithms [74, 113, 118]. In particular, the combination of quantum computation and machine learning offers solutions characterised by an at-least-theoretical advantage compared to the classical counterparts. Moreover, QML seems a good way to leverage the existing NISQ devices for addressing real-world problems.

The desire of practically using quantum computing has given rise to hybrid classical-quantum approaches, delegating part of the computation to classical devices. Indeed, the current quantum computing architectures are still immature, and hybrid schemes can effectively circumvent some of their limitations. Additionally, it is reasonable to assume that the interplay between classical and quantum procedures allows leveraging the strengths of both paradigms, despite the inefficient interface between them. Specifically, hybrid classical-quantum approaches have been presented for both universal quantum devices [69] and quantum annealing architectures [4]. Moreover, in the field of QML, this represents a compelling alternative to the development of quantum algorithms capable of fully solving machine learning tasks but requiring ideal devices.

In this thesis, several hybrid classical-quantum algorithms for optimization and machine learning are introduced and/or empirically evaluated. Indeed, the empirical evaluation is an essential part of algorithmic research and, although established benchmarks do not yet exist for QML, a systematic evaluation is fundamental in order to progress. The thesis is structured as follows. Chapters 2 and 3 provide useful background information for understanding the subsequent chapters. Specifically, Chapter 2 deals with miscellaneous topics, while Chapter 3 deals with quantum machine learning only. Regarding the novel content, Part I, which includes Chapters 4 to 6 , is devoted to quantum annealing algorithms, while Part II, which includes Chapters 7 and 8, is devoted to algorithms for (circuit-based) universal quantum devices. In detail, Chapter 4, which is based on the article "Quantum annealing learning search implementations" [12], presents two implementations and the empirical evaluation of QALS [81], a hybrid algorithm for tackling optimization problems that cannot be directly mapped on a quantum annealer. The article in question was motivated by the absence of an empirical assessment
of the algorithm in the literature. Instead, Chapter 5, which is based on the article "Reconstructing Bayesian networks on a quantum annealer" [130], presents the implementation and the empirical evaluation of the QUBO formulation proposed by O'Gorman et al. [76] for reconstructing Bayesian networks on the same architecture; a divide et impera approach for tackling larger problem instances is also introduced and assessed in the same chapter. This article, as well, was motivated by the absence of an empirical assessment of the QUBO formulation in the literature. In Chapter 6, which is based on the article "Local Binary and Multiclass SVMs Trained on a Quantum Annealer" [129], the local application of support vector machines trained on a quantum annealer is introduced and empirically evaluated. In this case, the entirely classical counterpart had already proven successful [9, 104], and the considered quantum-trained models [26, 118] suffered from the limited connectivity of the available quantum annealers, motivating the article in question. Concerning Chapter 7 , which is based on the article "Implementation and empirical evaluation of a quantum machine learning pipeline for local classification" [128], it introduces the application of a quantum locality technique, such as a quantum $k$-nearest neighbors algorithm, as a preliminary step of other quantum machine learning models; the empirical assessment of the approach is also illustrated. This article was motivated by the absence of quantum local classification pipelines in the literature, a successful approach in the classical realm (as said for the previous chapter) that may also allow saving qubits in the quantum one. Lastly, Chapter 8, which is based on the article "A quantum k-nearest neighbors algorithm based on the Euclidean distance estimation" [127], introduces a novel quantum adaptation of the $k$-nearest neighbors algorithm (based on the Euclidean distance) and its empirical evaluation. The article in question was motivated by the absence of a quantum version of the algorithm utilizing the Euclidean distance distance metric in the literature. The main results presented in these chapters are summarised in Chapter 9, which also briefly describes some possible future directions of research.

## 2 Background

This chapter provides some background information about quantum computing and the topics covered in the first part of this work (Part I). In particular, this chapter is a reworked version of different parts of the background sections of various articles [12, 128-130].

### 2.1 Quantum Computing

Quantum computing is a form of computation that leverages quantum phenomena, such as state superposition and entanglement. This field represents a significant application of quantum information theory, delivering algorithms to efficiently solve problems that are challenging for classical computers [75]. In this work, two different kinds of quantum computation have been exploited, namely, quantum annealing and quantum circuits.

### 2.1.1 Quantum Annealing

Quantum Annealing (QA) is a heuristic search method for solving optimization problems [59]. In this approach, the solution to a given problem corresponds to the ground state, being the least energetic physical state, of an $n$-qubit system. The system's energy is described by a problem Hamiltonian $H_{P}$, which is a $2^{n} \times 2^{n}$ Hermitian matrix. In particular, the annealing process involves the quantum system's time evolution towards the ground state of the problem Hamiltonian. More in detail, let us consider the time-dependent Hamiltonian

$$
\begin{equation*}
H(t)=\Gamma(t) H_{D}+H_{P} \tag{2.1}
\end{equation*}
$$

where $H_{P}$ denotes the problem Hamiltonian and $H_{D}$ represents the transverse field Hamiltonian. Specifically, $H_{D}$ provides the kinetic term, enabling the exploration of the solution landscape through quantum fluctuations. Instead, $\Gamma$ represents a decreasing function that reduces the kinetic term, guiding the system towards the global minimum of the problem (represented by $H_{P}$ ).

QA can be physically implemented by taking into account a quantum spin glass, which is a network of qubits organized on the vertices of a graph $\langle V, E\rangle$, where $|V|=n$, and the edges $E$ correspond to the couplings among these qubits. The problem Hamiltonian is defined as

$$
\begin{equation*}
H_{P}=H(\Theta)=\sum_{i \in V} \theta_{i} \sigma_{z}^{(i)}+\sum_{(i, j) \in E} \theta_{i j} \sigma_{z}^{(i)} \sigma_{z}^{(j)}, \tag{2.2}
\end{equation*}
$$

with the real coefficients $\theta_{i}, \theta_{i j}$ being organized into the matrix $\Theta$. In detail, $H(\Theta)$ is an operator on the $n$-qubit Hilbert space $\mathrm{H}=\left(\mathbb{C}^{2}\right)^{\otimes n}$, while $\sigma_{z}^{(i)}$ operates as the Pauli matrix

$$
\sigma_{z}=\left(\begin{array}{cc}
1 & 0  \tag{2.3}\\
0 & -1
\end{array}\right)
$$

on the $i$-th tensor factor and as the $2 \times 2$ identity matrix on the other tensor factors. Concerning the coefficient matrix $\Theta$, it is an $n \times n$ symmetric square matrix that contains real values (known as weights) and is defined as

$$
\Theta_{i j}:= \begin{cases}\theta_{i}, & i=j,  \tag{2.4}\\ \theta_{i j}, & (i, j) \in E, \\ 0, & (i, j) \notin E,\end{cases}
$$

where $\theta_{i}$ physically corresponds to the local field on the $i$-th qubit, and $\theta_{i j}$ to the coupling between the qubits $i$ and $j$. Specifically, the Pauli matrix $\sigma_{z}$ has two eigenvalues, $\{-1,1\}$, corresponding to the binary states of each qubit, i.e., spin down and spin up. Consequently, the spectrum of eigenvalues
of the problem Hamiltonian (Equation 2.2) includes all the potential values of the energy function of the well-known Ising model:

$$
\begin{equation*}
\mathrm{E}(\Theta, \mathbf{z})=\sum_{i \in V} \theta_{i} z_{i}+\sum_{(i, j) \in E} \theta_{i j} z_{i} z_{j}, \quad \mathbf{z}=\left(z_{1}, \ldots, z_{n}\right) \in\{-1,1\}^{|V|} \tag{2.5}
\end{equation*}
$$

In practice, the annealing procedure, often referred to as cooling, guides the system towards the ground state of $H(\Theta)$. This state corresponds to the spin configuration that encodes the solution to the problem, namely,

$$
\begin{equation*}
\mathbf{z}^{*}=\underset{\mathbf{z} \in\{-1,1\}|V|}{\operatorname{argmin}} \mathrm{E}(\Theta, \mathbf{z}) \tag{2.6}
\end{equation*}
$$

When given a problem, the annealer is initialized using appropriate weights $\Theta$, and the binary variables $z_{i} \in\{-1,1\}$ are physically realized through measurements conducted on the qubits positioned at the vertices $V$. In order to address a general optimization problem via QA, it is essential to determine a suitable encoding of the objective function in relation to the cost function (2.5), a task that is generally challenging.

### 2.1.2 Quantum Circuit Model

Among the different models of universal quantum computation, the most common one is the quantum circuit model. In this framework, the primary element of quantum computation is the qubit, a twolevel physical system whose state is described by a unit vector $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ in a two-dimensional complex Hilbert space, where $|0\rangle$ and $|1\rangle$ constitute an orthonormal basis. Here, $\rangle$ represents a ket in the Dirac notation, used for denoting quantum states, and $|0\rangle$ and $|1\rangle$ correspond to the vectors of the standard basis in $\mathbb{C}^{2}$. The absolute squares of the complex amplitudes $\alpha$ and $\beta$ represent the probabilities of measuring the qubit in states 0 and 1 , respectively, satisfying the normalization condition $|\alpha|^{2}+|\beta|^{2}=1$. Following a measurement process, the qubit's state collapses to either $|0\rangle$ or $|1\rangle$, depending on the observed outcome. Moreover, the time evolution of isolated quantum systems, like qubits, is described by unitary operators, which are referred to as quantum gates in the realm of quantum computation. For instance, the Hadamard gate, which acts on a single qubit, can be defined through the equations $H|0\rangle=|+\rangle$ and $H|1\rangle=|-\rangle$, where $| \pm\rangle=1 / \sqrt{2} \cdot(|0\rangle \pm|1\rangle)$. Essentially, the Hadamard gate creates a superposition state; its matrix representation and circuital symbol are

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \quad \text { and } \quad-H
$$

Another fundamental quantum gate is the Controlled-NOT (CNOT) gate, which acts on two qubits and works as follows with respect to the computational basis:

where $x, y \in\{0,1\}$ and $\oplus$ is the sum modulo 2 . In practical terms, the CNOT gate flips the state of the target qubit only if the control qubit is in state $|1\rangle$. Notably, by utilizing three CNOT gates in combination, it becomes feasible to construct the SWAP gate, a 2-qubit gate designed to exchange the input qubits, whose circuital definition is


Instead, the controlled version of the SWAP gate, which operates on three qubits, is referred to as the Fredkin gate. Its classical counterpart is universal for classical reversible computation, and its circuital symbol is


According to a fundamental axiom of quantum mechanics, a system of $n$ qubits is mathematically described in the space $\left(\mathbb{C}^{2}\right)^{\otimes n}$. Consequently, the space available for representing data increases exponentially with the number of qubits. This exponential growth constitutes one of the key advantages of quantum computation. In practical terms, quantum algorithms are crafted by combining the available quantum gates in order to generate a quantum state encoding the solution to a problem of interest. Then, the outcome is obtained by measuring the output state in the computational basis. Given the probabilistic nature of the results of quantum computation, quantum algorithms typically need to be repeated multiple times to provide meaningful outcomes. A significant demonstration of the efficiency of quantum computation lies in Shor's algorithm [107], whose time complexity for solving the integer factoring problem, a task generally suspected to be beyond $\boldsymbol{P}$, is polynomial.

### 2.2 Quadratic Unconstrained Binary Optimization

Quadratic Unconstrained Binary Optimization (QUBO) problems are optimization problems expressed in the form

$$
\begin{equation*}
\underset{\mathbf{x}}{\operatorname{argmin}} \mathbf{x}^{T} Q \mathbf{x}, \tag{2.7}
\end{equation*}
$$

with $\mathbf{x}$ being a binary vector, and $Q$ being an upper triangular (or symmetric ${ }^{1}$ ) matrix composed of real values. Specifically, let $\mathbf{x}$ be an $n \times 1$ vector and $Q$ an $n \times n$ upper triangular matrix. Then, it is possible to reformulate the problem as

$$
\begin{align*}
\mathbf{x}^{T} Q \mathbf{x} & =\sum_{i=1}^{n} q_{i i} x_{i}^{2}+\sum_{i=1}^{n} \sum_{j=i+1}^{n} q_{i j} x_{i} x_{j} \\
& =\sum_{i=1}^{n} q_{i i} x_{i}+\sum_{i=1}^{n} \sum_{j=i+1}^{n} q_{i j} x_{i} x_{j} \tag{2.8}
\end{align*}
$$

where $x_{i}^{2}=x_{i}$ due to $x_{i} \in \mathbb{B}=\{0,1\}$. Basically, the main diagonal of $Q$ contains the linear coefficients ( $q_{i i}$ ), while the other cells of the matrix contain the quadratic coefficients $\left(q_{i j}\right)$. Although QUBO problems are inherently unconstrained, it is possible to introduce constraints as penalties. Glover et al. [38] provide several examples of this approach.

The relevance of the QUBO formulation consists in being computationally equivalent to the Ising model, which is the physical model on which annealers are based. The only distinction consists in the domain of the variables: $\{0,1\}$ for the QUBO formulation and $\{-1,+1\}$ for the Ising one. Consequently, a simple conversion allows the usage of quantum annealing to solve problems expressed as QUBO, such as optimization problems on graphs, clustering problems, set partitioning problems, or sequencing and ordering problems [38].

### 2.2.1 D-Wave Annealers, Embedding, and Hybrid Solvers

D-Wave Systems [49] is a Canadian company specialized in producing quantum annealers, namely, physical machines that implement the quantum annealing process. Currently, their flagship model is the D-Wave Advantage, which adopts the Pegasus topology. This model is characterised by 5640 qubits, with each qubit connected to 15 other qubits. While a greater number of qubits enables the processing of larger problems, the most significant aspect is the connectivity, as it determines the complexity of problems that can be effectively represented and solved.

A crucial step, in order to exploit quantum annealing for solving QUBO problems, consists in mapping the problem variables to the Quantum Processing Unit (QPU) qubits. However, due to the

[^0]sparseness of the annealer topology, a direct representation is often not feasible. The solution lies in chaining together multiple physical qubits to operate as a single logical qubit. In this way, the connectivity of the annealer graph is enhanced, although at the expense of reducing the number of available qubits and, consequently, limiting the size of the problems that can be effectively represented. This entire process is commonly referred to as embedding or minor embedding, in the glossary of DWave [52, 53]. Specifically, D-Wave's Ocean library offers the EmbeddingComposite class [50] to automate the minor embedding of the QUBO matrices.

In addition, as an alternative to simulated and quantum annealing, D-Wave provides the so-called hybrid annealing (just Hybrid from now on) [51], a framework that enables the simultaneous execution of multiple solvers, whether classical or quantum. In detail, a branch could correspond to a classical technique like Tabu Search or to a workflow involving a decomposer - sampler - composer structure. In the latter case, the decomposer divides the given problem into subproblems, each solved by the sampler. The local solutions obtained are then recomposed by the composer to produce the final solution. Notably, the sampler component could be Simulated Annealing (SA), quantum annealing, other classical techniques, or more complex methods.

### 2.3 Quantum Annealing Learning Search

Quantum Annealing Learning Search (QALS) is a guided meta-heuristic approach specifically devised to tackle optimization problems that cannot be directly mapped onto the architecture of a quantum annealer. The core idea of this approach, initially proposed in [81] and further elaborated in [82], consists in initializing the quantum annealer by summing a tabu matrix $S$ to the weight matrix $\Theta$. The role of the $S$ matrix is to penalize previously explored solutions, thus preventing redundant searches in the solution space. Suppose that we have a set of $k$ solutions $\left\{\mathbf{z}_{j}\right\}_{j=1, \ldots, k}$ to be penalized. The matrix $S$ is built as follows:

$$
\begin{equation*}
S=\sum_{j=1}^{k}\left(\mathbf{z}_{j} \mathbf{z}_{j}^{T}-I+\operatorname{diag} \mathbf{z}_{j}\right), \tag{2.9}
\end{equation*}
$$

with $I$ being the identity matrix of size $n$, and $\operatorname{diag} \mathbf{z}_{j}$ being the diagonal matrix resulting from the vector $\mathbf{z}_{j}$. By design, the tabu matrix $S$ imposes energetic penalties on the solutions $\mathbf{z}_{j_{j=1, \ldots, k}}$ in the spectrum of the Hamiltonian $H(\Theta+S)$, which corresponds to the energy function $\mathbf{z} \mapsto \mathrm{E}(\Theta+S, \mathbf{z})$.

Basically, QALS operates through an iterative process involving the generation of candidate solutions via QA and subsequent probabilistic acceptance or rejection. New candidate solutions are created by perturbing the weights according to the approach presented below, while rejected solutions contribute to the tabu matrix $S$. In addition, similarly to SA, the algorithm allows for suboptimal acceptance of solutions and a decreasing temperature parameter is used to control the weight perturbation. Concerning the problem representation into the annealer, the matrix $Q$ representing the objective quadratic function $f_{Q}$ is deformed by means of $S$ and mapped onto the annealer architecture in a piecewise manner, which means that only specific elements of the QUBO matrix are chosen at each iteration. More precisely, the mapping $\mu$ employed for solving QUBO problems is defined as follows:

$$
\begin{equation*}
\mu\left[f_{Q}\right](\mathbf{z})=\mathrm{E}\left(P^{T}(Q+\lambda S) P \circ \mathcal{A}, P \mathbf{z}\right), \tag{2.10}
\end{equation*}
$$

where $P$ denotes a permutation matrix of order $n$ and $P^{T}$ represents its transpose, $\lambda$ is a scaling factor that modulates the contribution of the tabu matrix $S$ (initially set to zero), $\mathcal{A}$ is the adjacency matrix of the topology graph of the quantum annealer, and o corresponds to the Hadamard product. In practice, $\mu$ maps some elements of $Q$, deformed by $S$ and selected by $P$, into the weights. It is also worth highlighting that, in QALS, the QUBO problem variables are defined in the $\{-1,+1\}$ domain.

The QALS scheme is outlined in Algorithm 1. In particular, the tabu-based encodings are generated according to Equation (2.10). To achieve this, an auxiliary function $P \mapsto g(P, p)$, which alters a permutation by selecting elements for shuffling with probability $p$, is exploited. In practice, the function $g$ is responsible for generating the permutations that induce the encodings into the annealer architecture (Algorithm 1, lines 5 and 25). In addition, the mapping process takes into account the

```
Data: Matrix \(Q\) of order \(n\) encoding a QUBO problem, annealer adjacency matrix \(\mathcal{A}\) of order \(n\)
Input: Energy function of the annealer \(\mathrm{E}(\Theta, \mathbf{z})\), permutation modification function \(g(P, p)\), solution
modification function \(h(\mathbf{z})\), minimum probability \(0<p_{\delta}<0.5\) of permutation modification,
probability decreasing rate \(\eta>0\), candidate perturbation probability \(q>0\), number \(N\) of
iterations at constant \(p\), initial balancing factor \(\lambda_{0}>0\), number of annealer runs \(k \geq 1\),
termination parameters \(i_{\max }, N_{\max }, d_{\text {min }}\)
Result: \(\mathbf{z}^{*}\) vector with \(n\) elements in \(\{-1,1\}\) solution of the QUBO problem
function \(f_{Q}(\mathbf{z})\) :
    return \(\mathbf{z}^{T} Q \mathbf{z}\);
\(P \leftarrow I_{n} ;\)
\(p \leftarrow 1 ;\)
s \(P_{1} \leftarrow g(P, 1) ; P_{2} \leftarrow g(P, 1) ; \quad / /\) generate two permutation matrices perturbing the identity
\(\Theta_{1} \leftarrow P_{1}^{T} Q P_{1} \circ \mathcal{A} ; \Theta_{2} \leftarrow P_{2}^{T} Q P_{2} \circ \mathcal{A} ;\)
                            // weights initialization
/* run the annealer \(k\) times with weights \(\Theta_{1}\) and \(\Theta_{2} * /\)
\(\mathbf{z}_{1} \leftarrow P_{1}^{T} \widehat{\operatorname{argmin}}_{\mathbf{z}}\left(\mathrm{E}\left(\Theta_{1}, \mathbf{z}\right)\right) ; \mathbf{z}_{2} \leftarrow P_{2}^{T} \widehat{\operatorname{argmin}}_{\mathbf{z}}\left(\mathrm{E}\left(\Theta_{2}, \mathbf{z}\right)\right) ; / /\) estimate energy argmin, \(P_{1}^{T}\) and \(P_{2}^{T}\)
    map back the variables
\(f_{1} \leftarrow f_{Q}\left(\mathbf{z}_{1}\right) ; f_{2} \leftarrow f_{Q}\left(\mathbf{z}_{2}\right) ; \quad\) // evaluate \(f_{Q}\)
/* use the best to initialize \(\mathbf{z}^{*}\) and \(P^{*}\); use the worst to initialize \(\mathbf{z}^{\prime}\) */
if \(f_{1}<f_{2}\) then
    \(\mathbf{z}^{*} \leftarrow \mathbf{z}_{1} ; f^{*} \leftarrow f_{1} ; P^{*} \leftarrow P_{1} \mathbf{z}^{\prime} \leftarrow \mathbf{z}_{2} ;\)
else
    \(\mathbf{z}^{*} \leftarrow \mathbf{z}_{2} ; f^{*} \leftarrow f_{2} ; P^{*} \leftarrow P_{2} ; \mathbf{z}^{\prime} \leftarrow \mathbf{z}_{1} ;\)
end
if \(f_{1} \neq f_{2}\) then
    \(S \leftarrow \mathbf{z}^{\prime} \otimes \mathbf{z}^{\prime}-I_{n}+\operatorname{diag}\left(\mathbf{z}^{\prime}\right) ; \quad / /\) use \(\mathbf{z}^{\prime}\) to initialize the tabu matrix \(S\)
else
    \(S \leftarrow 0 ; \quad / /\) otherwise set all the elements of \(S\) to zero
end
\(e \leftarrow 0 ; d \leftarrow 0 ; i \leftarrow 0 ; \lambda \leftarrow \lambda_{0} ;\)
repeat
    \(Q^{\prime} \leftarrow Q+\lambda S ; \quad / /\) scale and add the tabu matrix
    if \(N\) divides \(i\) then
        \(p \leftarrow p-\left(p-p_{\delta}\right) \eta ;\)
    end
    \(P \leftarrow g\left(P^{*}, p\right) ; \quad / /\) modify permutation \(P^{*}\)
    \(\Theta^{\prime} \leftarrow P^{T} Q^{\prime} P \circ \mathcal{A} ; \quad / /\) weights initialization
    /* run the annealer \(k\) times with weights \(\Theta^{\prime}\) */
    \(\mathbf{z}^{\prime} \leftarrow P^{T} \widehat{\operatorname{argmin}}_{\mathbf{z}}\left(\mathrm{E}\left(\Theta^{\prime}, \mathbf{z}\right)\right) ; \quad / /\) estimate energy \(\operatorname{argmin}, P^{T}\) maps back the variables
    with probability \(q \quad \mathbf{z}^{\prime} \leftarrow h\left(\mathbf{z}^{\prime}, p\right)\); // possibly perturb the candidate
    if \(\mathbf{z}^{\prime} \neq \mathbf{z}^{*}\) then
        \(f^{\prime} \leftarrow f_{Q}\left(\mathbf{z}^{\prime}\right) ; \quad\) // evaluate \(f_{Q}\)
        if \(f^{\prime}<f^{*}\) then
                \(\operatorname{swap}\left(\mathbf{z}^{\prime}, \mathbf{z}^{*}\right) ; f^{*} \leftarrow f^{\prime} ; P^{*} \leftarrow P ; e \leftarrow 0 ; d \leftarrow 0 ; \quad / / \mathbf{z}^{\prime}\) is better
                \(S \leftarrow S+\mathbf{z}^{\prime} \otimes \mathbf{z}^{\prime}-I_{n}+\operatorname{diag}\left(\mathbf{z}^{\prime}\right) ; \quad / /\) use \(\mathbf{z}^{\prime}\) to update the tabu matrix \(S\)
        else
            \(d \leftarrow d+1 ;\)
                with probability \(\left(p-p_{\delta}\right)^{\left(f^{\prime}-f^{*}\right)} \operatorname{swap}\left(\mathbf{z}^{\prime}, \mathbf{z}^{*}\right) ; f^{*} \leftarrow f^{\prime} ; P^{*} \leftarrow P ; e \leftarrow 0 ;\)
        end
        update the balancing factor \(\lambda\) with \(\lambda \leq \lambda_{0}\);
    else
        \(e \leftarrow e+1 ;\)
    end
    \(i \leftarrow i+1 ;\)
until \(i=i_{\max }\) or \(\left(e+d \geq N_{\max }\right.\) and \(\left.d<d_{\min }\right)\);
return \(\mathrm{z}^{*}\);
```

Algorithm 1: Quantum Annealing Learning Search for QUBO problems (taken from [12]).
actual annealer topology, which is represented by the graph matrix $\mathcal{A}$ (Algorithm 1, lines 6 and 26). The permutations are also exploited to map the solutions obtained from the annealer back to the original problem's solution space (Algorithm 1, lines 7 and 27) and to define the optimal map $\mu^{*}$. Regarding the function $g$, when $p=1$, the generated permutation is entirely random. For $0<p<1$, the permutation partially resembles the input one. Instead, if $p=0$, the resulting permutation would match the input one. However, this scenario never occurs since the probability of an element being shuffled gradually decreases to a value $0<p_{\delta}<0.5$ with rate $\eta$ (Algorithm 1, lines 22-24).

The additive interaction of the tabu matrix $S$, scaled by a balancing factor $\lambda$, with the QUBO matrix $Q$ (Algorithm 1, line 21) guides the quantum annealing search with an energy profile consistent with Equation (2.10). The consequence is that the algorithm does not search just for solutions of subproblems. Indeed, $S$ contains information about the already visited solutions with objective function values higher than $f^{*}$ (Algorithm 1, lines 15 and 33). Additionally, the balancing factor $\lambda$, initialized to $\lambda_{0}$, is decreased throughout the iterations (Algorithm 1, line 38), with the purpose of preventing the tabu matrix $S$ from overshadowing the information about $f_{Q}$ carried by $Q$. In general, $\lambda$ should depend on the number of bad candidates penalized by $S$.

It is also worth highlighting that the solution returned by the annealer (Algorithm 1, line 27) could be perturbed by the function $h\left(\mathbf{z}^{\prime}, p\right)$, which flips any entry of $\mathbf{z}^{\prime}$ with probability $p$ (Algorithm 1 , line 28). These perturbations, which occur with probability $q$, are necessary in order to guarantee the convergence [81]. Furthermore, suboptimal solutions (Algorithm 1, line 36) are accepted with probability $\left(p-p_{\delta}\right)^{\left(f^{\prime}-f^{*}\right)}$. By comparison with the acceptance rule of SA, it is possible to notice that the parameter $p$ is related to the temperature parameter of SA by the relationship $T=-\ln ^{-1}\left(p-p_{\delta}\right)$. Hence, $T \rightarrow 0$ as $p \rightarrow p_{\delta}$.

Eventually, the iterative process outlined in Algorithm 1 terminates either upon convergence or when the specified number of iterations has been achieved. In particular, line 19 of Algorithm 1 establishes three distinct counters for controlling the convergence: $e$ counts the number of consecutive occurrences of the current best solution (Algorithm 1, line 40); $d$ keeps track of the number of times the current best solution and the new solution are different, yet the current solution is better (Algorithm 1, line 35); the variable $i$ represents the current number of iterations. The values of these counters are compared against the input thresholds in the termination condition (Algorithm 1, line 43).

### 2.4 Bayesian Network Structure Learning

A Bayesian network (BN) is a directed acyclic graph (DAG) illustrating the conditional dependencies of a collection of random variables [84]. In this representation, the nodes correspond to the variables, while the edges represent the conditional dependencies between them. Furthermore, each node is coupled with the conditional probability distribution of the node given its parent nodes.

The procedure presented by O'Gorman et al. [76] addresses the task of Bayesian Network Structure Learning (BNSL), a task that has received much attention [109] and consists in identifying the Bayesian network that most likely has generated a given dataset. In particular, O'Gorman et al. have devised a novel QUBO formulation of the BNSL problem that is compatible with the quantum annealing hardware, including the necessary lower bounds for penalties. It is worth noting that this problem is NP-Complete [18] and that a polynomial speedup is expected by O'Gorman et al. when using their quantum-annealing-based approach. Obviously, this is not the sole application of quantum computing in the context of Bayesian networks. For instance, Ozols et al. have proposed a quantum counterpart to the classical rejection sampling algorithm employed in Bayesian network inference [77], while Borujeni et al. have introduced a systematic technique for designing a quantum circuit that represents a generic discrete BN [13]. However, this section focuses on the BNSL task.

More in detail, a Bayesian network can be represented as a pair $\left(B_{s}, B_{p}\right)$, where $B_{s}$ denotes a Directed Acyclic Graph (DAG) and $B_{p}$ represents the corresponding set of conditional probabilities. Given a database $D=\left\{\mathbf{x}_{i} \mid 1 \leq i \leq N\right\}$, where $\mathbf{x}_{i}$ represents the state of all variables, the goal is to identify the network structure that maximizes the posterior probability distribution $p\left(B_{s} \mid D\right)$. However, exploiting Bayes' theorem, which establishes the proportionality between $p\left(B_{s} \mid D\right)$ and $p\left(D \mid B_{s}\right)$, the problem can be reformulated as the maximization of $p\left(D \mid B_{s}\right)$, which is equal to

$$
\begin{equation*}
p\left(D \mid B_{s}\right)=\prod_{i=1}^{n} \prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\Gamma\left(N_{i j}+\alpha_{i j}\right)} \prod_{k=1}^{r_{i}} \frac{\Gamma\left(N_{i j k}+\alpha_{i j k}\right)}{\Gamma\left(\alpha_{i j k}\right)} \tag{2.11}
\end{equation*}
$$

where $\Gamma$ denotes the gamma function, $q_{i}$ corresponds to the number of joint states associated with the parent set of the $i$-th random variable, $r_{i}$ represents the number of states of the $i$-th random variable, $N_{i j k}$ stands for the number of occurrences in $D$ where the $i$-th random variable is in its $k$-th state and its parent set is in its $j$-th state, $\alpha_{i j k}$ is the hyperparameter of the assumed Dirichlet prior for the node's conditional probability distribution, $N_{i j}$ and $\alpha_{i j}$ denote the sums of the corresponding parameter values over all possible $k$ values.

### 2.4.1 O'Gorman's QUBO Formulation

In their study [76], O'Gorman et al. introduce a Hamiltonian function tailored for the BNSL problem. Given the Hamiltonian, the QUBO matrix can be built in a straightforward way, mapping the coefficients of the variables into the matrix entries. Specifically, the BNSL Hamiltonian is composed of three key components: the score Hamiltonian $\left(H_{\text {score }}\right)$, which evaluates the quality of the solution graph; the max Hamiltonian $\left(H_{\max }\right)$, which penalises solutions including nodes with a number of parents exceeding a certain threshold $m$, dictated by resource constraints; the cycle Hamiltonian $\left(H_{c y c l e}\right)$, further split into the consistency Hamiltonian $\left(H_{\text {consist }}\right)$ and the transitivity Hamiltonian $\left(H_{\text {trans }}\right)$, which penalise solutions that contain cycles. Consequently, the BNSL Hamiltonian $(H)$ is given by

$$
\begin{equation*}
H(\mathbf{d}, \mathbf{y}, \mathbf{r})=H_{\text {score }}(\mathbf{d})+H_{\max }(\mathbf{d}, \mathbf{y})+H_{\text {cycle }}(\mathbf{d}, \mathbf{r}) \tag{2.12}
\end{equation*}
$$

where $\mathbf{d}$ denotes the $n(n-1)$ bits employed to represent the presence or absence of edges between nodes, while $\mathbf{y}$ and $\mathbf{r}$ are auxiliary variables used to encode the constraints.

The score Hamiltonian ( $H_{\text {score }}$ ) is computed independently for each variable, and the components are then summed together. Specifically, the score Hamiltonian for the $i$-th variable is defined as

$$
\begin{equation*}
H_{s c o r e}^{(i)}\left(\mathbf{d}_{i}\right)=\sum_{\substack{J \subset\{1 \ldots n\} \backslash\{i\} \\|J| \leq m}}\left(w_{i}(J) \prod_{j \in J} d_{j i}\right), \tag{2.13}
\end{equation*}
$$

where $\mathbf{d}_{i}$ is the vector of bits $\left(d_{j i}\right)$ representing edges directed towards the considered node, $m$ denotes the maximum allowed size for the parent set, and $w_{i}$ is calculated as

$$
\begin{equation*}
w_{i}(J)=\sum_{l=0}^{|J|}(-1)^{|J|-l} \sum_{\substack{K \subset J \\|K|=l}} s_{i}(K) \tag{2.14}
\end{equation*}
$$

where $s_{i}$ is a score value obtained from Eq. (2.11) with the introduction of a logarithm for numerical efficiency. In detail, $s_{i}$ is given by

$$
\begin{equation*}
s_{i}\left(\Pi_{i}\left(B_{s}\right)\right)=-\log \left(\prod_{j=1}^{q_{i}} \frac{\Gamma\left(\alpha_{i j}\right)}{\Gamma\left(N_{i j}+\alpha_{i j}\right)} \prod_{k=1}^{r_{i}} \frac{\Gamma\left(N_{i j k}+\alpha_{i j k}\right)}{\Gamma\left(\alpha_{i j k}\right)}\right) \tag{2.15}
\end{equation*}
$$

where $\Pi_{i}\left(B_{s}\right)$ represents the parent set of the $i$-th node. In practical terms, the sum of the $s_{i}$ values corresponds to $-\log p\left(D \mid B_{s}\right)$.

Analogously, the max Hamiltonian is calculated independently for every variable as

$$
\begin{equation*}
H_{m a x}^{(i)}\left(\mathbf{d}_{i}, \mathbf{y}_{i}\right)=\delta_{\max }^{(i)}\left(m-d_{i}-y_{i}\right)^{2} \tag{2.16}
\end{equation*}
$$

where $\delta_{\max }^{(i)}>0$ corresponds to the penalty weight, $d_{i}$ denotes the in-degree of the $i$-th node (that is equal to $\sum_{1 \leq j \leq n \cap j \neq i} d_{j i}$ ), and $y_{i} \in \mathbb{Z}$ is a slack variable (encoded through binary expansion in $\mathbf{y}_{i}$
employing $\mu$ bits $^{2}$ ) that cancels $H_{\text {max }}^{(i)}$ 's contribution if the constraint is satisfied. Indeed, $H_{m a x}^{(i)}$ is zero if the node taken into account has at most $m$ parents, otherwise it brings a positive penalty.

Eventually, the cycle Hamiltonian is defined as the sum of two terms:

$$
\begin{equation*}
H_{\text {cycle }}(\mathbf{d}, \mathbf{r})=H_{\text {trans }}(\mathbf{r})+H_{\text {consist }}(\mathbf{d}, \mathbf{r}) \tag{2.17}
\end{equation*}
$$

with $\mathbf{r}$ representing $n(n-1) / 2$ auxiliary boolean variables that are used to encode a topological order ( $r_{i j}$ is 1 if the $i$-th node precedes the $j$-th node, 0 otherwise). In particular, the transitivity Hamiltonian penalises the cycles of length three in the $r_{i j}$ values, and is calculated independently for each 3 -set of variables as

$$
\begin{equation*}
H_{t r a n s}^{(i j k)}\left(r_{i j}, r_{j k}, r_{i k}\right)=\delta_{\text {trans }}^{(i j k)}\left(r_{i k}+r_{i j} r_{j k}-r_{i j} r_{i k}-r_{j k} r_{i k}\right) \tag{2.18}
\end{equation*}
$$

with $\delta_{\text {trans }}^{(i j k)}$ being the positive penalty that is added if the $i$-th, $j$-th and $k$-th variables form a 3 -cycle. As in the other cases, the $H_{\text {trans }}^{(i j k)}$ components are summed together to obtain the full $H_{\text {trans }}$. Regarding the consistency Hamiltonian, it penalises the solutions for which the topological order encoded in $\mathbf{r}$ is not consistent with the graph structure encoded in $\mathbf{d}$. In practical terms, it disadvantages the solutions for which $r_{i j}=1$ and $d_{j i}=1$, or $r_{i j}=0$ and $d_{i j}=1$. This Hamiltonian is computed independently for each pair of variables as

$$
\begin{equation*}
H_{c o n s i s t}^{(i j)}\left(d_{i j}, d_{j i}, r_{i j}\right)=\delta_{\text {consist }}^{(i j)}\left(d_{j i} r_{i j}+d_{i j}-d_{i j} r_{i j}\right) \tag{2.19}
\end{equation*}
$$

with $\delta_{\text {consist }}^{(i j)}$ being the positive penalty introduced in the case of an inconsistency. It is also worth noticing that the order of the superscript indices in $\delta_{\text {trans }}^{(i j k)}$ and $\delta_{\text {consist }}^{(i j)}$ does not matter, since the set of variables is always the same.

In practice, the QUBO formulation of the BNSL problem involves $n(n-1)$ binary variables $\left(d_{i j}\right)$ representing the graph structure, $n \mu=n\left\lceil\log _{2}(m+1)\right\rceil$ binary slack variables $\left(y_{i l}\right)$ associated with the maximum parent constraint, and $n(n-1) / 2$ binary variables $\left(r_{i j}\right)$ related to the absence of cycles constraint. Thus, the QUBO encoding of $n$ Bayesian variables necessitates $\mathcal{O}\left(n^{2}\right)$ binary variables. However, since $H_{\text {score }}$ includes multiplications with $m$ factors, if $m \geq 3$, further steps and slack variables are required to transform the problem into a quadratic form. For instance, to reduce a BNSL problem with $m=3$ into a quadratic form, $n\left\lfloor\frac{(n-2)^{2}}{4}\right\rfloor$ binary slack variables are required [76], raising the total number of binary variables to $\mathcal{O}\left(n^{3}\right)$.

Regarding the penalty values, O'Gorman et al. have provided the following lower bounds (and demonstrated their sufficiency):

$$
\begin{gather*}
\delta_{\text {max }}^{(i)}>\max _{j \neq i} \Delta_{j i}, 1 \leq i \leq n,  \tag{2.20}\\
\delta_{\text {consist }}^{(i j)}>(n-2) \max _{k \notin\{i, j\}} \delta_{\text {trans }}^{(i j k)}, 1 \leq i<j \leq n,  \tag{2.21}\\
\delta_{\text {trans }}^{(i j k)}=\delta_{\text {trans }}>\max _{\substack{1 \leq i^{\prime}, j^{\prime} \leq n \\
i^{\prime} \neq j^{\prime}}} \Delta_{i^{\prime} j^{\prime}}, 1 \leq i<j<k \leq n, \tag{2.22}
\end{gather*}
$$

with $\Delta_{j i}$ being an estimate of the largest increase in score caused by the insertion of an arc from the $j$-th to the $i$-th node. For $m=2$, it is given by

$$
\begin{gather*}
\Delta_{j i}=\max \left\{0, \Delta_{j i}^{\prime}\right\}  \tag{2.23}\\
\Delta_{j i}^{\prime}=-w_{i}(\{j\})-\sum_{\substack{1 \leq k \leq n \\
k \neq i, j}} \min \left\{0, w_{i}(\{j, k\})\right\} \tag{2.24}
\end{gather*}
$$

Conversely, for $m \geq 3$, determining $\Delta_{j i}$ is an intractable optimization problem.
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### 2.5 Quantum-Trained Support Vector Machines

A Support Vector Machine (SVM) is a supervised machine learning algorithm for binary classification tasks [22]. Essentially, an SVM aims at finding the optimal hyperplane separating the data samples belonging to different classes. The term support vectors refers to the data points lying close to the decision boundary and contributing to the prediction of new labels. Actually, SVMs are not limited to linearly separable problems. Indeed, with the introduction of kernel functions computing the similarity of data points in higher-dimensional feature spaces without explicitly mapping them, SVMs become able to manage complex decision boundaries and the complexity of the problem does not increase (this is the so-called kernel trick) [97]. For instance, the Gaussian kernel function is defined as

$$
\begin{equation*}
k\left(\mathbf{x}_{m}, \mathbf{x}_{n}\right)=e^{-\gamma\left\|\mathbf{x}_{m}-\mathbf{x}_{n}\right\|^{2}}, \tag{2.25}
\end{equation*}
$$

where $\mathbf{x}_{m}$ and $\mathbf{x}_{n}$ are two input data points, and $\gamma>0$ is the kernel width. Moreover, different formulations of the SVM learning problem exist, and also extensions to multiclass classification and regression tasks. Concerning the quantum counterparts, a fully-quantum SVM for binary classification has been proposed by Rebentrost et al. [89]. Instead, Havliček et al. have introduced both a quantum SVM based on a variational circuit and a quantum kernel estimator [43]. However, in this work, the focus is on classical SVMs trained on a quantum annealer. In detail, the quantum-trained models for binary and multiclass classification tasks have been taken into account here (a version for regression also exists [78]). The QUBO formulations of the corresponding learning problems are provided below.

### 2.5.1 Quantum Binary Support Vector Machine (QBSVM)

The quantum-trained SVM for binary classification proposed by Willsch et al. [118], and denoted here as QBSVM, is based on the dual formulation of the SVM. Specifically, given a dataset $\mathcal{D}=$ $\left\{\left(\mathbf{x}_{n}, y_{n}\right)\right\}_{n=0, \ldots, N-1}$, with $\mathbf{x}_{n} \in \mathbb{R}^{d}$ being a $d$-dimensional feature vector and $y_{n} \in\{-1,+1\}$ being the corresponding class label, the dual formulation of the SVM learning problem is

$$
\begin{align*}
& \min _{\alpha \in \mathbb{R}^{N}} \frac{1}{2} \sum_{n, m} \alpha_{n} \alpha_{m} y_{n} y_{m} k\left(\mathbf{x}_{n}, \mathbf{x}_{m}\right)-\sum_{n} \alpha_{n} \\
& \text { subject to } 0 \leq \alpha_{n} \leq A \quad \text { and } \quad \sum_{n} \alpha_{n} y_{n}=0, \tag{2.26}
\end{align*}
$$

where $\boldsymbol{\alpha}$ is the vector of coefficients to be found, $k$ is the kernel function, and $A$ is a regularization factor ${ }^{3}$. Once the $\alpha_{n}$ coefficients have been determined (the support vectors are the ones with $\alpha_{n} \neq 0$ ), the label prediction for a test instance $\mathbf{x}$ is obtained by taking the sign of

$$
f(\mathbf{x})=\sum_{n} \alpha_{n} y_{n} k\left(\mathbf{x}_{n}, \mathbf{x}\right)+b,
$$

where $b$ can be calculated as

$$
\begin{equation*}
b=\frac{\sum_{n} \alpha_{n}\left(A-\alpha_{n}\right)\left[y_{n}-\sum_{m} \alpha_{m} y_{m} k\left(\mathbf{x}_{m}, \mathbf{x}_{n}\right)\right]}{\sum_{n} \alpha_{n}\left(A-\alpha_{n}\right)} . \tag{2.27}
\end{equation*}
$$

Since the solutions to the learning problem illustrated in Equation (2.26) are real-valued coefficients, a binary encoding is required for solving it with a quantum annealer. In detail, the encoding proposed by Willsch et al. is the following:

$$
\alpha_{n}=\sum_{k=0}^{K-1} B^{k} a_{K n+k},
$$

where $K$ is the number of binary variables utilized for encoding $\alpha_{n}, B$ is the base exploited for the encoding, and $a_{K n+k}$ are binary variables. Given this encoding, the QUBO formulation of the SVM

[^2]learning problem turns out to be
\[

$$
\begin{gathered}
\min _{a \in \mathbb{R}^{N K}} \frac{1}{2} \sum_{n, m, k, j} a_{K n+k} a_{K m+j} B^{k+j} y_{n} y_{m} k\left(\mathbf{x}_{n}, \mathbf{x}_{m}\right)-\sum_{n, k} B^{k} a_{K n+k}+\frac{\xi}{2}\left(\sum_{n, k} B^{k} a_{K n+k} y_{n}\right)^{2}= \\
=\min _{a \in \mathbb{R}^{N K}} \sum_{n, m=0}^{N-1} \sum_{k, j=0}^{K-1} a_{K n+k} Q_{K n+k, K m+j} a_{K m+j},
\end{gathered}
$$
\]

where $\xi$ is a multiplier needed to represent the second constraint in Equation (2.26), and $Q$ is the $N K \times N K$ QUBO matrix. Hence, $Q$ is defined as

$$
Q_{K n+k, K m+j}=\frac{1}{2} B^{k+j} y_{n} y_{m}\left[k\left(\mathbf{x}_{n}, \mathbf{x}_{m}\right)+\xi\right]-\delta_{n m} \delta_{k j} B^{k}
$$

with $\delta$ representing the Kronecker delta function. Regarding the first constraint in Equation (2.26), it is automatically satisfied by the choice of the encoding. Indeed, $a_{n} \geq 0$ by definition and $A=\sum_{k=0}^{K-1} B^{k}$. Instead, the bias $b$ can be computed using Equation (2.27) or adjusted afterwards.

The just described QUBO formulation might produce matrices that cannot be embedded in the available quantum annealers. To address this issue, Willsch et al. have proposed an interesting approach. In particular, the full dataset is split into $L$ disjoint slices. Then, for each slice, the $S$ best solutions found by the annealer are combined by averaging their decision functions. In practice, the average $\alpha_{n}$ coefficients and biases are computed for each slice. Eventually, the full decision function is defined as

$$
F(x)=\frac{1}{L} \sum_{l=0}^{L-1}\left[\sum_{n=0}^{N-1} \bar{\alpha}_{n}^{(l)} y_{n}^{(l)} k\left(\mathbf{x}_{n}^{(l)}, \mathbf{x}\right)+\bar{b}^{(l)}\right],
$$

where the superscript $l$ denotes the slice, $\bar{\alpha}_{n}^{(l)}$ is the $n$-th mean coefficient for the $l$-th slice, and $\bar{b}^{(l)}$ is the mean bias for the $l$-th slice. Actually, averaging the $S$ best solution could be advantageous also in cases where the dataset split is not necessary.

### 2.5.2 Quantum Multiclass Support Vector Machine (QMSVM)

The quantum-trained SVM for multiclass classification proposed by Delilbasic et al. [26], and denoted as QMSVM in the original paper, is based on the Crammer-Singer (CS) SVM [21], a single step SVM for multiclass classification. In detail, given a dataset $\mathcal{D}=\left\{\left(\mathbf{x}_{n}, y_{n}\right)\right\}_{n=0, \ldots, N-1}$, with $\mathbf{x}_{n} \in \mathbb{R}^{d}$ being a $d$-dimensional feature vector and $y_{n} \in\{0, \ldots, C-1\}$ being the corresponding label, the learning problem of the CS SVM is

$$
\begin{align*}
& \min _{T} \frac{1}{2} \sum_{n_{1}, n_{2}=0}^{N-1} k\left(\mathbf{x}_{n_{1}}, \mathbf{x}_{n_{2}}\right) \sum_{c=0}^{C-1} \tau_{n_{1} c} \tau_{n_{2} c}-\beta \sum_{n=0}^{N-1} \sum_{c=0}^{C-1} \delta_{c y_{n}} \tau_{n c} \\
& \text { subject to } \quad \sum_{c=0}^{C-1} \tau_{n c}=0 \quad \forall n \text { and } \tau_{n c} \leq 0 \quad \forall n, \forall c \neq y_{n}, \tag{2.28}
\end{align*}
$$

where $T=\left(\tau_{n c}\right)_{0 \leq n \leq N-1,0 \leq c \leq C-1}$ represents the matrix of the $N C$ coefficients to be determined, with $\tau_{n c} \in[-1,+1], \delta$ denotes the Kronecker delta, and $\beta$ is a regularization term. Once the $\tau_{n c}$ coefficients have been found, the label prediction for a test instance $\mathbf{x}$ is given by

$$
\begin{equation*}
y=\underset{0 \leq c \leq C-1}{\operatorname{argmax}} \sum_{n=0}^{N-1} \tau_{n c} k\left(\mathbf{x}_{n}, \mathbf{x}\right) . \tag{2.29}
\end{equation*}
$$

In order to solve the learning problem of Equation (2.28) using a quantum annealer, a binary encoding of the $\tau_{n c}$ variables is required. Specifically, Delilbasic et al. have proposed the following encoding based on the uniform sampling of the $[-1,+1]$ interval:

$$
\tau_{n c}=-1+\frac{2}{2^{K}-1} \sum_{k=0}^{K-1} 2^{k} a_{n C K+c K+k}
$$

where $K$ is the number of binary variables used to encode $\tau_{n c}$, and $a_{n C K+c K+k}$ are binary variables. Given this encoding, the QUBO formulation of the CS SVM learning problem turns out to be

$$
\min _{\boldsymbol{a} \in \mathbb{R}^{N C K}} \sum_{n_{1}, n_{2}, c_{1}, c_{2}, k_{1}, k_{2}} a_{n_{1} C K+c_{1} K+k_{1}} Q_{n_{1} C K+c_{1} K+k_{1}, n_{2} C K+c_{2} K+k_{2}} a_{n_{2} C K+c_{2} K+k_{2}}
$$

where the $N C K \times N C K$ QUBO matrix Q is defined as

$$
\begin{aligned}
& Q_{n_{1} C K+c_{1} K+k_{1}, n_{2} C K+c_{2} K+k_{2}}= \\
& \qquad \begin{array}{l}
=\delta_{n_{1} n_{2}} \delta_{c_{1} c_{2}} \delta_{k_{1} k_{2}} \frac{2^{k_{1}+1}}{2^{K}-1}\left(-\sum_{n_{3}=0}^{N-1} k\left(\mathbf{x}_{n_{1}}, \mathbf{x}_{n_{3}}\right)-\delta_{c_{1} y_{n_{1}}}(\beta+\mu)-2 C \mu+\mu\right)+ \\
\\
\quad+\delta_{c_{1} c_{2}} \frac{2^{k_{1}+k_{2}+1}}{\left(2^{K}-1\right)^{2}} k\left(\mathbf{x}_{n_{1}}, \mathbf{x}_{n_{2}}\right)+\delta_{n_{1} n_{2}} \frac{2^{k_{1}+k_{2}+2} \mu}{\left(2^{K}-1\right)^{2}}
\end{array}
\end{aligned}
$$

with $\mu$ being the penalty weight associated with the constraints of Equation (2.28).
Lastly, Delilbasic et al. have proposed a method for taking advantage of the multiple solutions returned by the annealer. In particular, given the $S$ best solutions found by the annealer, each of them is tested on a validation set (which can coincide with the training set). Then, a weighted average is performed. In detail, the weights of the solutions achieving an accuracy above a certain threshold are given by a softmax function applied to the values multiplier $\cdot$ accuracy $_{s}$, where multiplier is a real value and accuracy $_{s}$ is the accuracy obtained by the $s$-th solution. Instead, the weights of the other solutions are set to zero. The resulting $\bar{\tau}_{n c}$ mean variables are used in Equation (2.29), in the place of $\tau_{n c}$, to predict the new labels.

### 2.6 Local Support Vector Machines

Reducing the number of samples provided as input to a classical machine learning model by means of a locality technique has already proven to be a successful strategy, providing performance enhancements compared to the base model. Let us consider the most straightforward locality technique, i.e., the $k$-Nearest Neighbors ( $k$-NN) algorithm, which selects the data samples closest to the target instance based on a given metric (more details about the $k$-NN algorithm can be found in Section 3.3). In addition, let us restrict ourselves to the SVM as the base classification model. In 2006, Blanzieri and Melgani have proposed and empirically evaluated the $k$ NNSVM [9], i.e., a local SVM trained on the data samples selected by a $k$-NN model, obtaining good results. Specifically, the $k$-NN algorithm must return the nearest neighbors with respect to the transformed feature space where the SVM operates, which could be an issue when using the kernel trick. However, in the case of RBF kernels (such as the Gaussian kernel) and polynomial kernels with degree 1, the Euclidean distance can be directly used as the distance metric for the $k$-NN [9]. Furthermore, local SVMs have been theoretically characterised by, for instance, Hable [42] and Meister and Steinwart [70]. Nevertheless, despite the accuracy improvement and the reduced training time per model (due to the lower number of samples used for training), the $k$ NNSVM classifier requires to train an SVM on the $k$-neighborhood of each test sample (unless all nearest neighbors belong to the same class), which represents a serious bottleneck in terms of execution time. To solve this issue, Segata and Blanzieri have developed the approach presented below.

### 2.6.1 Fast Local Kernel Support Vector Machine (FaLK-SVM)

Fast Local Kernel Support Vector Machine (FaLK-SVM) [104] improves the execution time of the $k$ NNSVM classifier [9] by taking advantage of a data structure proposed by Beygelzimer et al. for efficient nearest-neighbor operations, namely, the cover tree [6]. In detail, the cover tree is a data structure with the following properties: the root is a randomly selected sample; if a data sample
appears in a level, it is present in all lower levels; the distance between the samples belonging to the $i$-th level (levels are decreasingly indexed) is greater than $b^{i}$, with $b>1$; each node in the $i$-th level has a parent node such that the distance between the corresponding samples is smaller than $b^{i+1}$.

In practice, the idea consists in covering the training set using a set of local SVM models, and predicting the test instance label using the most appropriate (pre-trained) local model. In more detail, the training of the FaLK-SVM model works as follows: a cover tree is built on the training dataset; the centres of the local SVMs are chosen by means of the cover tree, which enables the efficient retrieval of data points that are far from each other, limiting the local models overlapping; the local SVM models are trained as usual (if a local training set includes only one class, the training is avoided). In particular, the selection procedure ends when each training sample belongs to the $k^{\prime}$-neighborhood of at least one centre, with $k^{\prime}<k$ being a fixed hyperparameter controlling the redundancy of the local models. Additionally, during the training phase, the association between each training point and the centre for which the neighbor ranking of the considered training point is the smallest is pre-computed. In this way, at evaluation time, it is sufficient to find the test-instance nearest neighbor in the training set and run the local model with which that data point is associated. Regarding the time complexity, the training phase has a worst-case complexity of $O\left(k N \times \max \left(\log N, k^{2}\right)\right)$, where $k$ is the number of nearest neighbors selected and $N$ is the number of training points, while the prediction of a new label has a complexity of $O(\max (\log N, k))$.

Actually, in the same article, two variants of FaLK-SVM have been also introduced. The former, which has not been considered in this work, is FaLK-SVMc. Specifically, FaLK-SVMc has proven to be faster than FaLK-SVM, but also less accurate. The difference lies in the policy used for selecting the local model at prediction time. Instead, the latter, which is the one that has been used in this work, is denoted as FaLK-SVMl. Essentially, FaLK-SVMl includes a grid-search model selection procedure that is executed before the training of FaLK-SVM. In practice, each combination of local model parameters is evaluated using a custom $\kappa$-fold cross-validation on $m$ local models, whose centres are randomly selected. In this custom validation procedure, the split into folds is applied to the $k^{\prime}$ nearest neighbors of the model centre; the remaining $k-k^{\prime}$ points of the $k$-neighborhood are added to the training set of each $\kappa$-fold iteration. In the end, the parameter configuration maximizing the average accuracy of the $m$ models is chosen and used for all local models.

## 3 Quantum Machine Learning on Circuit Model

This chapter introduces the field of quantum machine learning, the most common data encoding schemes, and the models and works from the literature taken into account. In particular, this chapter is a reworked version of different parts of the background sections of various articles [127, 128].

### 3.1 A Brief Overview

In essence, Machine Learning (ML) is the automation of methodologies designed to extract information from gathered data. When data analysis techniques are executed on conventional digital computers, it falls under the realm of classical ML. Instead, if quantum machines are employed, it pertains to quantum ML. The first quantum versions of ML algorithms were introduced approximately twenty years ago $[100,111]$. However, the surge in interest has occurred only in the last decade thanks to the development of the first operational prototypes of quantum machines by companies like IBM [45], Rigetti [91], and D-Wave Systems [49], and the publication of several intriguing results [7, 30, 43, 89]. Concerning practical advantages with respect to classical ML, quantum subroutines have been embedded into ML frameworks, enabling, for instance, the efficient calculation of distances in the feature space [98], with advantages in classification and clustering tasks. In addition, Grover-based subroutines have been employed to locate items within unsorted databases [115], offering a quadratic speedup compared to exhaustive searches. Such techniques find applications, for instance, in the realm of pattern recognition. In general, there is a growing interest in hybrid approaches, where quantum co-processors efficiently tackle specific subproblems within more complex learning schemes.

The drive behind developing novel QML approaches is summarised in the reasoning provided by Biamonte et al. [7]: given the challenge of simulating (even small) quantum systems with classical computers, it is reasonable to assume that (even small) quantum processors could find data structures that are challenging to unveil classically. Consequently, QML emerges as a promising avenue towards meaningful applications of the small-scale quantum machines available today and in the near future. On the other hand, with strong assumptions of universality, large scale, and fault tolerance, it is conceivable to formulate numerous QML algorithms that surpass their classical counterparts. This holds significance for understanding the foundations of quantum computing and demonstrating the true potential of quantum computers. However, in the pursuit of advancing quantum technologies in the immediate future, it is useful to consider the limitations of current quantum hardware while exploring innovative QML approaches.

From a mathematical perspective, there exists a compelling motivation for developing ML algorithms tailored for quantum machines, given by a formal analogy between quantum mechanics and ML. Both domains heavily rely on matrix operations within high-dimensional vector spaces. In practice, the Hilbert spaces used to describe physical quantum systems can serve as feature spaces for data representations. In this context, linear algebraic operations find physical realization in the time evolution of quantum states. For instance, in the circuit model of quantum computation, this evolution is described as the action of quantum gates. Furthermore, the representation of data within quantum states offers advantages in terms of space resources. These advantages stem from the exponential growth of the dimensionality of the Hilbert space of a multi-qubit system with respect to the number of qubits. Consequently, the controlled dynamics of a small number of qubits towards a target state may correspond to applying intricate linear algebraic operations on the considered feature space.

To conclude this brief introduction to QML, it is worth highlighting that QML is probably the most promising way for discovering effective applications of the existing small-scale quantum computers. In addition, beyond just quantum speedup, which is not the sole advantage, other dimensions of merit
should be taken into account. These include enhanced accuracy in prediction, increased expressive power, superior generalization capabilities, and the ability to avoid plateaus in training.

### 3.2 Data Encoding and SWAP Test

A fundamental concept in QML is quantum encoding, which denotes any method that translates classical data (such as a list of symbols) into quantum states. In detail, efficiently loading substantial volumes of data into quantum architectures represents a significant challenge in the current state of QML. Indeed, the state preparation necessary for running various QML algorithms can be executed efficiently only under the strong assumption of the availability of a Quantum Random Access Memory (QRAM) [37]. To delve deeper, consider an $n$-qubit register and let $\{|i\rangle\}_{i=0, \ldots, 2^{n}-1}$ be a fixed orthonormal basis of the corresponding Hilbert space, known as the computational basis. The most straightforward quantum encoding method is basis encoding, wherein bit strings of length $n$ are encoded into the states constituting the computational basis. Thus, $n$ qubits are employed to encode $n$ bits of classical information, presenting intriguing quantum possibilities, such as creating superpositions of data and enabling non-classical correlations through entanglement. Alternatively, a more efficient quantum encoding method in terms of space resources is amplitude encoding. In this case, a normalized complex vector $\mathbf{x} \in \mathbb{C}^{2^{n}}$ representing a data instance is encoded into the coordinates (or amplitudes) of a quantum state with respect to the computational basis, namely,

$$
|\psi\rangle=\sum_{i=0}^{2^{n}-1} x_{i}|i\rangle \quad(n \text {-qubit state }) .
$$

The amplitude encoding harnesses the exponential storage capability of a quantum memory. However, the direct retrieval of the stored data is not feasible. This constraint arises because the amplitudes cannot be observed. Indeed, only the probabilities $\left|x_{i}\right|^{2}$ can be estimated.

It is also worth introducing a simple example of quantum processing that finds practical utility in QML, namely, the SWAP test [15]. The corresponding quantum circuit is depicted as follows:

where $|\psi\rangle$ and $|\varphi\rangle$ are $n$-qubit states. In detail, the SWAP gate, which operates on the quantum states $|\psi\rangle$ and $|\varphi\rangle$, is controlled by a qubit initially prepared in state $|0\rangle$ (this can be realized using $n$ Fredkin gates). Through a straightforward calculation, the probability of measuring 0 in the first qubit is given by $\mathbb{P}(0)=\frac{1}{2}\left(1+|\langle\psi \mid \varphi\rangle|^{2}\right)$, where $\langle\psi \mid \varphi\rangle$ represents the inner product between the states $|\psi\rangle$ and $|\varphi\rangle$ in the Dirac notation. Moreover, estimating $\mathbb{P}(0)$ with an error margin of $\epsilon$ necessitates approximately $O\left(\epsilon^{-2}\right)$ repetitions, as dictated by the binomial proportion confidence interval for a Bernoulli trial. In practice, the SWAP test allows the efficient calculation of the fidelity of the quantum states $|\psi\rangle$ and $|\varphi\rangle$. For two pure quantum states, the fidelity is defined as

$$
\begin{equation*}
\mathcal{F}(|\psi\rangle,|\varphi\rangle)=|\langle\psi \mid \varphi\rangle|^{2}=(\cos (\psi, \varphi) \cdot\|\psi\| \cdot\|\varphi\|)^{2}=\cos ^{2}(\psi, \varphi), \tag{3.1}
\end{equation*}
$$

with $\cos (\psi, \varphi)$ being the cosine similarity between $|\psi\rangle$ and $|\varphi\rangle$, and the norms of $|\psi\rangle$ and $|\varphi\rangle$ being 1 by definition. Therefore, by representing data vectors into the amplitudes of $|\psi\rangle$ and $|\varphi\rangle$, it is possible to estimate their dot product/cosine similarity via the SWAP test.

### 3.3 Quantum k-Nearest Neighbors

The $k$-NN [34] is a classification algorithm involving three main steps: computing the distance to the training elements; identifying the $k$ nearest neighbors, which are the $k$ elements closest to the test instance; predicting the class label by majority voting. Several quantum variants employing different distance measures have been suggested, and a shared characteristic among them is the usage
of a superposition state to execute parallel operations (quantum parallelism), like the simultaneous computation of the distances values.

To begin with, quantum $k$-NN algorithms using the Hamming distance, which needs binary features, have been developed by Schuld et al. [99], Wiśniewska and Sawerwain [120], Ruan et al. [95], Zhou et al. [131], and Li et al. [65]. In the first two studies, the Hamming distances are calculated by encoding the sums of the qubits differences (differences computed by means of controlled-NOT gates) into the amplitudes of the quantum states through a unitary operation (an approach proposed first by Trugenberger [111]). After that, the test instance is directly classified by measuring, without the explicit selection of the nearest neighbors. Conversely, the other works utilize Kaye's incrementation circuit [61] to get the distance values in basis encoding. After that, Ruan et al. [95] pick the training data samples with distances below a specified threshold through an OR gate and a projection operation to directly classify the test element, Zhou et al. [131] utilize Dürr's minimization algorithm [31] to identify the $k$ minimum distance values, and Li et al. [65] employ a new quantum search algorithm inspired by a binary search to find the minimum.

In the realm of non-binary features, distance measures related to vector angles, such as the cosine distance, are extensively used. For example, a quantum $k$-NN algorithm based on a measure of this type has been exploited by Dang et al. [23] and Wang et al. [114] for image classification tasks. In detail, the SWAP test [15] without measurements is employed to calculate the distances, whose values are subsequently encoded in the qubits states via the amplitude estimation algorithm [14]. Eventually, the nearest neighbors are identified using Dürr's algorithm. This approach has been introduced first by Wiebe et al. [115], even though for retrieving only the nearest neighbor. Instead, Afham et al. [2] and Ma et al. [68] have devised a simpler variant that iterates SWAP tests and measurements to estimate a value directly proportional to the squared cosine similarity with the training instances. Notably, this model supports the parallel processing of multiple test instances [68]. In addition, Afham et al. have recently presented an alternative variant [5] that takes advantage of the SWAP test, a quantum analog-to-digital conversion algorithm [72], and a variation of Dürr's algorithm. Hence, it does not differ significantly from previously cited works.

For non-binary features, other widely used distance measures are the Euclidean, Mahalanobis, and polar distances. The Euclidean distance is treated separately in Section 3.5. Concerning the others, Gao et al. [35] have introduced a quantum $k$-NN employing the Mahalanobis distance, whereas Feng et al. [33] have proposed a variant using the polar distance, which combines angle and module length information through a tunable parameter. Specifically, the Mahalanobis distance is calculated using the phase estimation algorithm [19], combined with Hamiltonian simulation [90], and a controlled rotation; instead, the computation of the polar distance is performed via a SWAP test without measurements and two Toffoli gates (one of which extended). Subsequently, in both cases, the distance values are encoded into the qubits states by means of the amplitude estimation algorithm (or its coherent version, introduced by Wiebe et al. [115]). Eventually, the nearest neighbors are obtained by applying Dürr's algorithm (or an algorithm based on it, introduced by Miyamoto et al. [73]). To conclude this overview on quantum $k$-NN algorithms, it is worth mentioning the variant (based on a quantum sorting subroutine) introduced by Quezada et al. [88]. Specifically, it needs a metric operator calculating distances and encoding them into qubits states, an oracle identifying sorted sequences, and Grover's algorithm [41]. Similarly to other works, the test instance is directly classified without the explicit identification of the $k$ nearest neighbors.

### 3.3.1 A Quantum k-NN in Detail

Let us present in detail the quantum $k$-NN algorithm introduced by Afham et al. [2]. To this end, let us consider the dataset $\left\{\mathbf{x}_{i}\right\}_{i=0, \ldots, N-1}$, where $\mathbf{x}_{i} \in \mathbb{R}^{d}$, the test data instance $\mathbf{x} \in \mathbb{R}^{d}$, and the fidelity, namely, the squared cosine similarity (refer to Equation 3.1), as the similarity measure. Within the amplitude encoding, the cosine similarity between $\mathbf{x}_{i}$ and $\mathbf{x}$ corresponds to the inner product $\left\langle\mathbf{x}_{i} \mid \mathbf{x}\right\rangle$ between their respective quantum states. Additionally, without loss of generality, let $N$ and $d$ be powers of 2 . Now, let us take into account an index register consisting of $\log _{2} N$ qubits, where the indices of the training instances are stored using the basis encoding, two $n$-qubit registers ( $n=\log _{2} d$ ), where the data features are encoded into the amplitudes of the quantum states, and an ancillary qubit. These four registers are initialized in the following state:

$$
\frac{1}{\sqrt{N}} \sum_{i=0}^{N-1}|i\rangle\left|\mathbf{x}_{i}\right\rangle|\mathbf{x}\rangle|0\rangle \in \mathrm{H}_{\text {index }} \otimes \mathrm{H}_{n} \otimes \mathrm{H}_{n} \otimes \mathrm{H}_{a}
$$

It is worth noticing that the superposition of the training data and the test instance are stored into two distinct registers. Then, a SWAP test is executed on the two $n$-qubit registers, with the ancillary qubit as the control qubit, leading to the state

$$
|\Psi\rangle=\frac{1}{2 \sqrt{N}} \sum_{i=0}^{N-1}|i\rangle\left[\left(\left|\mathbf{x}_{i}\right\rangle|\mathbf{x}\rangle+|\mathbf{x}\rangle\left|\mathbf{x}_{i}\right\rangle\right)|0\rangle+\left(\left|\mathbf{x}_{i}\right\rangle|\mathbf{x}\rangle-|\mathbf{x}\rangle\left|\mathbf{x}_{i}\right\rangle\right)|1\rangle\right]
$$

The probability of obtaining the outcome $\alpha \in\{0,1\}$ through a measurement process applied to the ancillary qubit is given by

$$
\mathbb{P}(\alpha)=\frac{1}{2}+(-1)^{\alpha} \frac{1}{2 N} \sum_{i=0}^{N-1}\left|\left\langle\mathbf{x}_{i} \mid \mathbf{x}\right\rangle\right|^{2}
$$

and the corresponding post-measurement state is

$$
\left|\Psi_{\alpha}\right\rangle=\frac{\sum_{i=0}^{N-1}|i\rangle\left(\left|\mathbf{x}_{i}\right\rangle|\mathbf{x}\rangle+(-1)^{\alpha}|\mathbf{x}\rangle\left|\mathbf{x}_{i}\right\rangle\right)}{\sqrt{2\left(N+(-1)^{\alpha} \sum_{i=0}^{N-1}\left|\left\langle\mathbf{x}_{i} \mid \mathbf{x}\right\rangle\right|^{2}\right)}}|\alpha\rangle .
$$

After measuring the ancillary qubit state $(\alpha)$, the probability of getting the outcome $i$ by measuring the index register is

$$
\mathbb{P}(i \mid \alpha)=\frac{1+(-1)^{\alpha}\left|\left\langle\mathbf{x} \mid \mathbf{x}_{i}\right\rangle\right|^{2}}{N+(-1)^{\alpha} \sum_{i=0}^{N-1}\left|\left\langle\mathbf{x} \mid \mathbf{x}_{i}\right\rangle\right|^{2}}
$$

Therefore,

$$
\begin{equation*}
\mathbb{Q}(i):=\mathbb{P}(i \mid 0)-\mathbb{P}(i \mid 1)=\frac{2\left(\left|\left\langle\mathbf{x} \mid \mathbf{x}_{i}\right\rangle\right|^{2}-C\right)}{N\left(1-C^{2}\right)} \tag{3.2}
\end{equation*}
$$

where $C=\frac{1}{N} \sum_{i}\left|\left\langle\mathbf{x} \mid \mathbf{x}_{i}\right\rangle\right|^{2}$ is a constant value. In practical terms, Equation (3.2) is proportional to the squared cosine similarity $\left|\left\langle\mathbf{x}_{i} \mid \mathbf{x}\right\rangle\right|^{2}$ between $\mathbf{x}_{i}$ and $\mathbf{x}$. Hence, sampling from the index register allows finding the indices of the vectors closest to $\mathbf{x}$ (they have the highest $\mathbb{Q}$ values). However, since $\mathbb{Q}$ is proportional to the square of the cosine similarity, the sign of each data feature must be consistent in order to avoid extracting also the instances most dissimilar to $\mathbf{x}$.

### 3.4 Quantum Cosine Binary Classifier

Recently, Pastorello and Blanzieri have introduced a quantum binary classifier that relies on the cosine similarity metric [79]. The classifier has a simple iterative structure, which involves the preparation of a superposition state in which the training and test features are encoded as amplitudes, a SWAP test that acts on single qubit states, and a final measurement. In this way, a probability value proportional to a weighted label assignment, with the weights given by the cosine similarity, is estimated.

In detail, let us consider a training set $X=\left\{\mathbf{x}_{i}, y_{i}\right\}_{i=0, \ldots, N-1}$, where $\mathbf{x}_{i} \in \mathbb{R}^{d}$ and $y_{i} \in\{-1,1\} \forall i \in$ $\{0, \ldots, N-1\}$. Hence, $X$ comprises $N$ data instances characterised by $d$ real features and two-valued labels. Additionally, let $\mathbf{x} \in \mathbb{R}^{d}$ be a novel (test) data instance that needs to be classified as -1 or 1 . Then, let us consider the following (classical) classification model:

$$
\begin{equation*}
y(\mathbf{x}):=\operatorname{sgn}\left(\sum_{i=0}^{N-1} y_{i} \cos \left(\mathbf{x}_{i}, \mathbf{x}\right)\right) \tag{3.3}
\end{equation*}
$$

with $\cos \left(\mathbf{x}_{i}, \mathbf{x}\right):=\frac{\mathbf{x}_{i} \cdot \mathbf{x}}{\left\|\mathbf{x}_{i}\right\|\|\mathbf{x}\|}$ being the cosine similarity between the training vector $\mathbf{x}_{i}$ and $\mathbf{x}$. In this model, every training vector plays a role in predicting the new label, with the contributions being weighted by the cosine similarity to the test instance. Now, let us take into account a $\log _{2} N$-qubit
register for encoding the indices of the training data vectors, an $n$-qubit register ( $n=\log _{2} d$ ) for storing the data features using the amplitude encoding, and a single qubit for representing the labels according to $b_{i}=\frac{1-y_{i}}{2} \in\{0,1\}$. At this point, let us consider the state

$$
\begin{equation*}
|X\rangle=\frac{1}{\sqrt{N}} \sum_{i=0}^{N-1}|i\rangle\left|\mathbf{x}_{i}\right\rangle\left|b_{i}\right\rangle \in \mathbf{H}_{\text {index }} \otimes \mathbf{H}_{n} \otimes \mathbf{H}_{l}, \tag{3.4}
\end{equation*}
$$

where $\mathrm{H}_{l}$ is the Hilbert space of the label qubit. The above state encodes the training set $X$, including features and labels, as a quantum superposition. Additionally, within the same registers, let us consider the state

$$
\begin{equation*}
\left|\psi_{\mathbf{x}}\right\rangle=\frac{1}{\sqrt{N}} \sum_{i=0}^{N-1}|i\rangle|\mathbf{x}\rangle|-\rangle \in \mathrm{H}_{\text {index }} \otimes \mathrm{H}_{n} \otimes \mathrm{H}_{l} \tag{3.5}
\end{equation*}
$$

with the label qubit being in state $|-\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$. As a result, the test label is initially in a quantum superposition of the two possible classes. In order to allow the states (3.4) and (3.5) to coexist within the same registers, let us introduce an ancillary qubit $(a)$. The initial state is then the following:

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(|X\rangle|0\rangle+\left|\psi_{\mathbf{x}}\right\rangle|1\rangle\right) \in \mathrm{H}_{\text {index }} \otimes \mathrm{H}_{n} \otimes \mathbf{H}_{l} \otimes \mathbf{H}_{a} \tag{3.6}
\end{equation*}
$$

After preparing the initial state, let us perform a SWAP test on the qubit $a$ and a second ancillary qubit $(b)$ initialized in $|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. The control qubit is another ancillary qubit $(c)$ initialized in $|0\rangle$. The probability of measuring 1 on the control qubit after the SWAP test is

$$
\mathbb{P}(1)=\frac{1}{4}\left(1-\left\langle X \mid \psi_{\mathbf{x}}\right\rangle\right)
$$

which is strictly related to the classification model taken into account. Indeed,

$$
\left\langle X \mid \psi_{\mathbf{x}}\right\rangle=\frac{1}{N \sqrt{2}} \sum_{i=0}^{N-1} y_{i} \cos \left(\mathbf{x}_{i}, \mathbf{x}\right)
$$

As a consequence, given $\mathbb{P}(1)$ or an estimate of it, the label of $\mathbf{x}$ can be predicted (according to 3.3 ) as

$$
\begin{equation*}
y(\mathbf{x})=\operatorname{sgn}[1-4 \mathbb{P}(1)] \tag{3.7}
\end{equation*}
$$

### 3.5 Quantum Euclidean Distance

The Euclidean distance is a widely used distance metric in machine learning. Here, the definition of its squared version is supplied. Specifically, let us consider two vectors $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n}$. The squared Euclidean distance between them, denoted as $d^{2}(\mathbf{u}, \mathbf{v})$, is given by

$$
\begin{equation*}
d^{2}(\mathbf{u}, \mathbf{v})=\|\mathbf{u}-\mathbf{v}\|^{2}=\|\mathbf{u}\|^{2}-2\langle\mathbf{u}, \mathbf{v}\rangle+\|\mathbf{v}\|^{2} \tag{3.8}
\end{equation*}
$$

with $\langle\mathbf{u}, \mathbf{v}\rangle$ being the scalar product between $\mathbf{u}$ and $\mathbf{v}$.
The aforementioned distance metric has been exploited also in the field of QML. For example, Lloyd et al. [66] have introduced a quantum procedure for estimating the squared Euclidean distance between a data point and a cluster centroid, namely, the mean of the elements within a data group. In particular, this algorithm is based on the SWAP test, which is performed on the index registers, and does not need input vectors with unit norms. An analogous approach has been employed by Sarma et al. [96] to develop a hybrid $k$-means clustering algorithm, where the centroids are classically computed, and by Getachew et al. [36] for a hybrid version of the $k$-medians algorithm. In addition, Yu et al. [123] have introduced three quantum procedures for the estimation of different similarity measurements, all based on the squared Euclidean distance, on sets of data. These procedures do not need unit-norm input vectors, leverage the quantum interference resulting from the change of basis, and employ the amplitude estimation algorithm for determining the similarity measures. Eventually,
it is worth recalling the quantum binary classifier proposed by Schuld et al. [98]. Specifically, the quantum circuit of the classifier comprises a Hadamard gate (required for the quantum interference), a conditional measurement, and a final measurement. The repeated execution of the circuit allows estimating a probability value related to the squared Euclidean distances for each of the two classes. However, only input vectors with unit norms are taken into account.

Concerning quantum $k$-NN models, to the best of the author's knowledge, the sole variant available in the literature relying on the Euclidean distance has been proposed by Fastovets et al. [32]. The variant in question leverages the procedure introduced by Lloyd et al. [66] for estimating the pairwise distance values and employs Dürr's minimization algorithm for identifying the $k$ nearest neighbors. A notable drawback of this method consists in the necessity of multiple iterations of each of the two steps, as both of them include a final measurement. Additionally, Dürr's algorithm needs an oracle, namely, a black-box function, to be executed. Actually, the nearest neighbor algorithm introduced by Wiebe et al. [115] accepts also the Euclidean distance as the distance metric. Nevertheless, its workflow (described in Section 3.3) is considerably complex to be realized. Eventually, the calculation of the single linkage, i.e., a set similarity measure taken into account by Yu et al. [123], could be considered as a generalisation of the nearest neighbor search. Nonetheless, their quantum algorithm utilizes the reciprocals of the input vectors, leading (theoretically) to the loss of the original distance relationships.

## Part I

Quantum Annealing

## 4 QALS Empirical Evaluation

This chapter is a reworked version of the article "Quantum annealing learning search implementations" [12], which was motivated by the absence of an empirical evaluation of QALS (see Section 2.3) in the original work by Pastorello and Blanzieri [81]. In practice, in this chapter, two implementations of QALS and their empirical evaluation on two different real-world problems are presented. Specifically, the implementations are in C++ and Python, respectively. The former aims at improving the performance of the classical part of the algorithm, while the latter is characterised by a smooth interaction with the quantum annealers provided by D-Wave. Concerning the problems considered, they are the Number Partitioning Problem, which has a natural QUBO representation [63], and the Travelling Salesman Problem, which has constraints that must be included as penalties in the QUBO formulation. The algorithm has been compared with classical competitors and with the tools provided by D-Wave. The results have demonstrated that QALS can tackle bigger problems with respect to the standard D-Wave solutions.

### 4.1 Implementations

Two implementations of QALS, in C++ and in Python, have been developed. In both cases, some optimizations with respect to the original mathematical formulation of QALS have been required. In addition, in contrast to the theoretical formulation presented in Section 2.3, the QUBO problem variables are defined in the $\{0,1\}$ domain, which is the standard domain for QUBO problems. The pseudocode, which is valid for both implementations, is provided in Algorithm 2.

First of all, in order to avoid the usage of the quantum annealer while testing the correctness of the implementations (the machine time at our disposal was limited), the call to the annealer has been substituted with an exhaustive search on the same equation minimized by D-Wave. It is important to notice that the minimization of the equation in question does not simulate the actual behavior of a quantum annealer, since it is a probabilistic machine.

After the correctness tests, it was evident that the execution was notably slow. The main cause was the calculation of the product of three matrices, i.e., the transposed permutation matrix $P^{T}$, the QUBO matrix $Q$, and the permutation matrix $P$. Indeed, the computation of the product $P^{T} Q P$ could require up to 100 seconds. Given that the permutation matrix $P$ is a sparse matrix, a sparse matrix representation has been adopted first. In practice, only the non-zero values are stored as triplets (row, column, value). In this way, the execution time for this calculation was reduced to approximately 1.5 seconds, but further optimizations were feasible.

To address this efficiency issue, both the representation of $P$ and the way to permute the matrix $Q$ have been modified. Specifically, $P$ has been substituted with a permutation vector perm. Let $P_{i}$ denote the $i$-th row in $P$, then:

$$
P=\left[\begin{array}{lllll}
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right] \quad \text { perm }=[3,0,4,1,2]
$$

$\operatorname{perm}[0]=3 \rightarrow P_{0}$ has the value 1 in column 3
$\operatorname{perm}[1]=0 \rightarrow P_{1}$ has the value 1 in column 0
$\operatorname{perm}[2]=4 \rightarrow P_{2}$ has the value 1 in column 4
$\operatorname{perm}[3]=1 \rightarrow P_{3}$ has the value 1 in column 1
$\operatorname{perm}[4]=2 \rightarrow P_{4}$ has the value 1 in column 2 .

```
Data: Matrix \(Q\) of order \(n\) encoding a QUBO problem, annealer adjacency matrix \(\mathcal{A}\) of order \(n\)
Input: Permutation modification and mapping function \(g\), minimum probability \(p_{\delta}\) of permutation
    modification, probability decreasing rate \(\eta\), candidate perturbation probability \(q\), number \(N\) of
    iterations at constant \(p\), scaling factor \(\lambda_{0}\), number of annealer runs \(k\), termination parameters
    \(i_{\text {max }}, N_{\text {max }}, d_{\text {min }}\)
Result: \(\mathbf{x}^{*}\) vector with \(n\) elements in \(\{0,1\}\) solution of the QUBO problem
function \(f_{Q}(Q, \mathbf{x})\) :
    return \(\mathbf{x}^{T} Q \mathbf{x}\);
\(m=0_{n}\);
for \(i \leftarrow 0\) to \(n\) do
    \(m[i] \leftarrow i ;\)
end
\(p \leftarrow 1 ;\)
\(\Theta_{1}, m_{1} \leftarrow g(Q, \mathcal{A}, m, p) ;\)
\(\Theta_{2}, m_{2} \leftarrow g(Q, \mathcal{A}, m, p)\);
\(\mathbf{x}_{1} \leftarrow \operatorname{mapback}\left(\operatorname{annealer}\left(\Theta_{1}, k\right), m_{1}\right)\);
\(\mathbf{x}_{2} \leftarrow \operatorname{mapback}\left(\operatorname{annealer}\left(\Theta_{2}, k\right), m_{2}\right)\);
\(f_{1} \leftarrow f_{Q}\left(Q, \mathbf{x}_{1}\right) ; f_{2} \leftarrow f_{Q}\left(Q, \mathbf{x}_{2}\right) ;\)
if \(f_{1}<f_{2}\) then
    \(\mathbf{x}^{*} \leftarrow \mathbf{x}_{1} ; f^{*} \leftarrow f_{1} ; m^{*} \leftarrow m_{1} ; \mathbf{x}^{\prime} \leftarrow \mathbf{x}_{2} ;\)
else
    \(\mathbf{x}^{*} \leftarrow \mathbf{x}_{2} ; f^{*} \leftarrow f_{2} ; m^{*} \leftarrow m_{2} ; \mathbf{x}^{\prime} \leftarrow \mathbf{x}_{1} ;\)
end
if \(f_{1} \neq f_{2}\) then
    \(S \leftarrow \mathbf{x}^{\prime} \otimes \mathbf{x}^{\prime}-I_{n}+\operatorname{diag}\left(\mathbf{x}^{\prime}\right) ;\)
else
    \(S \leftarrow 0_{n \times n} ;\)
end
\(e \leftarrow 0 ; d \leftarrow 0 ; i \leftarrow 0 ; \lambda \leftarrow \lambda_{0} ;\)
repeat
    \(Q^{\prime} \leftarrow Q+\lambda S ;\)
    if \(N\) divides \(i\) then
        \(p \leftarrow p-\eta\left(p-p_{\delta}\right) ;\)
    end
    \(\Theta^{\prime}, m \leftarrow g\left(Q^{\prime}, \mathcal{A}, m^{*}, p\right) ;\)
    \(\mathbf{x}^{\prime} \leftarrow \operatorname{mapback}\left(\operatorname{annealer}\left(\Theta^{\prime}, k\right), m\right)\);
    with probability \(q: \mathbf{x}^{\prime} \rightarrow h\left(\mathbf{x}^{\prime}, p\right)\);
    if \(\mathrm{x}^{\prime} \neq \mathrm{x}^{*}\) then
        \(f^{\prime} \leftarrow f_{Q}\left(Q, \mathbf{x}^{\prime}\right) ;\)
        if \(f^{\prime}<f^{*}\) then
            \(\operatorname{swap}\left(\mathbf{x}^{\prime}, \mathbf{x}^{*}\right) ; f^{*} \leftarrow f^{\prime} ; m^{*} \leftarrow m ; e \leftarrow 0 ; d \leftarrow 0 ;\)
            \(S \leftarrow S+\mathbf{x}^{\prime} \otimes \mathbf{x}^{\prime}-I_{n}+\operatorname{diag}\left(\mathbf{x}^{\prime}\right) ;\)
        else
            \(d \leftarrow d+1 ;\)
                with probability \(\left(p-p_{\delta}\right)^{\left(f^{\prime}-f^{*}\right)}: \operatorname{swap}\left(\mathbf{x}^{\prime}, \mathbf{x}^{*}\right) ; f^{*} \leftarrow f^{\prime} ; m^{*} \leftarrow m ; e \leftarrow 0\);
            end
            \(\lambda \leftarrow \min \left\{\lambda_{0}, \frac{\lambda_{0}}{2+i-e}\right\} ;\)
        else
            \(e \leftarrow e+1 ;\)
    end
    \(i \leftarrow i+1 ;\)
until \(i=i_{\max }\) or \(\left(e+d \geq N_{\max }\right.\) and \(\left.d<d_{\text {min }}\right)\);
return \(\mathrm{x}^{*}\);
```

Algorithm 2: Implementation of QALS (taken from [12]).

While the permutation of the matrix $P$ has a computational complexity of $O\left(n^{2}\right)$, the permutation of the vector perm has a complexity of $O(n \log n)$, which is determined by $O(n)$ accesses to the map $m$ (each one with complexity $O(\log n)$ ). The usage of a hashmap would further reduce the time complexity to $O(n)$ on average.

After the change of representation, the way to permute only the elements that must be mapped into the D-Wave topology has been investigated. Let us take into account an example matrix $Q$ (that is not a QUBO matrix), with the permutation matrix and vector from the previous example:

$$
Q=\left[\begin{array}{ccccc}
1 & 2 & 3 & 4 & 5 \\
6 & 7 & 8 & 9 & 10 \\
11 & 12 & 13 & 14 & 15 \\
16 & 17 & 18 & 19 & 20 \\
21 & 22 & 23 & 24 & 25
\end{array}\right] \quad P=\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right] \quad \text { perm }=[3,0,4,1,2] .
$$

The matrix resulting from the permutation $\left(P^{T} Q P\right)$ is

$$
M=\left[\begin{array}{ccccc}
7 & 9 & 10 & 6 & 8 \\
17 & 19 & 20 & 16 & 18 \\
22 & 24 & 25 & 21 & 23 \\
2 & 4 & 5 & 1 & 3 \\
12 & 14 & 15 & 11 & 13
\end{array}\right] .
$$

Now, let us examine the positions of the entries after the permutation. The objective is to find the element $m_{i j}$ without generating the entire matrix $M$. In practical terms, the indices of the values $i$ and $j$ in the permutation vector perm should be exploited to find the correct entry in the $Q$ matrix. For example, to find the value for the entry $m_{1,2}$, the indices of the values " 1 " and " 2 " in the permutation vector must be identified: the index of " 1 " is " 3 "; the index of " 2 " is " 4 ". The first index designates the row, whereas the second one designates the column. Consequently, the entry $m_{1,2}$ corresponds to the entry $q_{3,4}$, which is equal to 20 .

Searching for the index of a specific value in the permutation vector has a complexity of $O(n)$. In order to generate the matrix $\Theta$, a total of $O(n)$ searches is necessary, as D-Wave's Pegasus topology $A$ is characterised by $O(n)$ edges (with $n$ being the number of nodes in the considered Pegasus' subgraph [55]). Hence, the overall complexity is $O\left(n^{2}\right)$. Nevertheless, considering that the goal is to find the index of multiple values, a more efficient approach consists in inverting indices and values. This operation can be performed by executing a $O(n)$ algorithm once at the beginning. As a consequence, the complexity of the search operation becomes $O(1)$. Let us examine the inverse vector for the previous example:

$$
\text { perm }=[3,0,4,1,2] \quad \text { inverse }=[1,3,4,0,2]
$$

$$
\begin{aligned}
& \text { inverse }[0]=1 \rightarrow \text { perm has the value } 0 \text { in position } 1 \\
& \text { inverse }[1]=3 \rightarrow \text { perm has the value } 1 \text { in position } 3 \\
& \text { inverse }[2]=4 \rightarrow \text { perm has the value } 2 \text { in position } 4 \\
& \text { inverse }[3]=0 \rightarrow \text { perm has the value } 3 \text { in position } 0 \\
& \text { inverse }[4]=2 \rightarrow \text { perm has the value } 4 \text { in position } 2 .
\end{aligned}
$$

After obtaining an estimate of the solution from the quantum annealer, the solution variables must be mapped back to the original unpermuted problem space. Due to the change of representation of $P$, the $P^{T} z$ operation is no longer valid. However, by leveraging the inverted permutation vector inverse, the original values can be retrieved as $x \_b a c k[i] \leftarrow x[$ inverse $[i]]$. The pseudocode for this process is given in Algorithm 3.

### 4.1.1 $\mathrm{C}++$ Implementation

In developing the C++ implementation of QALS, two main issues have been encountered, namely, the lack of native D-Wave APIs and the selection of a suitable random number generator.

```
Input: Solution vector \(x\), permutation vector perm
Result: perm \(^{-1}(x)\)
inverse \(\leftarrow\) compute_inverse \((\) perm \()\); // computes the inverse of perm
\(x \_b a c k \leftarrow\) new int \([n]\);
for \(i \leftarrow 0\) to \(n-1\) do
    \(x \_b a c k[i] \leftarrow x[\) inverse \([i]] ; \quad / / x_{\_} b a c k[i]\) takes the value contained in \(x[\) inverse \([i]]\),
        so that the values are mapped back to the original unpermuted space
end
return \(x\) _back
```

Algorithm 3: Map back variables (map_back(x, perm) function) (taken from [12]).

### 4.1.1.1 Lack of Native APIs

At the time of writing, D-Wave offers only Python APIs to interact with the QPUs. As a consequence, the retrieval of the current QPU topology, the submission of problems, and the acquisition of the corresponding results are not feasible for a C++ program. To address these issues, two approaches have been considered.

The first approach involves embedding a Python function in C++ [28]. This can be achieved by including the Python.h header and, after generating all necessary PyObjects, running the Python function that encapsulates the calls to the annealer. However, the Leap IDE, where the experiments have been executed, does not supply the Python. $h$ header.

In the second approach, the one that has been employed, the C++ executable creates a child Python process through a fork operation at the startup. The role of this process is twofold, namely, to provide the parent process with the current QPU topology and to submit the problems to the QPU solver. Specifically, the Python process first obtains the current topology and transmits it to the C++ process through an anonymous pipe. This step is essential since the quantum annealer might have inactive nodes, which must be taken into account during the embedding. After the reception of the topology, the parent process begins forwarding problems to the child process. In detail, the parent process transmits the row index, the column index, and the corresponding value for each entry in the $\Theta$ matrix. Eventually, it sends a message containing a "\#" character to signal that all entries of the matrix have been transmitted. In the meanwhile, the child process consistently reads the input pipe, storing all the information. Upon receiving the "\#" character, it submits the problem to the QPU, fetches the solution, and transmits it to the C++ process. Subsequently, it resumes reading the input pipe for new instructions.

Algorithms 4 and 5 provide the pseudocode for two functions, i.e., init_child and send_to_annealer, that implement the C++ side of the approach just described. Specifically, the init_child function generates the array of arguments to be transmitted to the Python process (using dup2), redirects the standard input and output to pipes, and substitutes the executable code with the Python code. READ $(=0)$ and WRITE $(=1)$ denote positions in the $f d$ array and are used to identify the sides of the pipe. In detail, $f d[R E A D]$ is allocated for child reading, $f d[$ WRITE $]$ for parent writing, $f d[R E A D+2]$ for parent reading, and $f d[W R I T E+2]$ for child writing. Instead, send_to_annealer is responsible for transmitting each row-column-value triplet to the Python process and retrieving the solution from the pipe.

Input: Number of measurements for each problem $k$ (num_reads)
args $\leftarrow\{$ "python", "solver.py", to_string $(k)\}$;
dup $2(f d[R E A D]$, STDIN_FILENO); // replace the standard input with an
anonymous pipe
3 dup2(fd[WRITE + 2], STDOUT_FILENO); // replace the standard output with an
anonymous pipe
4 close_pipes(fd);
5 execvp(args[0], args); // replace the child's executable code
Algorithm 4: Initialization of the Python child process (init_child(k) function) (taken from [12]).

Input: Weights $\Theta$ ( $\theta_{\text {edge }}$ refers to the weight associated to the edge edge)
Result: Vector with minimum estimated energy $x$
\% iterate over all edges, including pairs in the form $(i, i)$;
foreach edge in $\Theta$ do
row $\leftarrow$ edge.u(); // store vertex $u$
col $\leftarrow e d g e . v() ; \quad / /$ store vertex $v$
val $\leftarrow \theta_{\text {edge }} ; \quad / /$ store weight associated to edge $(u, v)$
write (fd[WRITE], row); // send row index
write (fd[WRITE $]$, col); // send column index
write $(f d[W R I T E]$, val $)$; // send value
end
write $(f d[W R I T E], " \# ")$; // notify end of transmission
for $i \leftarrow 0$ to $n-1$ do
$x[i] \leftarrow \operatorname{read}(f d[R E A D+2]) ;$
end
4 return $x$
Algorithm 5: Send $\Theta$ to the Python process and retrieve the estimated solution $x$ (send_to_annealer $(\Theta)$ function) (taken from [12]).

Concerning the time required by the message exchange, it corresponds to approximately one second when using 5000 variables, which is nearly the limit of the Pegasus architecture. This value has been obtained by measuring the time elapsed between the initial message sent by the $\mathrm{C}++$ process and the final message received by the same process, without actually invoking the annealer (the response has been generated and sent by the Python process). While this duration is not exaggerated, it may nullify the benefit of using $\mathrm{C}++$ over Python.

### 4.1.1.2 Random Number Generation

One of the key components of QALS is the shuffling of the map $m$ (see Algorithm 1). In particular, the permutations of $m$ have been generated as shown in Algorithm 6. The algorithm in question relies on the shuffling of the map's keys (line 6). Ideally, the shuffle algorithm should be capable of generating all the $n$ ! permutations of the keys vector. In this work, the Fisher-Yates shuffle algorithm, which produces unbiased permutations, has been used.

The Fisher-Yates algorithm necessitates a random number generator. The first option that has been taken into account is the $\operatorname{rand}()$ function provided by $\mathrm{C}++$. In detail, the rand() function provides values between 0 and $R A N D_{-} M A X$. Hence, if the generated numbers are restricted to the desired range by means of the modulo operation, the values do not necessarily have equal probability. Let us consider an example [112]. Specifically, let us assume that the desired range is [0,2] and

```
Input: Map \(m\) ( \(m_{k}\) is the value of \(m\) for key \(k\) )
Result: Permuted map \(m\)
shuffled \(\leftarrow \operatorname{map}()\);
keys \(\leftarrow\) new int \([n]\);
foreach \(k\) in m.keys do
    keys.append \((k)\); // create a vector of keys
end
shuffle_vector(keys); // shuffle the vector of keys
it \(\leftarrow\) keys.begin () ;
    // iterator
for pair in \(m\) do
    shuffled \(_{\text {pair.key }} \leftarrow m_{* i t} ;\)
    it.next();
end
```

Algorithm 6: Shuffle map (shuffle(m) function) (taken from [12]).

- if $\operatorname{rand}()$ yields a value in $\{0,3,6,9\}, \operatorname{rand}() \% 3=0$. Hence, $P(0)=\frac{4}{11}$;
- if $\operatorname{rand}()$ yields a value in $\{1,4,7,10\}$, $\operatorname{rand}() \% 3=1$. Hence, $P(1)=\frac{4}{11}$;
- if $\operatorname{rand}()$ yields a value in $\{2,5,8\}, \operatorname{rand}() \% 3=2$. Hence, $P(2)=\frac{3}{11}$.

In practical terms, the probability of the numbers between 0 and 2 is not the same. Another issue was represented by the length of the random number generator period. For instance, to generate all possible permutations of a deck of 52 cards (52!), a period of at least 52 ! is necessary. Typically, the period of $\operatorname{rand}()$ is $2^{32}$, although it can vary depending on the implementation. Given that QALS involves the permutation of vectors with more than 5000 variables, rand() was not a good choice.

Another solution that has been considered is the generation of random numbers by means of D-Wave's quantum annealers. Given that quantum annealers are "trusted" quantum machines, the generated numbers would be truly random. In particular, the idea consists of the following steps: submitting problems wherein each qubit has an equal probability of collapsing to either 0 or 1 ; decoding the resulting arrays of boolean values into one or more integer values. The pseudocode for this approach is provided in Algorithm 7. In essence, line 3 sets all the diagonal values in $\Theta$ to zero. Consequently, all $2^{n}$ possible states have an equal probability of being retrieved [56]. More in detail, any call to this algorithm allows generating $\lfloor n / k\rfloor$ integer numbers, where $n$ represents the number of qubits used, and $k$ denotes the number of bits per number. For instance, let us assume that the desired range of values is $[0,127]$ and $n=5000$. A single call would produce 714 integers ( $\lfloor 5000 / 7\rfloor)$ in approximately 0.3 seconds. While this may seem reasonable, the cost is excessive:

- each QALS iteration requires to permute a vector whose maximum size is approximately 5436 . Therefore, for each iteration, it is necessary to generate at most 5436 numbers. In a single run, with $n=5436$ and $k=13$, Algorithm 7 produces 418 numbers. As a consequence, for each iteration, the algorithm must be run 13 times;
- each run of Algorithm 7 takes approximately 0.3 seconds on average. Consequently, the overhead would be approximately 3.9 seconds for each QALS iteration.

This implies that the quantum annealer would be invoked 13 times more, reducing the number of possible experiments and increasing the overall cost. Clearly, this approach was not feasible.

In the end, the Mersenne Twister random number generator, which is characterised by a period of $2^{19937}-1$, has been selected. Specifically, the Mersenne Twister is able to generate 64-bit floating point random numbers faster than the hardware-implemented Intel Secure Key [94]. In addition, while a large period does not ensure quality in random number generation, it allows the generation of longer sequences. Although the period in question is not large enough to cover all possible sequences, the Mersenne Twister represents the best tradeoff that has been found between efficiency and coverage of the permutation space.

```
Input: Amount of bits reserved per number \(k\)
Result: Vector of random integers nums
\(\Theta \leftarrow\} ; \quad / /\) Python dictionary
for \(i \leftarrow 0\) to \(n-1\) do
    \(\Theta[i][i] \leftarrow 0 ; \quad / /\) initialize the diagonal with all zeros
end
\(x \leftarrow\) sample_qubo \((\Theta) ; \quad / /\) run the annealer with \(\Theta\)
\(x \leftarrow x\).first.sample.values ()\(; \quad / /\) solution vector \(x \in\{0,1\}^{n}\)
nums \(\leftarrow\) to_decimal \((x, k) ; \quad / /\) extract \(\lfloor n / k\rfloor\) decimal numbers, each one from 0 to
\(2^{k}-1\)
8 return nums
```

Algorithm 7: Generation of random numbers by quantum annealing (gen $(k)$ function) (taken from [12]).

### 4.1.2 Python Implementation

In developing the Python implementation, no particular issue has been encountered. Here, the embedding procedure and the submission of problems to the quantum annealer are described.

### 4.1.2.1 Embedding Procedure

In the QALS scheme, the embedding of the QUBO matrix into the annealer topology is a straightforward process. Indeed, each index of the QUBO matrix is associated with a node $\in V$, with $V$ being the list of active nodes in the topology, and the matrix entries are mapped accordingly. Nevertheless, the topology graph is not complete, and some qubits are unavailable (only $97 \%$ of qubits are generally available). Hence, first of all, it is necessary to retrieve the list of working qubits and edges using a function provided by D-Wave. In practice, rather than D-Wave's EmbeddingComposite class, which is effective for matrices of size up to $196 \times 196$, a custom embedding algorithm is employed in QALS implementations. The pseudocode for the embedding algorithm, which is used also by the C++ implementation, is provided in Algorithm 8. The algorithm works as follows:

1. an empty dictionary is initialized using the necessary active nodes as keys;
2. each key (active node) is associated with the list of nodes that are endpoints of active edges outgoing from the considered node (these nodes must be keys of the same dictionary);
3. a support dictionary mapping each selected node to a QUBO matrix index is created;
4. the QUBO matrix is embedded by iterating on the nodes (corresponding to matrix rows) and their adjacent nodes (corresponding to matrix columns).

Input: Sampler sampler, QUBO problem $Q$, dimension of QUBO problem $n$
Result: Embedded QUBO problem mapped
actives $\leftarrow \operatorname{dict}()$;
foreach node $\in$ sampler.nodelist do
actives $[$ node $] \leftarrow \operatorname{list}()$;
if actives.keys () .size ()$==n$ then
break; end
end
foreach edge $\in$ sampler.edges do
if edge.node $1 \in$ actives.keys () and edge.node $2 \in$ actives.keys () then
actives[edge.node1].append(edge.node2);
actives[edge.node2].append(edge.node1);
end
end
support $_{n} \leftarrow \operatorname{dict}()$;
$i \leftarrow 0$;
foreach node $\in$ actives.keys().ordered() do
support $[$ node $]=i$;
$i \leftarrow i+1 ;$
end
mapped $_{n \times n} \leftarrow 0$;
foreach node $\in \operatorname{actives.keys()~do~}$
foreach adjnode $\in$ actives[node] do
mapped $[$ node $][$ adjnode $]=Q[$ support $[$ node $]][$ support $[$ adjnode $]$;
end
end
return mapped;
Algorithm 8: Embedding the problem in the sampler topology (taken from [12]).

Input: Dictionary representing the embedding of the problem in the topology $\Theta$, sampler sampler, number of reads $k$
Result: List of $\{0,1\}^{n}$
response $=$ sampler.sample_qubo $(\Theta$, num_reads $=k)$;
return response.first.sample.values();
Algorithm 9: Communication with the annealer (problem submission) (taken from [12]).

### 4.1.2.2 Communication with the Annealer

D-Wave supplies different samplers for solving problems, and the signature of the sampling method is common to all samplers. The pseudocode of the algorithm used for submitting problems to the quantum annealer is provided in Algorithm 9. Its structure is really simple, but it is worth highlighting some aspects: $\Theta$ must be a dictionary, otherwise the problem will not be correctly processed by the sampler; $k$ denotes the number of annealer reads (as in Algorithm 2). The $k$ parameter is optional for both simulated and quantum annealing samplers, while hybrid samplers do not support it.

### 4.2 Empirical Evaluation

QALS has been empirically evaluated on two problems, namely, the Number Partitioning Problem (NPP) and the Travelling Salesman Problem (TSP). Specifically, for NPP, a single run has been executed due to the limited quantum annealing time available. Conversely, for TSP, multiple runs have been executed due to the less QPU usage per run. Here is reported a legend for the parameters of QALS:

- $p_{\delta}$ denotes the minimum probability of permutation modification;
- $\eta$ represents the probability decreasing rate;
- $q$ corresponds to the candidate perturbation probability;
- $N$ is the number of iterations at constant probability;
- $\lambda_{0}$ denotes the initial balancing factor for the tabu matrix;
- $k$ represents the number of annealer measurements for each problem;
- $N_{\text {max }}$ represents the maximum number of consecutive times that QALS can find the current best solution or a solution that is not better than it before stopping;
- $d_{\text {min }}$ corresponds to a further condition on the number of times that QALS can find a solution not better than the current best solution before stopping.


### 4.2.1 Number Partitioning Problem (NPP)

The Number Partitioning Problem (NPP) consists in dividing a set of numbers into two subsets so that the difference between the sum in the first subset and the sum in the second subset is minimized. The QUBO formulation that has been utilized in the experiments is the one provided by Glover et al. [38]. Specifically, let us consider a set of numbers $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$. If $s_{i}$ belongs to the first subset, $x_{i}=1$; otherwise, $x_{i}=0$. Therefore, the sum of the first subset values is equal to sum ${ }_{1}=\sum_{i=1}^{n} s_{i} x_{i}$, while the sum of the second subset values can be expressed as $s u m_{2}=\sum_{i=1}^{n} s_{i}-\sum_{i=1}^{n} s_{i} x_{i}$. Then, let $c$ be $\sum_{i=1}^{n} s_{i}$. Hence, the difference between the two sums is equal to

$$
\begin{equation*}
\text { diff }=\sum_{i=1}^{n} s_{i}-2 \sum_{i=1}^{n} s_{i} x_{i}=c-2 \sum_{i=1}^{n} s_{i} x_{i} \text {. } \tag{4.1}
\end{equation*}
$$

Rather than directly minimizing the difference, let us consider its squared value, which can be expressed as

$$
\begin{equation*}
d i f f^{2}=\left\{c-2 \sum_{i=1}^{n} s_{i} x_{i}\right\}^{2}=c^{2}+4 x^{t} Q x \tag{4.2}
\end{equation*}
$$

where $Q$ is the QUBO matrix, whose entries are given by

$$
\begin{equation*}
Q_{i i}=s_{i}\left(s_{i}-c\right) \quad Q_{i j}=Q_{j i}=s_{i} s_{j} \tag{4.3}
\end{equation*}
$$

Since the constants ( $c^{2}$ and 4) can be ignored, the QUBO problem can be expressed as

$$
Q U B O: \min y=x^{t} Q x
$$

The pseudocode for the calculation of the QUBO matrix entries is provided in Algorithm 10.

```
Input: Set of numbers \(s\)
Result: Matrix \(Q\) representing the QUBO formulation of the NPP problem defined by \(s\)
\(n \leftarrow\) s.size ();
\(c \leftarrow \operatorname{sum}(s) ; \%\) sum over numbers in \(s\)
\(Q \leftarrow\) new int \([n][n]\);
for \(i \leftarrow 0\) to \(n-1\) do
    for \(j \leftarrow 0\) to \(n-1\) do
        if \(i \neq j\) then
            \(p \leftarrow s[i] \cdot s[j] ;\)
            \(Q[i][j] \leftarrow p ;\)
            \(Q[j][i] \leftarrow p ;\)
        else
            \(Q[i][i] \leftarrow s[i] \cdot(s[i]-c) ;\)
        end
    end
end
return \(Q\)
```

Algorithm 10: Translation of NPP into QUBO (taken from [12]).

### 4.2.1.1 Classical Algorithms for NPP

Due to the NP-hard nature of NPP, an efficient algorithm that solves it does not exist (yet). However, various heuristics have been proposed. An example is the greedy heuristic, which consists in arranging the numbers in descending order and iteratively adding them to the subset with the smaller cumulative value. Another heuristic is the Karmarkar-Karp (KK) approach [60], which is the basis of an exact (exponential-time) algorithm presented by Korf [64] and evaluated by Pedroso and Kubo [86], namely, the Complete Karmarkar-Karp algorithm (CKK).

The CKK algorithm is based on a depth-first search of a binary tree. In this tree structure, the left branch represents the replacement of the two largest numbers at the present level with the absolute value of their difference, implying that these numbers are placed in different subsets. Conversely, the right branch represents their replacement them with their sum, implying that they are assigned to the same subset. Since the numbers are not assigned to a specific subset during the search, a linear time procedure must be run at the end of the search in order to retrieve the resulting subsets. The algorithm's worst-case complexity is exponential. However, the search terminates upon finding a perfect partition, namely, the last remaining number, representing the difference between the two subsets, is either 0 or 1. Additionally, if the biggest number is bigger than the sum of all the others, the branching for that sub-tree can be terminated, as all the other numbers can be assigned to the same subset. Finally, when dealing with four numbers or fewer, only the left branch is evaluated, as the KK heuristic is exact in this situation.

In the experiments presented here, the CKK implementation provided by Pedroso and Kubo [86] has been used as a comparison.

### 4.2.1.2 Experimental Setup and Results

The experiments have been executed sequentially on the Leap cloud, using the QALS parameters reported in Table 4.2. In this case, the C++ implementation has been used to obtain the results, while

Table 4.1: Tests performed on the Number Partitioning Problem (taken from [12]).

| Dimension | Approach | Range | Sets Difference | Time (s) | \# Iterations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | QALS | 100 | 93 | 2172 | 4000 |
|  | Hybrid |  | 1 | 6 | - |
|  | Classical |  | 1 | 0.003 | - |
|  | QALS | 1000 | 292 | 2157 | 4000 |
|  | Hybrid |  | 4 | 9 | - |
|  | Classical |  | 0 | 0.005 | - |
|  | QALS | 10000 | 2640 | 2151 | 4000 |
|  | Hybrid |  | 36 | 12 | - |
|  | Classical |  | 0 | 0.004 | - |
|  | QALS | 1000000 | 475860 | 1992 | 4000 |
|  | Hybrid |  | 2340912 | 14 | - |
|  | Classical |  | 0 | 0.005 | - |
| 1200 | QALS | 1000 | 185 | 1327 | 2000 |
|  | Hybrid |  | 1 | 23 | - |
|  | Classical |  | 1 | 0.015 | - |
|  | QALS | 10000 | 6337 | 1304 | 2000 |
|  | Hybrid |  | 225 | 23 | - |
|  | Classical |  | 1 | 0.017 | - |
|  | QALS | 100000 | 145982 | 1270 | 2000 |
|  | Hybrid |  | 186624 | 23 | - |
|  | Classical |  | 0 | 0.024 | - |
|  | QALS | 1000000 | 303833 | 1267 | 2000 |
|  | Hybrid |  | 781440 | 23 | - |
|  | Classical |  | 0 | 0.019 | - |
| 2500 | QALS |  | 3108 | 2442 | 2000 |
|  | Hybrid | 1000 | 0 | 62 | - |
|  | Classical |  | 0 | 0.072 |  |
|  | QALS | 10000 | 11681 | 2666 | 2000 |
|  | Hybrid |  | 25 | 54 | - |
|  | Classical |  | 1 | 0.090 | - |
|  | QALS | 100000 | 160676 | 2354 | 2000 |
|  | Hybrid |  | 6240 | 64 | - |
|  | Classical |  | 1 | 0.089 | - |
|  | QALS | 1000000 | 2731518 | 2341 | 2000 |
|  | Hybrid |  | 1151232 | 65 | - |
|  | Classical |  | 1 | 0.093 | - |
| 5436 | QALS | 1000 | 6209 | 9414 | 2000 |
|  | Hybrid |  |  | 260 | - |
|  | Classical |  | 1 | 0.318 | - |
|  | QALS | 10000 | 528 | 9413 | 2000 |
|  | Hybrid |  | 16 | 267 | - |
|  | Classical |  | 0 | 0.437 | - |
|  | QALS | 100000 | 4010004 | 9168 | 2000 |
|  | Hybrid |  | 12112 | 263 | - |
|  | Classical |  | 0 | 0.464 | - |
|  | QALS | 1000000 | 5497085 | 9507 | 2000 |
|  | Hybrid |  | 24576 | 260 | - |
|  | Classical |  | 0 | 0.479 | - |

Table 4.2: Values used for QALS parameters in all NPP tests (taken from [12]).

| $p_{\delta}$ | $\eta$ | $q$ | $N$ | $\lambda_{0}$ | $k$ | $N_{\max }$ | $d_{\min }$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.01 | 0.2 | 10 | 1.5 | 10 | 100 | 70 |

the Python implementation has been employed to verify them. Regarding the annealing parameters, like the annealing time and schedule, the default values have been employed for QALS (the system that has been used is the Advantage 1.1) [48]. Instead, Hybrid internally manages these properties in an automatic way.

The obtained results are shown in Table 4.1. Specifically, Range denotes the upper boundary of the number generation interval ( $[1$, Range $]$ ) and, therefore, the maximum possible $s_{i}$ value. For example, if Dimension is 500 and Range is 100, a vector of 500 integers within the range [ 1,100 ] is employed. Conversely, Sets Difference represents the difference between the two resulting sets. In detail, QALS has not performed as well as expected. Indeed, Hybrid has turned out to be superior in terms of both results achieved and time required. In addition, the classical algorithm considered for comparison (the CKK algorithm) has exhibited notable speed and has consistently found the optimal solution. In practice, classical algorithms for NPP are efficient despite the problem being NP-Hard. QALS performance could be probably improved by increasing the number of annealer measurements ( $k \gg 10$ ). Indeed, a larger output sample would increase the probability of finding a solution close to the optimum (the D-Wave quantum annealer is characterised by noise and temperature effects). However, the quantum annealing time at our disposal was too short.

### 4.2.2 Travelling Salesman Problem (TSP)

The Travelling Salesman Problem, commonly referred to as TSP, consists in determining the shortest route among $n$ cities, given a list of cities and their pairwise distances (actually, a city is not required to be directly connected to all the others). In particular, each city must be visited exactly once and the route must conclude at the starting point. Therefore, TSP is equivalent to the task of identifying, within a graph $G=(V, E)$, the Hamiltonian cycle characterised by the minimum cumulative weight. This perspective is particularly significant as there exists a QUBO formulation for it [67]. In detail, the problem Hamiltonian for TSP is defined as

$$
\begin{gather*}
H=H_{A}+H_{B} \\
H_{A}=A \sum_{i=1}^{n}\left(1-\sum_{j=1}^{n} x_{i, j}\right)^{2}+A \sum_{j=1}^{n}\left(1-\sum_{i=1}^{n} x_{i, j}\right)^{2}+A \sum_{(u v) \notin E} \sum_{j=1}^{n} x_{u, j} x_{v, j+1} \\
H_{B}=B \sum_{(u v) \in E} W_{u v} \sum_{j=1}^{n} x_{u, j} x_{v, j+1} \tag{4.4}
\end{gather*}
$$

with $x_{i, j}$ being equal to 1 if the $i$-th node (city) is in the $j$-th position in the cycle (route), 0 otherwise, $x_{v, n+1}=x_{v, 1}$, and $A$ and $B$ being positive constants $(A, B>0)$. In this context, $H_{A}$ encodes the problem constraints, namely, each node must appear exactly once in the cycle (first term), there must be exactly one node in each cycle position (second term), and the order of nodes must be valid (third term). Conversely, $H_{B}$ encodes the minimization of the total weight of the cycle (route length); specifically, $W_{u, v}$ represents the weight of the $(u, v)$ edge. Eventually, to make the violation of the constraints energetically unfavourable, the relationship $0<B\left(\max \left(W_{u v}\right)\right)<A$ must be satisfied. In the experiments presented here, $B$ has been set to 1 , while $A$ was has been set to $n \times \max \left(W_{u v}\right)$.

Given the problem Hamiltonian $H$, a renumbering of the $x_{i, j}$ variables is necessary in order to construct the QUBO matrix $Q$. Specifically, the following renumbering scheme has been used here:

$$
\begin{equation*}
\left(x_{1,1}, x_{1,2}, \ldots x_{1, n}, x_{2,1} \ldots x_{n, n}\right) \rightarrow\left(x_{1}, \ldots x_{n^{2}}\right) \tag{4.5}
\end{equation*}
$$

Then, the $Q_{i j}$ entry of $Q$, for $i, j \in\left\{1, \ldots n^{2}\right\}$, is given by the coefficient of $x_{i} x_{j}$ in $H$. The pseudocode for the computation of the QUBO matrix entries is provided in Algorithms 11 to 14.

```
Input: Distance matrix \(D\)
Result: Matrix \(Q\) representing the QUBO formulation of the TSP problem defined by \(D\)
\(n \leftarrow \operatorname{size}(D, 0)\); // number of rows of D (square matrix)
\(Q \leftarrow\) new int \(\left[n^{2}\right]\left[n^{2}\right]\);
all_zeros(Q);
\(A \leftarrow n \cdot\) max_coeff \((D)\); // penalty set according to [67]
\(B \leftarrow 1 ; \quad / /\) multiplier set according to [67]
6 \(Q \leftarrow\) add_cost_objective \((Q, D, B)\);
\(Q \leftarrow\) add_time_constraints \((Q, A)\);
\(Q \leftarrow\) add_position_constraints \((Q, A)\);
return \(Q\)
```

Algorithm 11: Translation of TSP into QUBO [110] (taken from [12]).

Input: QUBO matrix $Q$, distance matrix $D$, multiplier $B$
Result: Matrix $Q$ including the cost objective

```
\(n \leftarrow \operatorname{size}(D, 0)\);
// number of rows of D (square matrix)
for \(t \leftarrow 0\) to \(n-1\) do
    for \(i \leftarrow 0\) to \(n-1\) do
        for \(j \leftarrow 0\) to \(n-1\) do
            \(r \leftarrow t \cdot n+i ;\)
            \(c \leftarrow(t+1) \bmod n^{2}+j ;\)
            \(Q[r][c] \leftarrow B \cdot D[i][j] ;\)
        end
    end
end
return \(Q\)
```

Algorithm 12: add_cost_objective function (computation of $H_{B}$ coefficients) (taken from [12]).

Input: QUBO matrix $Q$, constraint penalty $A$
Result: Matrix $Q$ including time constraints

```
\(n \leftarrow \operatorname{size}(D, 0)\); // number of rows of D (square matrix)
for \(t \leftarrow 0\) to \(n-1\) do
    for \(i \leftarrow 0\) to \(n-1\) do
        \(r \leftarrow t \cdot n+i ;\)
        \(Q[r][r] \leftarrow Q[r][r]-A ;\)
        for \(j \leftarrow 0\) to \(n-1\) do
            if \(i \neq j\) then
                \(c \leftarrow t \cdot n+j ;\)
                \(Q[r][c] \leftarrow 2 \cdot A ;\)
            end
        end
    end
end
return \(Q\)
```

Algorithm 13: add_time_constraints function (computation of part of the coefficients of $H_{A}$ ) (taken from [12]).

```
Input: QUBO Matrix \(Q\), constraint penalty \(A\)
Result: Matrix \(Q\) including position constraints
\(n \leftarrow \operatorname{size}(D, 0)\); // number of rows of D (square matrix)
for \(i \leftarrow 0\) to \(n-1\) do
    for \(t 1 \leftarrow 0\) to \(n-1\) do
        \(r \leftarrow t 1 \cdot n+i ;\)
        \(Q[r][r] \leftarrow Q[r][r]-A ;\)
        for \(t 2 \leftarrow 0\) to \(n-1\) do
            if \(t 1 \neq t 2\) then
                    \(c \leftarrow t 2 \cdot n+i ;\)
                    \(Q[r][c] \leftarrow 2 \cdot A ;\)
            end
        end
    end
end
return \(Q\)
```

Algorithm 14: add_position_constraints function (computation of part of the coefficients of $H_{A}$ ) (taken from [12]).

### 4.2.2.1 Solution Refinement Procedure

In the QUBO formulation of TSP, a solution is a binary vector of length $n^{2}$, where $n$ denotes the number of nodes (cities). Alternatively, a solution can be seen as a list of $n$ sub-sequences, each consisting of $n$ locations. In particular, in a valid solution, each sub-sequence contains $n-10 \mathrm{~s}$ and one 1 ; furthermore, the position of the value 1 within the $i$-th sub-sequence is unique with respect to all sub-sequences. For example, a valid solution for three cities is

$$
x_{1}=[0,1,0,1,0,0,0,0,1] \text {, }
$$

while an invalid solution is

$$
x_{2}=[1,1,0,1,0,0,0,0,0] .
$$

To convert a QUBO TSP solution into a classical TSP solution, each sub-sequence is replaced with the integer number representing the position of the value 1 inside that sub-sequence. For instance, the classical version of $x_{1}$ is

$$
s_{1}=[1,0,2] .
$$

Conversely, $x_{2}$ cannot be converted into a valid classical TSP solution unless it is refined, namely, modified a little bit.

To transform a non-valid QUBO TSP solution into a valid classical TSP solution while preserving the original solution as much as possible, the following procedure has been devised. Let $x$ be the solution vector returned by the annealer, $f: \mathbb{B}^{n} \rightarrow \mathbb{N}^{k}$ be a function returning a vector of size $k$ containing the position of all non-zero values in $x_{i}$ (with $x_{i}$ denoting the $i$-th sub-vector of length $n$ in $x)$, and $A$ be the set $\{0, \ldots, n-1\}$. First of all, a solution vector $s$ of length $n$ is initialized with -1 values, namely, $s \in\{-1\}^{n}$. Let $R$ be a vector of sets, with $R_{i}=\left\{f\left(x_{i}\right)\right\}$ being the set of possible solutions (nodes) for the $i$-th sub-sequence, based on the solution vector $x$. Therefore, $s_{i}=R_{i}[0] \Longleftrightarrow \operatorname{sizeof}\left(R_{i}\right)=1$. Let $K$ denote the set of unavailable nodes.

Definition 1 An unavailable node is a node representing the solution for a specific position in the cycle (namely, no other 1 value exists in the corresponding sub-sequence) or a node designated as such after being randomly chosen from the available ones. In the subsequent example, the node 0 is unavailable.

$$
x_{2}=[1,1,0,1,0,0,0,0,0]
$$

In practical terms, $K=\left\{s_{i} \mid s_{i} \neq-1, i \in\{0, \ldots, n-1\}\right\}$. Then, let $D_{i}$ be $R_{i} \backslash K$. The subsequent step involves computing $D_{i}$ for the first $i$ in $\{0, \ldots, n-1\}$ such that $\operatorname{sizeof}\left(R_{i}\right)>1$. If $\operatorname{sizeof}\left(D_{i}\right)>0$,
a random value $d \in D_{i}$ is picked and the following actions are executed: $s_{i}=d$ and $K=\{K \cup d\}$, namely, the selected available node $d$ is assigned to the $i$-th position of the solution vector, and the set of unavailable nodes is consequently updated. This process is then iterated for all subsequent $i$ values that fulfill the condition on the size of $R_{i}$. After that, a vector $i d x_{i}$ is instantiated for each node $i$ in $\{0, \ldots, n-1\}$. Specifically, $j \in i d x_{i} \Longleftrightarrow s_{j}=i$ (with $j \in\{0, \ldots, n-1\}$ ). Thus, $i d x_{i}$ comprises all the solution vector positions that contain the value $i$ (duplicates may be present). If $\operatorname{sizeof}\left(i d x_{i}\right)>1$ for a certain $i, i d x_{i}$ undergoes shuffling, and all $s_{j}$ such that $j \in i d x_{i}$ and $i d x_{i}$.indexof $(j)>0$ are set to -1 . Essentially, for each $i d x_{i}$, the $s_{j}$ corresponding to the first index after the shuffling operation keeps the value $i$. In this way, duplicate nodes in the cycle are eliminated. At this point, all values in $s$ are either unique or equal to -1 . Then, let us define $L=A \backslash K$. In practice, $L$ comprises all nodes that have not yet been assigned to a cycle position. Eventually, for each $i$ in $\{0, \ldots, n-1\}$ such that $s_{i}=-1$, a random value $l \in L$ is selected, and the set of remaining nodes is updated consequently, namely, $s_{i}=l$ and $L=L \backslash\{l\}$. After this last step, all the positions have an assigned node, namely, $s_{i} \neq-1 \quad \forall i \in\{0, \ldots, n-1\}$, and the solution is valid.

It is worth observing that this refinement procedure does not modify an already valid solution. In addition, in the case of non-valid solutions, it does not affect nodes whose position is unique within the cycle.

### 4.2.2.2 Experimental Setup and Results

The experiments have been executed sequentially on the Leap cloud, employing the QALS parameters reported in Table 4.3. In this case, the Python implementation has been used to obtain the results, whereas the C++ implementation has been employed to verify them. In addition, to ensure a fair comparison, an equivalent number of annealer measurements $(k=5)$ has been used for Embedding Composite. Concerning the annealing parameters, such as the annealing time and schedule, the default values have been utilized for both QALS and Embedding Composite (the system that has been used is Advantage 1.1) [48]. Instead, as mentioned earlier, Hybrid manages these properties in an automatic way. Eventually, it is worth mentioning that the brute force method whose results are reported here for comparison has been implemented in $\mathrm{C}++$.

Table 4.3: Values used for QALS parameters in all TSP tests (taken from [12]).

| $p_{\delta}$ | $\eta$ | $q$ | $N$ | $\lambda_{0}$ | $k$ | $N_{\max }$ | $d_{\min }$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.2 | 0.2 | 5 | 1.5 | 5 | 100 | 70 |

In these experiments, QALS and Embedding Composite have never found solutions satisfying the $H_{A}$ constraints. In particular, Embedding Composite does not ensure that either the optimal solution or a solution satisfying the constraints will be returned. Concerning QALS, given that only part of the entire problem (including the constraints) is mapped into the annealer topology at each iteration, the constraints are typically not entirely encoded inside the topology. Therefore, they are satisfied only if the optimal solution is found or in a limited number of other cases (these observations are based on the results obtained). In order to evaluate the performance of QALS and Embedding Composite, the refinement procedure presented in Section 4.2 .2 .1 has been applied to the solutions returned by them. The results reported here are those obtained after the execution of the refinement procedure.

The results are shown in Table 4.4. Specifically, $\mu$ denotes the average TSP cost across runs, $\sigma$ represents the corresponding standard deviation, and the average time is expressed in seconds. Regarding the TSP cost, it corresponds to the route length (namely, the cycle cumulative weight) in the original problem space. It is also worth highlighting that, in these experiments, real numbers in the range $[0,10]$ have been used as edge weights (city distances). In practice, in the smallest problem taken into account $(n=10)$, QALS has outperformed Embedding Composite but has been outperformed by both Hybrid, which has retrieved a solution close to the global minimum, and the brute force approach. In contrast, for $n=12$, Embedding Composite has achieved better results than QALS. Concerning $n=14$, the maximum dimension manageable by Embedding Composite, this method has found once again better solutions compared to QALS. For $n$ values ranging from 32 to 72 , only QALS and Hybrid could be applied, with Hybrid being faster and more effective than QALS. Eventually, only Hybrid has been able to address a problem of size $n=74$. In particular, this should not be
feasible, as the QUBO problem size exceeds the number of available qubits. Probably, in the case of incomplete graphs, Hybrid disregards non-connected edges, saving qubits. In addition, it is worth underscoring that the good results achieved by Hybrid are mainly related to the parallel execution of multiple solvers. In conclusion, the performance of both Embedding Composite and QALS could be probably improved by using a significantly higher number of annealer measurements $(k \gg 5)$. As already said in Section 4.2.1.2, a larger output sample size would enhance the probability of getting a solution close to the optimum. However, the quantum annealing time at our disposal was not enough.

Table 4.4: Tests performed on the Travelling Salesman Problem. In particular, "E.C." stands for embedding composite, while "S.R." stands for solution refinement (taken from [12]).

| TSP Size | QUBO Size | Approach | $\mu$ | $\sigma$ | Avg. Time (s) | \# Runs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 100 | Brute Force | 35.20 | 0 | 48 | 10 |
|  |  | Hybrid | 36.94 | 1.16 | 13.78 | 3 |
|  |  | E.C. with S.R. | 55.13 | 3.22 | 94.66 | 10 |
|  |  | QALS with S.R. | 49.95 | 3.02 | 64.83 | 10 |
| 12 | 144 | Brute Force | 26.21 | 0 | 56.8 | 3 |
|  |  | Hybrid | 33.43 | 1.26 | 14.86 | 10 |
|  |  | E.C. with S.R. | 52.91 | 6.5 | 132.96 | 10 |
|  |  | QALS with S.R. | 54.77 | 4.53 | 265.3 | 10 |
| 14 | 196 | Brute Force | 33.94 | 0 | 10630 | 3 |
|  |  | Hybrid | 49.48 | 1.99 | 15.7 | 3 |
|  |  | E.C. with S.R. | 67.50 | 9.87 | 465 | 3 |
|  |  | QALS with S.R. | 74.58 | 7.87 | 180 | 10 |
| 32 | 1024 | Brute Force | - | - | - | - |
|  |  | Hybrid | 124.72 | 3.45 | 24.98 | 3 |
|  |  | E.C. with S.R. | - | - | - | - |
|  |  | QALS with S.R. | 157.99 | 10.23 | 588 | 10 |
| 64 | 4096 | Brute Force | - | - | - | - |
|  |  | Hybrid | 288.87 | 5.82 | 23.25 | 3 |
|  |  | E.C. with S.R. | - | - | - | - |
|  |  | QALS with S.R. | 336.94 | 17.9 | 3570 | 10 |
| 72 | 5184 | Brute Force | - | - | - | - |
|  |  | Hybrid | 331.24 | 16.39 | 37.36 | 3 |
|  |  | E.C. with S.R. | - | - | - | - |
|  |  | QALS with S.R. | 387.00 | 21.25 | 2528 | 3 |
| 74 | 5476 | Brute Force | - | - | - | - |
|  |  | Hybrid | 344.19 | 2.8 | 38.65 | 3 |
|  |  | E.C. with S.R. | - | - | - | - |
|  |  | QALS with S.R. | - | - | - | - |

### 4.3 Discussion

In this chapter, two implementations of QALS, in C++ and in Python, and the empirical evaluation of the algorithm have been presented. The advantage of the $\mathrm{C}++$ implementation lies in the higher efficiency of the classical part of the algorithm. Instead, the Python implementation is characterised by a smoother interaction with D-Wave's APIs, which are provided only in Python. In both cases, some changes with respect to the original pseudocode of the algorithm have been made, in order to improve the execution efficiency. Concerning the empirical evaluation, two optimization problems with complementary characteristics have been taken into account. In the case of NPP, which has a natural representation as QUBO, QALS has shown poor performance. Actually, the classical exact algorithm considered has outperformed both QALS and the hybrid solver provided by D-Wave, implying that
the problem can be considered practically solved in most cases despite its NP-hard nature. Instead, in the case of TSP, which includes constraints that must be encoded as penalties, QALS has turned out to be able to address larger problems than Embedding Composite (the standard embedding procedure). Hence, the main objective of the algorithm has been empirically fulfilled. However, among the not-entirely classical methods tested, only D-Wave's hybrid solver has been able to provide solutions satisfying the problem constraints. In conclusion, QALS implementations could have practical potential on hard problems for which the QUBO representation cannot be directly embedded in the annealer topology. In addition, it is worth observing that D-Wave's hybrid solver represents an interesting baseline but cannot be considered as an effective competitor for drawing scientific conclusions, as it involves the parallel execution of multiple algorithms.

Concerning the code availability, the C++ implementation [71] and the Python implementation [11] are publicly available under the GPLv2 and MIT licences, respectively. Moreover, a refactored version of the Python implementation, supporting different tabu matrix types and including minor corrections, is available at https://github.com/ZarHenry96/QALS-variants.

## 5 Bayesian Networks Reconstruction

This chapter is a reworked version of the article "Reconstructing Bayesian networks on a quantum annealer" [130], which was motivated by the absence of an empirical evaluation of the quantum annealing algorithm for the reconstruction of Bayesian networks (see Section 2.4.1) in the work by O'Gorman et al. [76]. In practice, in this chapter, the implementation and the empirical evaluation of that algorithm are presented, with the purpose of assessing its applicability using the current quantum architectures. Given that the encoding of the problem and the consecutive embedding into the quantum architecture restrict the direct application of the algorithm to approximately 18 Bayesian variables (at the time of running the experiments), a divide et impera approach is also introduced. Both the original algorithm and this novel scheme have been evaluated on various problem instances characterized by an increasing number of variables, obtaining promising results.

### 5.1 O'Gorman's Algorithm Implementation

O'Gorman's algorithm has been implemented in Python, as D-Wave's Ocean suite, which is essential for interacting with D-Wave's quantum annealers, provides APIs only for this programming language. In this section, the implementation details, the complexity of the implementation, and a method to speed up the execution are presented.

### 5.1.1 QUBO Matrix Construction

The pseudocode for the implementation of O'Gorman's algorithm is provided in Algorithm 15, which relies on Algorithms 16 to 18 . Specifically, the input to the main algorithm consists of the number of Bayesian variables $n$, the number of states $r_{i}$ for each variable, and the dataset of examples. The output corresponds to the QUBO matrix $Q$ representing the given BNSL problem.

Before constructing the matrix, various intermediate values must be computed. First of all, for each Bayesian variable, all possible parent sets $\left(\Pi_{i}\left(B_{s}\right)\right.$ in O'Gorman's formulation) must be identified. The maximum number of parents $m$ has been restricted to two for the reasons presented in Section 2.4.1. Therefore, the complexity of this step is $\mathcal{O}\left(n^{3}\right)$. It is also worth mentioning that the empty set is considered a valid parent set.

Then, the $\alpha_{i j k}$ hyperparameters of the Dirichlet priors are set to the uninformative value $1 /\left(r_{i} \cdot q_{i}\right)$,

```
Input: number of Bayesian variables \(n\), list \(r=\left(r_{i}\right)_{i=1}^{n}\) with \(r_{i}\) being the number of states of
    the \(i^{\text {th }}\) variable, dataset examples
Result: QUBO matrix \(Q\)
/* calculation of the values needed to construct \(Q\) */
parentSets \(\leftarrow\) calcParentSets \((n)\);
\(\alpha \leftarrow\) calcAlpha \((n, r\), parentSets \()\);
\(s \leftarrow \operatorname{calcS}(n, r\), parentSets, \(\alpha\), examples \() ; \quad / /\) Algorithm 16
\(w \leftarrow\) calcW \((n\), parentSets,\(s) ; \quad\) // Algorithm 17
\(\Delta \leftarrow\) calcDelta \((n\), parentSets,\(w) ; \quad / /\) Eq. (2.23) and (2.24)
\(\delta_{\max } \leftarrow \operatorname{calcDeltaMax}(n, \Delta) ; \quad / / \mathrm{Eq} .(2.20)\)
\(\delta_{\text {trans }} \leftarrow\) calcDeltaTrans \((n, \Delta) ; \quad / / \mathrm{Eq} .(2.22)\)
\(\delta_{\text {consist }} \leftarrow\) calcDeltaConsist \(\left(n, \delta_{\text {trans }}\right) ; \quad / /\) Eq. (5.2)
/* construction of \(Q\) */
\(Q \leftarrow\) zeroMatrix ();
\(Q \leftarrow \operatorname{fillQ}\left(Q, n\right.\), parentSets, \(\left.w, \delta_{\text {max }}, \delta_{\text {trans }}, \delta_{\text {consist }}\right) ; \quad / /\) Algorithm 18
return \(Q\);
```

Algorithm 15: calcQUBOMatrix(n, r, examples) (taken from [130]).

```
Input: number of Bayesian variables \(n\), list of number of states \(r\), list of parent sets
    parentSets, prior distributions hyperparameters \(\alpha=\left(\alpha_{i \pi j k}\right)\), dataset examples
Result: \(s=\left(\left\{s_{i}(\pi) \text { s.t. } \pi \in \operatorname{parentSets}[i]\right\}\right)_{i=1}^{n}\) with \(s_{i}(\pi)\) being the score for the Bayesian
                variable \(i\) given the parent set \(\pi\)
function calcSi(i, \(\pi, r, \alpha\), examples):
                            // Eq. (5.1)
    \(q_{i \pi} \leftarrow \prod_{p \in \pi} r_{p} ;\)
    \(/ / q_{i \pi}=1\) if \(\pi=\emptyset\)
    sum \(\leftarrow 0\);
    for \(j \leftarrow 1\) to \(q_{i \pi}\) do
        \(\alpha_{i \pi j} \leftarrow \sum_{k=1}^{r_{i}} \alpha_{i \pi j k} ;\)
        \(N_{i \pi j} \leftarrow \sum_{k=1}^{r_{i}}\) calcNimjk(examples, \(\left.\pi, i, j, k, r\right)\);
        \(\operatorname{sum} \leftarrow \operatorname{sum}+\ln \Gamma\left(\alpha_{i \pi j}\right)-\ln \Gamma\left(\alpha_{i \pi j}+N_{i \pi j}\right) ;\)
        for \(k \leftarrow 1\) to \(r_{i}\) do
            \(N_{i \pi j k} \leftarrow \operatorname{calcNi\pi jk}(\) examples \(, \pi, i, j, k, r) ;\)
            sum \(\leftarrow \operatorname{sum}+\ln \Gamma\left(\alpha_{i \pi j k}+N_{i \pi j k}\right)-\ln \Gamma\left(\alpha_{i \pi j k}\right) ;\)
        end
    end
    return -sum;
for \(i \leftarrow 1\) to \(n\) do
    for \(\pi \in\) parentSets \([i]\) do
        \(s_{i}(\pi) \leftarrow \operatorname{calcSi}(i, \pi, r, \alpha\), examples \(\left.)\right) ;\)
    end
end
return \(s\);
```

Algorithm 16: $\operatorname{calcS(n,r,~parentSets,~} \alpha$, examples) (taken from [130]).
where $r_{i}$ denotes the number of states of the $i$-th variable, and $q_{i}$ ( $q_{i \pi}$ in the pseudocode) represents the number of states in the parent set taken into account. Essentially, all $\alpha_{i j k}$ associated with the same variable $i$ and parent set $\pi$ ( $\alpha_{i \pi j k}$ in the pseudocode) share the same value. Additional insights into this choice are provided in Section 5.3.4. During this step, the $\alpha_{i j k}$ value must be determined for all "variable" - "parent set" - "parent set state" - "variable state" combinations, resulting in a complexity of $\mathcal{O}\left(n^{3} r_{\text {max }}^{3}\right)$, with $r_{\text {max }}$ denoting the maximum number of states of the Bayesian variables.

The subsequent step involves calculating the local scores $s$ for all "Bayesian variable" - "parent set" combinations according to Equation (2.15). However, these computations are feasible only for very small datasets due to the factorial nature of the $\Gamma$ function and the multiplications of $\Gamma$ values involved. The solution consists in moving the logarithm inside through algebraic transformations until its argument reduces to the gamma function alone. In the implementation described here, the natural logarithm (ln) has been employed, resulting in the following formula (which is the one used in Algorithm 16):

$$
\begin{equation*}
s_{i}\left(\Pi_{i}\left(B_{s}\right)\right)=-\sum_{j=1}^{q_{i}}\left[\ln \left(\Gamma\left(\alpha_{i j}\right)\right)-\ln \left(\Gamma\left(N_{i j}+\alpha_{i j}\right)\right)+\sum_{k=1}^{r_{i}}\left[\ln \left(\Gamma\left(N_{i j k}+\alpha_{i j k}\right)\right)-\ln \left(\Gamma\left(\alpha_{i j k}\right)\right)\right]\right] . \tag{5.1}
\end{equation*}
$$

This form allows leveraging the (natural) log-gamma function (denoted as $\ln \Gamma$ in the pseudocode), which exhibits a significantly slower growth compared to the gamma one. Moreover, in this way, the products in Equation (2.15) can be substituted with additions, further mitigating the risk of out-ofrange values. Regarding the pseudocode, the calcNimjk procedure calculates the number of times the variable $i$ is in its $k$-th state while its parent set $\pi$ is in its $j$-th state (for an empty parent set, only the state of the $i$-th variable is taken into account). The algorithm's complexity is $\mathcal{O}\left(n^{3} N r_{\text {max }}^{3}\right)$.

After the calculation of the score values $s$, the parent set weights $w$ can be computed according to Equation (2.14). The corresponding pseudocode is provided in Algorithm 17. In particular, since the maximum number of parents has been limited to two, the pseudocode does not consider scenarios with larger parent sets. The complexity of the algorithm that computes $w$ is $\mathcal{O}\left(n^{3}\right)$.

```
Input: number of Bayesian variables \(n\), list of parent sets parentSets, score values \(s\)
Result: \(w=\left(\left\{w_{i}(\pi) \text { s.t. } \pi \in \text { parentSets }[i]\right\}\right)_{i=1}^{n}\) with \(w_{i}(\pi)\) being the weight calculated for
                    the Bayesian variable \(i\) given the parent set \(\pi\)
function \(\operatorname{calcWi}(i, \pi, s)\) :
                                    // Eq. (2.14)
    if \(\pi=\emptyset\) then
        return \(s_{i}(\emptyset)\);
    else if \(\operatorname{size}(\pi)=1\) then
        return \(s_{i}(\pi)-s_{i}(\emptyset)\);
    else if \(\operatorname{size}(\pi)=2\) then
        \(p_{1}, p_{2} \leftarrow \pi[1], \pi[2] ;\)
        return \(s_{i}(\pi)-s_{i}\left(\left\{p_{1}\right\}\right)-s_{i}\left(\left\{p_{2}\right\}\right)+s_{i}(\emptyset) ;\)
    end
for \(i \leftarrow 1\) to \(n\) do
    for \(\pi \in\) parentSets \([i]\) do
        \(w_{i}(\pi) \leftarrow \operatorname{calcWi}(i, \pi, s) ;\)
    end
end
return \(w\);
```

Algorithm 17: calc $W$ (n, parentSets, $s$ ) (taken from [130]).

Ultimately, the penalty values must be computed. To this end, it is necessary to calculate the auxiliary quantities $\Delta_{j i}$ according to Equations (2.23) and (2.24). Although the complexity of this step would theoretically be $\mathcal{O}\left(n^{3}\right)$, the complexity in the implementation is $\mathcal{O}\left(n^{4}\right)$ due to the data structures utilized to store the parent sets. Once $\Delta$ has been calculated, all penalties can be computed. Specifically, $\delta_{\max }^{(i)}$ is calculated for each Bayesian variable according to Equation (2.20), resulting in an overall complexity (for all $\left.\delta_{\text {maxa }}^{(i)}\right)$ of $\mathcal{O}\left(n^{2}\right)$. Conversely, the penalty bound associated with the consistency Hamiltonian (Equation 2.21) can be simplified since $\delta_{\text {trans }}$ is independent of its superscript indices. The resulting penalty bound is

$$
\begin{equation*}
\delta_{\text {consist }}>(n-2) \delta_{\text {trans }} . \tag{5.2}
\end{equation*}
$$

In practical terms, $\delta_{\text {trans }}$ is calculated according to Equation (2.22) with a complexity of $\mathcal{O}\left(n^{2}\right)$ (note that $\delta_{\text {trans }}$ is a single value). After that, $\delta_{\text {consist }}$ is computed according to the simplified bound (Equation 5.2 ) with a complexity of $\mathcal{O}(1)$. To satisfy the lower bounds, the boundary values plus one have been used as penalty values.

At this point, the QUBO matrix $Q$ can be filled as illustrated in Algorithm 18. This matrix, whose dimensions have been detailed in Section 2.4.1, contains all zeros at the beginning (look at line 9 of Algorithm 15, which has a complexity of $O\left(n^{4}\right)$ ). Specifically, the outermost loop, encompassing almost all the pseudocode, iterates on the Bayesian variables. The first part of the algorithm (lines $2-12)$ is associated with the score Hamiltonian, i.e., Equation (2.13). For each "Bayesian variable" "parent set" combination, the parent set weight $w_{i}(\pi)\left(w_{i}(J)\right.$ in O'Gorman's formulation) is summed to the appropriate cell. Practically, the coefficients of the linear terms in Equation (2.13) (namely, the terms involving only one QUBO variable ( $\left.d_{j i}\right)$ ) are added to cells of $Q$ situated on the main diagonal. Conversely, the coefficients of the quadratic terms, involving two QUBO variables ( $d_{x i} d_{y i}$ ), are added to cells outside the diagonal; here, the first variable defines the row, while the second one defines the column. The next segment of the algorithm corresponds to the max Hamiltonian (lines 13-25), namely, Equation (2.16). The strategy for inserting the coefficients is similar to that used for the score Hamiltonian but, in this case, there is a square in the formula. Therefore, first of all, the binary variables in Equation (2.16) and their coefficients inside the square are identified and stored in two lists (lines 14-15). After that, based on the square expansion, the linear and quadratic coefficients (including the multiplication by $\left.\delta_{\text {max }}^{(i)}\right)$ are added to the respective cells. The last part of the algorithm refers to the transitivity and consistency Hamiltonians (lines 26-44), namely, Equations (2.18) and (2.19). Since the number of terms in these formulas is small and there is no square, the procedure is quite

Input: zero matrix $Q$, number of Bayesian variables $n$, list of parent sets parentSets, parent set weights $w$, list of penalty values $\delta_{\max }$, penalty value $\delta_{\text {trans }}$, penalty value $\delta_{\text {consist }}$
Result: QUBO matrix $Q$ filled according to $H_{\text {score }}, H_{\text {max }}, H_{\text {trans }}$, and $H_{\text {consist }}$
for $i \leftarrow 1$ to $n$ do
/* $H_{\text {score }}-$ related terms (Eq. (2.13)) */
for $\pi \in$ parentSets $[i]$ do
if $\operatorname{size}(\pi)=1$ then // diagonal elements
$j \leftarrow \pi[1]$;
row $\leftarrow \operatorname{col} \leftarrow \operatorname{indexOf}\left(d_{j i}\right)$;
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]+w_{i}(\pi) ;$
else if $\operatorname{size}(\pi)=2$ then // out-of-diagonal elements
$x, y \leftarrow \pi[1], \pi[2]$;

$Q[$ row $][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]+w_{i}(\pi) ;$
end
end
/* $H_{\text {max }}$-related terms (Eq. (2.16)) */
$m \leftarrow 2$; // max. num. of parents
sqBinVars $\leftarrow$ binaryVarsInSquare(); $/ / d_{i}$ and $y_{i}$ in (2.16) are sums of binary vars
$c \leftarrow$ binaryVarsCoefficientsInSquare (); // the coefficients are either -1 or -2
for $j \leftarrow 1$ to size(sqBinVars) do
row $\leftarrow$ col $\leftarrow \operatorname{index} O f(s q \operatorname{BinVars}[j]) ; \quad / /$ diagonal elements indices
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]+\delta_{\max }^{(i)} \cdot c[j]^{2} ;$
// squared term
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]+\delta_{\text {max }}^{(i)} \cdot(2 \cdot m \cdot c[j]) ; \quad / /$ double product with $m$
for $k \leftarrow j+1$ to $\operatorname{size}(\operatorname{sqBinVars})$ do // out-of-diagonal elements
row $\leftarrow \operatorname{indexOf(sqBinVars[j]);~}$
$c o l \leftarrow \operatorname{indexOf}(s q B i n V a r s[k])$;
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]+\delta_{\text {max }}^{(i)} \cdot(2 \cdot c[j] \cdot c[k]) ; \quad / /$ double product between vars end
end
/* $H_{\text {cycle }}-$ related terms */
for $j \leftarrow i+1$ to $n$ do
/* $H_{\text {trans }}$-related terms (Eq. (2.18)) */
for $k \leftarrow j+1$ to $n$ do
row $\leftarrow$ col $\leftarrow \operatorname{index} O f\left(r_{i k}\right)$;
$Q[$ row $][$ col $] \leftarrow Q[$ row $][$ col $]+\delta_{\text {trans }} ; \quad / / r_{i k}$ coefficient (diagonal element)
row, col $\leftarrow \operatorname{index} O f\left(r_{i j}\right)$, index $O f\left(r_{j k}\right)$;
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]+\delta_{\text {trans }} ; \quad / / r_{i j} \cdot r_{j k}$ coefficient
row, col $\leftarrow \operatorname{index} O f\left(r_{i j}\right)$, index $O f\left(r_{i k}\right)$;
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]-\delta_{\text {trans }} ; \quad / / r_{i j} \cdot r_{i k}$ coefficient
row, col $\leftarrow \operatorname{indexOf}\left(r_{i k}\right)$, index $O f\left(r_{j k}\right)$;
$Q[\mathrm{row}][\mathrm{col}] \leftarrow Q[\mathrm{row}][\mathrm{col}]-\delta_{\text {trans }} ; \quad / / r_{i k} \cdot r_{j k}$ coefficient
end
/* $H_{\text {consist }}$-related terms (Eq. (2.19) */
row, col $\leftarrow \operatorname{indexOf}\left(d_{j i}\right)$, indexOf( $\left.r_{i j}\right)$;
$Q[$ row $][$ col $] \leftarrow Q[$ row $][$ col $]+\delta_{\text {consist }} ; \quad / / d_{j i} \cdot r_{i j}$ coefficient
row $\leftarrow$ col $\leftarrow \operatorname{index} O f\left(d_{i j}\right)$;
$Q[r o w][$ col $] \leftarrow Q[$ row $][$ col $]+\delta_{\text {consist }} ; \quad / / d_{i j}$ coefficient (diagonal element)
row, col $\leftarrow \operatorname{indexOf}\left(d_{i j}\right)$, index $O f\left(r_{i j}\right)$;
$Q[$ row $][$ col $] \leftarrow Q[$ row $][$ col $]-\delta_{\text {consist }} ; \quad / / d_{i j} \cdot r_{i j}$ coefficient
end
end
return $Q$;
Algorithm 18: $\operatorname{fillQ}\left(Q, n\right.$, parentSets, $\left.w, \delta_{\max }, \delta_{\text {trans }}, \delta_{\text {consist }}\right)$ (taken from [130]).
simple. In particular, lines $28-35$ add the coefficients from Equation (2.18) to the appropriate cells for any set of three Bayesian variables ( $H_{\text {trans }}$ penalties). Analogously, lines $37-42$ sum the coefficients from Equation (2.19) to the right cells for each pair of Bayesian variables ( $H_{\text {consist }}$ penalties). The overall complexity of the matrix filling procedure (Algorithm 18) is $\mathcal{O}\left(n^{3}\right)$.

Eventually, it is worth highlighting that the variables in the QUBO matrix $Q$ are arranged as follows: first, the binary variables that encode the edges $\left(d_{i j}\right)$; next, the binary slack variables ( $y_{i l}$ ) associated with the maximum parent constraint; and finally, the binary variables $\left(r_{i j}\right)$ that encode the topological order. If the variables in the quadratic terms (defining the row and column indices) are appropriately sorted, the resulting matrix is upper triangular. Otherwise, the non-zero values below the main diagonal should be moved to the corresponding cells above the main diagonal by summing up the values involved.

### 5.1.2 Complexity Observations

The QUBO matrix construction (Algorithm 15) is characterised by an overall complexity of $\mathcal{O}\left(n^{4}+\right.$ $n^{3} N r_{\text {max }}^{3}$ ), which is influenced by different factors: the number of Bayesian variables ( $n$ ) in the BNSL problem, the dataset size $(N)$, and the maximum number of states $\left(r_{\max }\right)$ of the problem variables. Specifically, if the dataset size is bigger than the number of Bayesian variables, the term dominating the algorithm complexity becomes $n^{3} N r_{\text {max }}^{3}$. This situation is the most common one. In fact, the limitations in the number of qubits and connectivity in the current quantum annealers restrict $n$ from being too large, while $N$ needs to be sufficiently large in order to have an effective learning. As a consequence, the computation of the local score values $s$ (Algorithm 16) is typically the most resourceexpensive operation in the construction of the QUBO matrix. Otherwise, it would be the initialization of $Q$ to zero, along with the computation of $\Delta$ (given how it has been implemented). Regarding the maximum number of states $\left(r_{\max }\right)$, its impact is particularly significant for Bayesian variables with continuous states. Indeed, for these variables, a discretization is necessary, and a higher representation accuracy corresponds to a higher execution time.

### 5.1.3 Execution Speedup

The QUBO matrix construction (including the computation of the intermediate values) is the most time-consuming step in the execution. A potential speedup could be achieved by employing a different programming language, such as C++. However, D-Wave provides only Python APIs to interact with quantum annealers, making it unfeasible. Conversely, a viable solution consists in using Numba [46], a just-in-time compiler for Python, to dynamically compile the code. Specifically, Numba requires the application of a decorator to the functions that need to be compiled. Then, the first time a decorated function is called, it is compiled into machine code, and the following calls will execute the machine code rather than the original Python code. It is worth noting that Numba performs better on code featuring loops, NumPy arrays and library functions. Additionally, the compilation is effective only if a function is called multiple times; a single call within a run may result in a slower execution.

In particular, Numba has been utilized solely in the experiments concerning the divide et impera approach (Section 5.3.5), as it has been introduced after concluding the experiments regarding O'Gorman's algorithm (Section 5.3.4). In addition, the dynamic compilation has been applied solely to the two most frequently invoked functions in the execution, i.e., calcNimjk and an internal procedure.

### 5.2 Divide et Impera Approach

Because of the limited connectivity of the available quantum annealers, a high number of qubits is currently needed for embedding problems in the QPU topologies. In addition, the QUBO formulation introduced by O'Gorman et al. for the BNSL problem is characterised by a dense connectivity, making its usage infeasible even for instances with a moderate number of Bayesian variables. With these issues in mind, a divide et impera approach has been formulated and evaluated. The corresponding pseudocode is provided in Algorithm 19.

The first step consists in formulating the BNSL subproblems (lines 1-3). Let $n$ denote the number of Bayesian variables of the original problem, $r$ be an array specifying the number of states for each Bayesian variable, and examples denote an $N \times n$ matrix representing the dataset. The subproblems

```
Input: number of variables of the original BNSL problem \(n\), number of variables for each
            subproblem \(k\), list of number of states \(r\), dataset examples
Output: adjacency matrix of the solution to the original problem sol
/* Subproblems formulation */
subproblems \(\leftarrow\) combinations \((n, k)\);
subproblems \(R \leftarrow\) filter ( \(r\), subproblems);
subproblemsEx \(\leftarrow\) filter(examples, subproblems);
/* Subproblems solution */
\(S \leftarrow S e t() ;\)
for \(i \leftarrow 0\) to size(subproblems) do
    subprob, subprobR, subprobEx \(\leftarrow\) subproblems \([i]\), subproblemsR[i], subproblemsEx[i];
    subprob \(Q \leftarrow\) calcQU BOMatrix(size(subprob), subprobR, subprobEx); // Algorithm 15
    subprobAdjMatrix \(\leftarrow\) solveQU BO (subprobQ);
    S.add(subprob, subprobAdj Matrix);
end
/* Original solution reconstruction */
\(C, P \leftarrow\) countEdgesAndPenalties \((S, k)\);
sol \(\leftarrow\) zeroMatrix ();
for \(i \leftarrow 0\) to \(n\) do
    for \(j \leftarrow 0\) to \(n\) do
        if \(i \neq j\) then
            if \(\left(C_{i j}-P_{i j}\right)>0\) and \(C_{i j}>C_{j i}\) then
                        \(\operatorname{sol}[i][j]=1 ;\)
            end
        end
    end
end
return sol;
```

Algorithm 19: divideEtImpera(n, $k$, $r$, examples) (taken from [130]).
are constructed as combinations of $n$ variables taken $k$ at a time, with $k$ being the desired number of variables per subproblem. Specifically, in this algorithm, all combinations of Bayesian variables are taken into account, and the subproblems are identified by the indices of the variables involved. The computational complexity of this operation is $O\left(c\binom{n}{k}\right)$, with $c$ being the (constant) cost of generating a list of indices. In particular, given that the minimum reasonable number of variables for the QUBO encoding is 3 ( $H_{\text {trans }}$ assumes $n \geq 3$ ), $k$ should be set to a value equal to or greater than 3 . Subsequently, for each combination of $k$ variables, the $r$ vector and the examples matrix must be filtered in order to obtain a vector of $k$ elements and an $N \times k$ matrix. The complexity of this last operation is $\left.O\binom{n}{k}(k+N k)\right)$.

After constructing the subproblems, O'Gorman's algorithm is applied to each of them (line 7), yielding the corresponding QUBO matrices, which can be provided to the annealer or solved using other methods (line 8). In this way, an adjacency matrix is obtained for each subproblem. In terms of computational complexity, this step is linear in the number of subproblems $\binom{n}{k}$ ).

Ultimately, the solution to the original BNSL problem is reconstructed using the subproblems solutions (lines 11-21). Let $S$ denote the set of subproblems solutions, with each solution including the list of variable indices and the adjacency matrix for the corresponding graph. Here, the significant information is the presence of edges. Hence, first of all, the occurrences of each edge in the subproblems solutions are counted (each pair of variables appears in multiple subproblems). The output of this counting operation, whose complexity is $O\left(\binom{n}{k} k^{2}\right)$, is represented by the set of counts $C$ (with $C_{i j}$ being the number of appearances of the directed edge $(i, j)$ ). Then, the reconstruction process begins. In particular, two strategies have been devised for this purpose. The simplest strategy consists in adding
to the final solution every edge $(i, j)$ that occurs at least once in a subproblem (namely, for which $\left.C_{i j}>0\right)$. If both $C_{i j}$ and $C_{j i}$ are greater than 0 , the edge with the highest number of occurrences is taken, in order to avoid creating cycles of two nodes (the graph must be a DAG). In contrast, the second strategy (detailed in the pseudocode) necessitates additional information for the reconstruction, i.e., the penalty values $P_{i j}$. Essentially, $P_{i j}$ corresponds to the number of subproblems, including $i$ and $j$, in which the edge $(i, j)$ is absent. Thus, the complexity of the computation is the same as for $C$. In practical terms, an edge $(i, j)$ is added to the final solution if (i) the difference between $C_{i j}$ and $P_{i j}$ is greater than 0 and (ii) $C_{i j}$ is greater than $C_{j i}$. Otherwise, it is discarded. It is worth noticing that, if these conditions are met, so are those of the first method $\left(C_{i j}>0\right.$ and $\left.C_{i j}>C_{j i}\right)$. In the experiments, the second strategy has been employed, as some preliminary experiments have indicated its superiority. Regarding the overall complexity of the reconstruction step, it is $O\left(\binom{n}{k} k^{2}+n^{2}\right)$.

### 5.3 Empirical Evaluation

This section covers the Bayesian problems chosen, the methodology used for generating datasets, the methods evaluated, the experimental setup, and the results obtained for both O'Gorman's algorithm and the divide et impera approach.

### 5.3.1 Bayesian Problems

Three of the four Bayesian problems considered have been taken from the Bayes Server site [106], while the fourth one (Lung Cancer) has been picked from a different source [20]. Specifically, the implementation of O'Gorman's algorithm has been evaluated on the Monty Hall, Lung Cancer, and Waste problems. Conversely, the divide et impera approach has been evaluated on the Lung Cancer, Waste, and Alarm problems.

First of all, the Monty Hall Problem (MHP) has been selected due to its simplicity. Indeed, the Bayesian network for this problem (see Figure 5.1, on the left) comprises three variables $(n=3)$, with each variable having three possible states $(\{1,2,3\})$. In particular, three is also the minimum reasonable number of variables for the QUBO formulation proposed by O'Gorman et al., as the transitivity Hamiltonian requires the presence of at least three Bayesian variables.

Concerning the Lung Cancer problem, it has been chosen for its moderately higher number of variables compared to the MHP. In detail, the original network (LC) comprises $n=5$ variables, with each Bayesian variable having two possible states. In addition, for a more detailed examination of the scaling behaviour of the algorithm with respect to the problem size, a variant of LC with $n=4$ variables (LC4Vars), obtained by eliminating the "Dyspnoea" node, has been taken into account. Both networks are illustrated in Figure 5.1 (right).

| $p(P=1)=p(P=2)=p(P=3)$ | P |  | $\mathrm{p}(\mathrm{H}=1 \mid \mathrm{P}, \mathrm{C})$ | $\mathrm{p}(\mathrm{H}=2 \mid \mathrm{P}, \mathrm{C})$ | $\mathrm{p}(\mathrm{H}=3 \mid \mathrm{P}, \mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.33 | 1 | 1 | 0 | 0.5 | 0.5 |
| $p(C=1)=p(C=2)=p(C=3)$ | 1 | 2 | 0 | 0 | 1 |
| $\frac{0.33}{}$ | 1 | 3 | 0 | 1 | 0 |
|  | 2 | 1 | 0 | 0 | 1 |
| r |  | 2 | 0.5 | 0 | 0.5 |
| , | 2 | 3 | 1 | 0 | 0 |
|  |  | 1 | 0 | 1 | 0 |
| Host |  | 2 | 1 | 0 | 0 |
|  |  | 3 | 0.5 | 0.5 | 0 |



Figure 5.1: Monty Hall Problem (left) and Lung Cancer (right) (taken from [130]).

Instead, the Waste problem has been selected for several reasons: it has a significantly larger size with respect to the previous problems, it features continuous Bayesian variables, and it includes a variable with more than two parents. Specifically, the original Bayesian network for this problem consists of nine variables $(n=9)$, three of which are discrete with two states and six are continuous. Since O'Gorman's QUBO encoding supports only discrete variables, a discretization has been necessary for the continuous ones. Nevertheless, due to the different mean values of these continuous variables,


Figure 5.2: Waste (taken from [130]).
a single discretization threshold could not be used. In practice, each continuous variable has been converted into a discrete one with two states using the following procedure: first, the lowest and highest values have been found by evaluating all settings of the parent variables, and the average of these values has been taken as the discretization threshold; then, for each combination of the parent states, the mean and the variance of the continuous variable have been determined, and the probability of the high state $H$ (as opposed to the low state $L$ ) has been set to the probability of a Gaussian with these parameters having a value higher than the threshold. In particular, to identify the lowest (highest) value, the corresponding variance has been subtracted from (summed to) the minimum (maximum) mean value observed. In the case of a continuous variable with a continuous parent, the parent has been discretized first, and the lowest and highest values have been employed as evidence for the parent states $L$ and $H$. The Bayesian problem resulting from this process is denoted as Waste.

Actually, different variants of the Waste problem, summarized in Figure 5.2, have been considered. Specifically, the difference between Waste and the original problem consists in the absence of the edge between Waste Type and Filter Efficiency, which has been cancelled by the discretization procedure. Conversely, the edge between Waste Type and Dust Emission has been deleted in Waste2P (variant of Waste) in order to have a maximum number of parents equal to two. In practical terms, the most balanced probability values have been retained for the Dust Emission node. Eventually, Waste2PDep is a modified version of Waste2P characterised by the reintroduction of the edge between Waste Type and Filter Efficiency. To achieve this, some probability values have been manually altered in the Filter Efficiency probability table. Additionally, in Waste2PDep, some other slight adjustments have been made to the probability values in the Dust Emission and Metals Emission tables in order to obtain more balanced probability distributions.

Eventually, Alarm has been chosen due to its size and the presence of a variable with four parents, which allows evaluating the divide et impera approach's capability to reconstruct Bayesian networks with more than two parents. Specifically, the original problem comprises 38 Bayesian variables but the version employed here includes only 15 of them (with their relationships preserved). Indeed, the maximum number of Bayesian variables that can be embedded in the Pegasus topology using O'Gorman's formulation is approximately 18 (at the time of running the experiments). The Bayesian network used in the experiments is illustrated in Figure 5.3.

### 5.3.2 Datasets Generation

For each problem, datasets with different sizes have been generated using two distinct creation methods. In detail, three different dataset sizes $(N)$ have been utilized: $10^{4}(10 \mathrm{~K}), 10^{5}(100 \mathrm{~K})$, and $10^{6}$

Figure 5.3: Alarm (taken from [130]).

| Catechol |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IA |  |  |  |  |  |  |  |  |  |  |  |
| F | L | L | L | 0.05 | 0.95 | T | , | L | L | 0.01 | 0.99 |
| F | L | L | N | 0.10 | 0.90 | T | L | L | N | 0.01 | 0.99 |
| F | L | L | H | 0.95 | 0.05 | T | L | L | H | 0.01 | 0.99 |
| F | L | N | L | 0.05 | 0.95 | T | L | N | L | 0.01 | 0.99 |
| F | L | N | N | 0.10 | 0.90 | T | L | N | N | 0.01 | 0.99 |
| F | L | N | H | 0.95 | 0.05 | T | L | N | H | 0.01 | 0.99 |
| F | L | H | L | 0.01 | 0.99 | T | L | H | L | 0.01 | 0.99 |
| F | L | H | N | 0.10 | 0.90 | T | L | H | N | 0.01 | 0.99 |
| F | L | H | H | 0.30 | 0.70 | T | L | H | H | 0.01 | 0.99 |
| F | N | L | L | 0.05 | 0.95 | T | N | L | L | 0.01 | 0.99 |
| F | N | L | N | 0.95 | 0.05 | T | N | L | N | 0.01 | 0.99 |
| F | N | L | H | 0.99 | 0.01 | T | N | L | H | 0.05 | 0.95 |
| F | N | N | L | 0.05 | 0.95 | T | N | N | L | 0.01 | 0.99 |
| F | N | N | N | 0.95 | 0.05 | T | N | N | N | 0.01 | 0.99 |
| F | N | N | H | 0.99 | 0.01 | T | N | N | H | 0.05 | 0.95 |
| F | N | H | L | 0.01 | 0.99 | T | N | H | L | 0.01 | 0.99 |
| F | N | H | N | 0.30 | 0.70 | T | N | H | N | 0.01 | 0.99 |
| F | N | H | H | 0.99 | 0.01 | T | N | H | H | 0.01 | 0.99 |
| F | H | L | L | 0.05 | 0.95 | T | H | L | L | 0.01 | 0.99 |
| F | H | L | N | 0.95 | 0.05 | T | H | L | N | 0.05 | 0.95 |
| F | H | L | H | 0.95 | 0.05 | T | H | L | H | 0.05 | 0.95 |
| F | H | N | L | 0.05 | 0.95 | T | H | N | L | 0.01 | 0.99 |
| F | H | N | N | 0.95 | 0.05 | T | H | N | N | 0.05 | 0.95 |
| F | H | N | H | 0.99 | 0.01 | T | H | N | H | 0.05 | 0.95 |
| F | H | H | L | 0.01 | 0.99 | T | H | H | L | 0.01 | 0.99 |
| F | H | H | N | 0.30 | 0.70 | T | H | H | N | 0.01 | 0.99 |
| F | H | H | H | 0.30 | 0.70 | T | H | H | H | 0.01 | 0.99 |

(1M). Concerning the generation methods, the first one consists in sampling $N$ examples from the probability distribution of the considered network. Conversely, the goal of the second one is to produce datasets with zero variance, namely, with state combinations appearing the expected number of times. To achieve this, the probability $p$ of every combination of states is computed, and, for each combination, $\lfloor N * p\rfloor$ samples are included in the dataset. However, for certain probability values, it is not possible to generate an integer number of samples, and, therefore, the dataset variance is not precisely zero. Additionally, the number of samples of the resulting dataset might be lower than the desired one. For example, in the case of the Alarm problem, the dataset of size $N=10^{4}$ generated using the second approach contains approximately 9000 samples, since some state combinations have too low probabilities to be represented (the other datasets are not substantially affected by this issue). The datasets generated with the second method are denoted here as Exp.

### 5.3.3 Methods and Experimental Setup

O'Gorman's algorithm provides as output a QUBO matrix encoding the BNSL problem instance given as input. To solve the QUBO formulation of the problem, three different methods have been considered in the experiments: quantum annealing, simulated annealing, and exhaustive search (ES). Quantum annealing has been presented in detail in Section 2.1.1. Instead, simulated annealing is a classical metaheuristic technique for solving optimization problems [62], and additional information can be found here ${ }^{1}$. Lastly, the exhaustive search corresponds to an optimised brute force approach.

In particular, applying a straightforward brute force approach on the QUBO formulation would be impractical even for moderately sized BNSL instances due to the excessive number of binary variables involved. Therefore, ES restricts the brute force to the edge binary variables $d_{i j}$, evaluating only the best configuration of $y_{i l}$ and $r_{i j}$. Specifically, for each Bayesian variable $i$, the $y_{i l}$ binary variables are set such that $y_{i}$ (in Equation 2.16) equals the difference between $m$ and $d_{i}$. In this way, penalties from the max Hamiltonian are avoided. Clearly, this is feasible only for nodes with no more than $m$ parents. If the maximum number of parents constraint is violated, the minimum penalty corresponds to $y_{i}=0$. Conversely, finding the best configuration for the $r_{i j}$ binary variables is more difficult. In fact, if two Bayesian variables $i$ and $j$ are not connected (namely, there is no path from one variable to the other), a trivial setup for $r_{i j}$ does not exist. For instance, setting all uncertain binary variables to the same value might lead to the creation of a cycle. The solution that has been adopted consists in adding one edge at a time to the graph encoded in $d_{i j}$, while checking that no cycle has been produced, in order to complete the graph and be able to compute a topological order. This process enables the proper configuration of all $r_{i j}$ binary variables, avoiding any penalty resulting from the cycle Hamiltonian. Clearly, the penalty cannot be avoided if the graph encoded in $d_{i j}$ includes a cycle. Setting $y_{i l}$ and $r_{i j}$ has an overall complexity of $\mathcal{O}\left(n^{3}\right)$ for sparse graphs and $\mathcal{O}\left(n^{4}\right)$ for dense graphs. In conclusion, ES has still an exponential complexity with respect to the number of Bayesian variables $n$, but the number of operations required is significantly reduced compared to a simple brute force. Another enhancement introduced in ES is the parallel evaluation of the solutions.

In conducting experiments on the implementation of O'Gorman's algorithm, different combinations of annealing parameters (number of reads and annealing time) [48] have been evaluated for QA, with detailed values provided in the respective results sections. Additionally, the default annealing schedule (for the Advantage 1.1 system) has been used, and the embedding into the QPU topology has been delegated to the EmbeddingComposite class (see Section 2.2.1). Concerning SA, the implementation supplied by D-Wave [47] has been employed. With the exception of the number of reads, for which different values have been used, the default configuration has been maintained, and the execution has been performed on a local machine. Conversely, ES, which has also been run locally, does not necessitate to configure parameters. Specifically, a machine equipped with a quad-core CPU (Intel i5-6400) and 16 GB of RAM has been employed for the generation of the datasets, the construction of the QUBO matrices, and the execution of the classical methods.

Regarding the divide et impera approach, a single configuration of annealing parameters has been assessed for QA, with the rationale and values specified in the corresponding results section. In this case, the default annealing schedule for the Advantage 4.1 system has been used, as the ear-

[^3]lier model had already been retired. Conversely, the QPU embedding method and SA implementation/configuration have not been changed with respect to the previous experiments, except for the number of reads for SA. Eventually, ES has not been considered for these experiments due to its extensive time requirements. All classical operations for the divide et impera approach have been performed on a machine equipped with a quad-core CPU (Intel i7-7700HQ) and 16 GB of RAM.

Lastly, it is worth observing that the performance-related analyses conducted for both the implementation of O'Gorman's algorithm and the divide et impera approach exclusively focus on the Exp datasets, since some preliminary tests have established that the variance in performance between Exp and non-Exp datasets is negligible.

### 5.3.4 O'Gorman's Algorithm Results

Various experiments have been conducted on the implementation of O'Gorman's algorithm, and the following paragraphs present the results obtained.

### 5.3.4.1 QUBO Formulation Correctness and $\alpha_{i j k}$ Hyperparameters

The $\alpha_{i j k}$ hyperparameters must be properly configured to ensure that the image ( $\mathbf{x}^{T} Q \mathbf{x}$ ) of the expected solution is the global minimum. To verify this, the global minimum solution has been found using ES and compared with the expected one. Specifically, the QUBO form of the expected solution $(\mathbf{x})$ has been obtained by setting the $d_{i j}$ binary variables according to the Bayesian network used for the dataset generation. Instead, the optimal configuration of $y_{i l}$ and $r_{i j}$ has been determined using the approach exploited by ES (see Section 5.3.3).

Given that the goal is to learn the structure of a Bayesian network from a dataset, the $\alpha_{i j k}$ values need to be uninformative, namely, they should not include information about the target Bayesian network. Hence, the first $\alpha_{i j k}$ values that have been evaluated are $N /\left(r_{i} \cdot q_{i}\right)$ and 1, following the proposal of Heckerman et al. [44]. The results are provided in Table 5.1. Specifically, the first alternative $\left(N /\left(r_{i} \cdot q_{i}\right)\right)$ has shown decent performance on the smallest problem (MHP) and has performed poorly on all the others (with more Bayesian variables). In practical terms, this approach adds, in Equation (2.15), $N$ prior counts uniformly distributed among all "variable" - "parent set" state combinations. On the other hand, the second alternative (namely, 1) has not worked at all. Consequently, other values have been taken into account, i.e., $1 /\left(r_{i} \cdot q_{i}\right)$ and $1 / r_{i}$, which have been chosen with the intent of minimizing their impact on the counts. As indicated in the same table, both alternatives have exhibited the desired behaviour, and the former has been selected as the default one.

The ratios shown in Table 5.1 have been obtained employing 8 datasets for each combination of problem and $\alpha_{i j k}$ value. These datasets have been generated with various sizes and using both generation methods outlined in Section 5.3.2. In particular, four datasets with $N=10^{4}$ (including one Exp), two datasets with $N=10^{5}$ (including one Exp), and two datasets with $N=10^{6}$ (including one $E x p$ ) have been employed.

Table 5.1: Ratio of the number of times in which the best and the expected solutions coincide to the number of tests ( 8 for each cell), for different problems and $\alpha_{i j k}$ values (taken from [130]).

| Problem | $\alpha_{i j k}=N /\left(r_{i} \cdot q_{i}\right)$ | $\alpha_{i j k}=1$ | $\alpha_{i j k}=1 /\left(r_{i} \cdot q_{i}\right)$ | $\alpha_{i j k}=1 / r_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| MHP | 0.75 | 0.00 | $\mathbf{1 . 0 0}$ | 1.00 |
| LC4Vars | 0.00 | 0.00 | $\mathbf{1 . 0 0}$ | 1.00 |
| LC | 0.00 | 0.00 | $\mathbf{1 . 0 0}$ | 1.00 |

### 5.3.4.2 Dataset Size and QUBO Matrix Construction Time

After determining the appropriate $\alpha_{i j k}$ values, an examination of the dataset size's impact on the QUBO matrix construction time has been conducted. As reported in Table 5.2, the required time exhibits a linear increase with the dataset size, aligning with the complexity $\mathcal{O}\left(n^{4}+n^{3} N r_{\text {max }}^{3}\right)$ discussed in Section 5.1.2. Essentially, constructing the QUBO matrix with large datasets is unfeasible, especially when dealing with problems with a high number of variables. Since a dataset size beyond $N=10^{4}$ yields no performance improvement (as shown Table 5.3), it is better to use a limited dataset size.

Concerning the data presented in the tables, the time values in Table 5.2 have been acquired

Table 5.2: Average QUBO matrix $(Q)$ construction time in seconds, for different problems and dataset sizes. For each entry, 5 different datasets (of which one Exp) have been used (taken from [130]).

| Problem | $N=10^{4}$ | $N=10^{5}$ | $N=10^{6}$ |
| :---: | :---: | :---: | :---: |
| MHP | 0.55 | 4.03 | 40.03 |
| LC4Vars | 0.64 | 5.86 | 58.78 |
| LC | 1.40 | 13.55 | 136.21 |
| Waste | 9.79 | 98.85 | 1010.30 |
| Waste2P | 9.74 | 98.78 | 1001.96 |
| Waste2PDep | 9.77 | 100.26 | 1007.61 |

Table 5.3: Average solution value found by QA in Waste2PDep on Exp datasets of different sizes. $10^{4}$ reads, $20 \mu$ s of annealing time, and 10 runs (for each dataset size) have been used (taken from [130]).

| Problem | $N=10^{4}$ | $N=10^{5}$ | $N=10^{6}$ |
| :---: | :---: | :---: | :---: |
| Waste2PDep | 0.963 | 0.960 | 0.965 |

employing one Exp and four non-Exp datasets for each combination of problem and dataset size, resulting in five runs for each entry. On the other hand, the values reported in Table 5.3 have been obtained using QA, with Exp datasets only, $10^{4}$ reads, $20 \mu$ s of annealing time, and 10 runs for each dataset size. The metric shown in the second table is described in detail in Section 5.3.4.4. For now, it suffices to understand that larger values in the table correspond to better performance.

### 5.3.4.3 Number of Reads and Annealing Time (QA)

The number of reads, namely, measurements, and the annealing time per read are two crucial parameters influencing QA performance. Therefore, an extensive empirical assessment has been conducted, with 10 runs for each configuration, and the results obtained are detailed in Table 5.4. Specifically, the maximum permitted number of reads on D-Wave systems is $10^{4}$, while the maximum annealing time per read is $2000 \mu \mathrm{~s}$. Nonetheless, internal constraints limit the annealing time to no more than $999 \mu \mathrm{~s}$ with $10^{3}$ reads and $99 \mu$ s with $10^{4}$ reads. Upon examining the results, it becomes evident that a higher number of reads improves the performance, and the same is true for the annealing time. However, the impact of the number of reads is more marked. In fact, the results obtained with the maximum permitted number of reads and an annealing time well below the joint limit are way better than those obtained with a maximized annealing time. Therefore, the optimal configuration is represented by the maximum allowed number of reads $\left(10^{4}\right)$ and the joint limit annealing time ( $99 \mu \mathrm{~s}$ ).

Table 5.4: Ratio of the number of times the global minimum is found by QA to the number of experiments (10 for each configuration), for different numbers of reads and annealing times on the LC Exp dataset with size $N=10^{4}$ (taken from [130]).

|  | Annealing time $(\mu \mathrm{s})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| reads \# | 1 | 10 | 20 | 50 | 99 | 999 |
| $10^{3}$ | - | 0.00 | - | - | - | 0.10 |
| $10^{4}$ | 0.00 | 0.20 | 0.20 | 0.40 | 0.50 | - |

### 5.3.4.4 Performance

Eventually, all methods outlined in Section 5.3.3 have been applied to the problems detailed in Section 5.3 .1 to compare their performance. The results obtained are shown in Table 5.5. Specifically, in these experiments, Exp datasets with a size of $N=10^{4}$ have been used. Furthermore, $10^{4}$ reads have been employed for SA, while, for QA, the optimal configuration has been used (namely, $10^{4}$ reads and an annealing time per read of $99 \mu \mathrm{~s}$ ). Ten runs have been executed for both SA and QA, and the success rate is defined as the ratio of the number of runs where the expected solution has been found to the total number of runs. Concerning the result value, it corresponds to the ratio of the QUBO image $\left(x^{T} Q x\right)$ of the solution found to the QUBO image of the expected solution, averaged across runs

Table 5.5: Comparison of ES, SA, and QA performances on different problems, using Exp datasets of size $N=10^{4}, 10^{4}$ reads for SA , and the best setup for QA ( $10^{4}$ reads, $99 \mu \mathrm{~s}$ annealing time). The number of runs, for both SA and QA, is 10 (taken from [130]).

|  |  | Exhaustive search |  |  | Simulated annealing |  |  | Quantum annealing |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Problem | Success <br> rate | Avg. resol. <br> time (s) | Success <br> rate | Average <br> result | Avg. sol. <br> time (s) | Success <br> rate | Average <br> result | Avg. resol. <br> time (s) | Average \# <br> exp. sol. |
| 3 | MHP | 1.00 | 0.04 | 1.00 | 1.0000 | 3.40 | 1.00 | 1.0000 | 1.76 | 215.90 |
| 4 | LC4Vars | 1.00 | 0.42 | 1.00 | 1.0000 | 5.52 | 1.00 | 1.0000 | 1.77 | 11.40 |
| 5 | LC | 1.00 | 137.53 | 1.00 | 1.0000 | 8.93 | 0.50 | 0.9987 | 1.80 | 0.60 |
| 9 | Waste | - | - | 0.00 | 1.0145 | 12.85 | 0.00 | 0.9898 | 2.09 | 0.00 |
| 9 | Waste2P | - | - | 0.00 | 0.9999 | 13.15 | 0.00 | 0.9754 | 2.17 | 0.00 |
| 9 | Waste2PDep | - | - | 0.00 | 0.9998 | 12.39 | 0.00 | 0.9780 | 2.10 | 0.00 |

(greater values indicate better performance, as the image value of the expected solution is consistently negative). Instead, the time values comprise only the QUBO matrix resolution. In particular, for QA, these values represent the QPU access time (refer to [54] for additional information). Ultimately, the last column (Average \# exp. sol.) corresponds to the average number of times that the expected solution has been retrieved in a single QA run.

Essentially, ES has demonstrated superior performance compared to SA and QA in the case of the smallest problems, namely, MHP and LC4Vars, consistently finding the global minimum in a shorter time. Nevertheless, because of its exponential complexity, ES has been outperformed on the LC problem $(n=5)$ and has proven to be excessively time-consuming for larger ones.

Regarding the other methods, QA has consistently identified the optimum solution for problems with three and four Bayesian variables, also requiring less time than SA. Additionally, it has discovered the global minimum multiple times in each run (the number of measurements per run is $10^{4}$ ), suggesting that a smaller number of reads could be sufficient for these problems. Conversely, in the case of the five-variable problem, QA has found the global minimum (occasionally appearing more than once) only half of the times, while SA has consistently discovered it, although in a slightly longer execution time. Ultimately, neither QA nor SA have ever succeeded in finding the optimum solution for the largest problems ( $n=9$ ). Nonetheless, the solutions found were generally of good quality (in terms of QUBO image value), particularly those returned by SA, even though its execution time was again slightly higher. In addition, it is worth observing that solutions with a superior score to that of the expected solution have been discovered for the Waste problem. Specifically, this has consistently happened when using SA (whose average result value is greater than 1.0), and occasionally when using QA. In practice, the presence of a node with three parents in the expected solution penalizes it, allowing other solutions satisfying the maximum parent constraint $(m \leq 2)$ to have a better score.

Moreover, the annealing time's influence on the performance of QA in the same experiments has been examined. The results obtained with annealing times of $1 \mu \mathrm{~s}$ and $99 \mu \mathrm{~s}$ are shown in Table 5.6. Basically, an increased annealing time has not enhanced the performance on the smallest problem (MHP). However, it has yielded better results on average, with only a marginal increase in execution

Table 5.6: Comparison of quantum annealing performance on several problems for different values of annealing time, using Exp datasets of size $N=10^{4}$ and $10^{4}$ reads. The number of runs is 10 (taken from [130]).

|  |  | Annealing time per sample 1 $\mu \mathrm{s}$ |  |  |  | Annealing time per sample 99 $\mu \mathrm{s}$ |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Problem | Success <br> rate | Average <br> result | Avg. resol. <br> time (s) | Average \# <br> exp. sol. | Success <br> rate | Average <br> result | Avg. resol. <br> time (s) | Average \# <br> exp. sol. |
| 3 | MHP | 1.00 | 1.0000 | 0.78 | 304.70 | 1.00 | 1.0000 | 1.76 | 215.90 |
| 4 | LC4Vars | 0.90 | 0.9997 | 0.81 | 5.20 | 1.00 | 1.0000 | 1.77 | 11.40 |
| 5 | LC | 0.40 | 0.9980 | 0.87 | 0.50 | 0.50 | 0.9987 | 1.80 | 0.60 |
| 9 | Waste | 0.00 | 0.9619 | 1.15 | 0.00 | 0.00 | 0.9898 | 2.09 | 0.00 |
| 9 | Waste2P | 0.00 | 0.9473 | 1.15 | 0.00 | 0.00 | 0.9754 | 2.17 | 0.00 |
| 9 | Waste2PDep | 0.00 | 0.9633 | 1.33 | 0.00 | 0.00 | 0.9780 | 2.10 | 0.00 |

time, for all other problems. Specifically, for problems featuring four (LC4Vars) and five (LC) Bayesian variables, a higher success rate and an increased number of occurrences of the optimum solution have been also observed.

Lastly, as SA does not have restrictions on the number of reads, additional experiments have been conducted on the Waste2PDep problem using the Exp dataset with $N=10^{4}$, and $10^{5}$ and $10^{6}$ reads. While the execution time has exhibited a linear increase, no significant enhancement in performance has been noted.

### 5.3.5 Divide et Impera Results

As discussed in Section 5.3.1, the divide et impera approach has been evaluated on two problems utilized for testing O'Gorman's algorithm, i.e., LC and Waste (in their main variant), and on an additional problem, namely, Alarm. The results obtained are described in the following sections.

### 5.3.5.1 Execution Speedup and Timing

First of all, an analysis of the speedup achieved through the technique outlined in Section 5.1.3 has been conducted. Specifically, for each considered problem, a single Exp dataset with $N=10^{4}$ and one run have been employed. Concerning the number of variables for each subproblem ( $k$ ), all values ranging from three (which is the minimum reasonable value, refer to Section 5.2) to $n$ have been evaluated, with $k=n$ corresponding to the direct application of the implementation of O'Gorman's algorithm. The results obtained are shown in Table 5.7, with the reported time values encompassing the formulation of subproblems and the construction of the QUBO matrices (hence, both the resolution of the subproblems and the reconstruction of the final solution are excluded). In particular, only LC and Waste have been taken into account here, as collecting times without speedup for Alarm using the available machine would have been unfeasible. Regarding LC, the time needed has been reduced on average by approximately 9 times for the divide et impera approach and by approximately 5.6 times for O'Gorman's algorithm. In contrast, for the Waste problem, the speedup has been more pronounced because of the presence of more variables and/or subproblems, resulting in an average speedup of approximately 38.4 times for the divide et impera approach and about 17 times for O'Gorman's algorithm.

Conversely, Table 5.8 presents some statistics calculated on analogous time values, for which four distinct non-Exp datasets with $N=10^{4}$ have been used. The exclusion of the Exp datasets is due to their potential lower number of samples, as elucidated in Section 5.3.2. In addition, since all the time values are referred to the optimized code in this case, the Alarm problem has also been taken into account, but the maximum $k$ value that has been evaluated for it is 9 (the time required is still high). Lastly, it is worth observing that the limit case, which corresponds to the direct application of O'Gorman's algorithm $(k=n)$, has not been considered here. Specifically, the average time is influenced by both the size and the number of subproblems. In fact, the average time per subproblem

Table 5.7: Speedup achieved for different $k$ values on LC and Waste, using an Exp datasets of size $N=10^{4}$ and a single run. The time values, expressed in seconds, include the subproblems formulation and the QUBO matrices construction. In particular, D.e.I. $=$ divide et impera, O'G. $=$ O'Gorman (taken from [130]).

| Problem | $k$ | Subproblems \# | Time (no speedup) | Time (with speedup) | Speedup |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LC | 3 (D.e.I.) | 10 | 27.66 | 4.54 | 6.09 x |
|  | 4 (D.e.I.) | 5 | 54.4 | 4.55 | 11.96 x |
|  | 5 (O'G.) | 1 | 21.41 | 3.84 | 5.58 x |
| Waste | 3 (D.e.I.) | 84 | 237.5 | 10.27 | 23.13 x |
|  | 4 (D.e.I.) | 126 | 1754.35 | 32.62 | 53.78 x |
|  | 5 (D.e.I.) | 126 | 2704.54 | 66.02 | 40.97 x |
|  | 6 (D.e.I.) | 84 | 2907.48 | 78.8 | 36.90 x |
|  | 7 (D.e.I.) | 36 | 2186.56 | 54.91 | 39.82 x |
|  | 8 (D.e.I.) | 9 | 858.57 | 23.97 | 35.82 x |
|  | 9 (O'G.) | 1 | 149.58 | 8.8 | 17 x |

Table 5.8: Statistics on subproblems formulation and QUBO matrices construction time for different $k$ values. Specifically, 4 non- $\operatorname{Exp}$ datasets of size $N=10^{4}$ have been used for each problem (one run for each dataset). In addition, the time values, expressed in seconds, refer to the optimized code (i.e., with speedup) (taken from [130]).

| Problem | $k$ | Subproblems \# | Average time | STD time | CV time | Average time <br> per subproblem |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LC | 3 | 10 | 1.32 | 0.02 | 0.014 | 0.132 |
| $(n=5)$ | 4 | 5 | 1.28 | 0.03 | 0.022 | 0.256 |
|  | 3 | 84 | 3.72 | 0.15 | 0.040 | 0.044 |
|  | 4 | 126 | 8.89 | 0.10 | 0.011 | 0.071 |
| Waste | 5 | 126 | 16.54 | 0.28 | 0.017 | 0.131 |
| $(n=9)$ | 6 | 84 | 18.80 | 0.22 | 0.012 | 0.224 |
|  | 7 | 36 | 13.55 | 0.16 | 0.012 | 0.376 |
|  | 8 | 9 | 5.92 | 0.13 | 0.022 | 0.658 |
|  | 3 | 455 | 26.68 | 0.20 | 0.007 | 0.059 |
|  | 4 | 1365 | 203.15 | 0.62 | 0.003 | 0.149 |
| Alarm | 5 | 3003 | 1063.36 | 4.00 | 0.004 | 0.354 |
| $(n=15)$ | 6 | 5005 | 2952.22 | 7.08 | 0.002 | 0.590 |
|  | 7 | 6435 | 6548.12 | 235.37 | 0.036 | 1.018 |
|  | 8 | 6435 | 10361.01 | 489.65 | 0.047 | 1.610 |
|  | 9 | 5005 | 11370.70 | 112.19 | 0.010 | 2.272 |

increases with the subproblems size, as shown in the last column. Furthermore, an examination of the standard deviation (STD) and the coefficient of variation (CV) reveals that the variance in the input data has a negligible impact on the time values. In particular, the CV value is consistently below 0.05 .

### 5.3.5.2 Performance

To assess the effectiveness of the divide et impera approach, the same setup has been employed for all problems. In particular, this setup consists of a single $\operatorname{Exp}$ dataset with a size of $N=10^{4}$, five runs, and a number of variables per subproblem ( $k$ ) ranging from three (which is the minimum reasonable value) to $n$ (which is the total number of Bayesian variables), with the upper limit corresponding to the direct execution of O'Gorman's algorithm. Concerning the methods for solving the QUBO formulation, only SA and QA have been used in these experiments. In fact, due to the high time requirements, the application of ES would have been unfeasible for subproblems created with a high $k$ value. Additionally, 100 reads and an annealing time of $1 \mu \mathrm{~s}$ have been employed for QA, given the limited quantum resources available and the high number of subproblems to solve across all experiments. To ensure a fair comparison, the number of reads for SA has been also set to 100 . Eventually, it is worth remarking that, in these experiments, only the second reconstruction strategy devised for the divide et impera approach has been used, as elucidated in Section 5.2.

Beginning with LC, the obtained results are detailed in Table 5.9, accompanied by a "ROC curve"like plot in Figure 5.4a. Essentially, SA has outperformed QA on LC, and the divide et impera approach has demonstrated superior performance to O'Gorman's algorithm for both resolution methods. In fact, higher sensitivity and specificity correspond to better results. It is worth observing that SA, with $k=4$, has identified the perfect solution (four correct edges and zero wrong ones) in all five runs. Furthermore, an examination of the number of unique edges found across all runs (fifth column) has revealed that, for the divide et impera approach, SA tends to consistently find the same correct and incorrect edges, while QA exhibits more variability, as does O'Gorman's algorithm.

Regarding the Waste problem, whose results are outlined in Table 5.10 and depicted in Figure 5.4b, both SA and QA exhibit worse overall performance. In particular, SA has outperformed QA, except for $k=3$, where QA has achieved better results on average. Conversely, the superiority of the divide et impera approach over the direct application of O'Gorman's algorithm has turned out to be less pronounced. Specifically, for SA, the divide et impera approach has outperformed O'Gorman's algorithm for nearly all $k$ values. Concerning QA, despite a relatively high sensitivity compared to all

QA results, O'Gorman's algorithm has achieved a low specificity. In the end, for both SA and QA, there exists at least one $k$ value for which the divide et impera approach has outperformed O'Gorman's algorithm. However, the perfect solution has never been found. In detail, SA, with $k=6$, has yielded the best results, discovering four correct edges out of nine in nearly all runs, with an average of only two incorrect edges. Additionally, the maximum number of correct edges identified in a single run is 6 (SA with $k=4$ ). However, it is worth highlighting that this problem has undergone a discretization procedure and has a node with three parents. Lastly, the insights gained from LC regarding the number of unique edges found are applicable also to the Waste problem. The only difference consists in the correct edges found by the divide et impera approach with QA, which tend to be consistent across runs.

Table 5.9: Results achieved by the divide et impera approach on the LC problem, for different numbers of variables per subproblem $(k)$ and methods (SA/QA), using an Exp dataset of size $N=10^{4}$, five runs, 100 reads for SA , and 100 reads and $1 \mu \mathrm{~s}$ of annealing time for QA. The last $k$ value (5) corresponds to the direct application of the implementation of O'Gorman's algorithm. In particular, D.e.I. = divide et impera, O'G. = O'Gorman (taken from [130]).

| $\mathrm{LC}(n=5$, edges $=4)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | Method | Metric | \# for each run | \# unique | Average \# | Sensitivity | Specificity |
| $\begin{gathered} 3 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{array}{lllll} \hline \hline 2 & 2 & 4 & 4 & 3 \\ 2 & 2 & 0 & 0 & 1 \end{array}$ | $\begin{aligned} & \hline 4 \\ & 2 \end{aligned}$ | $\begin{aligned} & \hline \hline 3 \\ & 1 \end{aligned}$ | 0.75 | 0.94 |
|  | QA | Correct edges Wrong edges | $\begin{array}{lllll} \hline 1 & 4 & 4 & 1 & 2 \\ 3 & 0 & 0 & 3 & 2 \end{array}$ | $\begin{aligned} & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & \hline 2.4 \\ & 1.6 \end{aligned}$ | 0.60 | 0.90 |
| $\begin{gathered} 4 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{array}{lllll} \hline \hline 4 & 4 & 4 & 4 & 4 \\ 0 & 0 & 0 & 0 & 0 \end{array}$ | $\begin{aligned} & 4 \\ & 0 \end{aligned}$ | $\begin{aligned} & \hline 4 \\ & 0 \end{aligned}$ | 1.00 | 1.00 |
|  | QA | Correct edges Wrong edges | $\begin{array}{lllll} \hline 3 & 3 & 3 & 3 & 2 \\ 2 & 2 & 1 & 1 & 2 \end{array}$ | $\begin{aligned} & 4 \\ & 5 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.8 \\ & 1.6 \\ & \hline \end{aligned}$ | 0.70 | 0.90 |
| $\begin{gathered} 5 \\ \left(\mathrm{O}^{\prime} \mathrm{G} .\right) \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{array}{lllll} \hline \hline 3 & 4 & 3 & 3 & 2 \\ 2 & 0 & 2 & 2 & 3 \end{array}$ | $\begin{aligned} & \hline \hline 4 \\ & 4 \end{aligned}$ | $\begin{gathered} 3 \\ \hline 1.8 \end{gathered}$ | 0.75 | 0.89 |
|  | QA | Correct edges Wrong edges | $\begin{array}{lllll} \hline 1 & 2 & 0 & 2 & 2 \\ 5 & 5 & 6 & 2 & 3 \end{array}$ | $\begin{gathered} \hline 3 \\ 11 \end{gathered}$ | $\begin{aligned} & \hline 1.4 \\ & 4.2 \end{aligned}$ | 0.35 | 0.74 |



Figure 5.4: Sensitivity versus (1-Specificity) for the LC problem (a) and the Waste problem (b). These plots result from the data reported in Tables 5.9 and 5.10 , respectively (figures taken from [130]).

Table 5.10: Results achieved by the divide et impera approach on the Waste problem, for different numbers of variables per subproblem ( $k$ ) and methods (SA/QA), using an Exp dataset of size $N=10^{4}$, five runs, 100 reads for SA, and 100 reads and $1 \mu \mathrm{~s}$ of annealing time for QA. The last $k$ value (9) corresponds to the direct application of the implementation of O'Gorman's algorithm. In particular, D.e.I. = divide et impera, O'G. = O'Gorman, Sens. = sensitivity, Spec. = specificity (taken from [130]).

| Waste $(n=9$, edges $=9)$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | Method | Metric | \# for each run |  |  |  |  | \# unique | Average \# | Sens. | Spec. |
| $\begin{gathered} 3 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & \hline 2 \\ & 8 \end{aligned}$ | $\begin{aligned} & \hline \hline 2 \\ & 7 \end{aligned}$ | $\begin{aligned} & \hline 2 \\ & 7 \end{aligned}$ | $\begin{aligned} & \hline \hline 2 \\ & 8 \end{aligned}$ |  | $\begin{gathered} \hline 2 \\ 10 \end{gathered}$ | $\begin{aligned} & \hline 1.8 \\ & 7.8 \end{aligned}$ | 0.20 | 0.88 |
|  | QA | Correct edges <br> Wrong edges |  | $\begin{aligned} & 4 \\ & 6 \end{aligned}$ | $\begin{aligned} & 3 \\ & 6 \end{aligned}$ | $\begin{aligned} & 4 \\ & 5 \end{aligned}$ |  | $\begin{gathered} 6 \\ 13 \end{gathered}$ | $\begin{aligned} & 2.8 \\ & 6.4 \end{aligned}$ | 0.31 | 0.90 |
| $\begin{gathered} 4 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & \hline \hline 2 \\ & 5 \end{aligned}$ | $\begin{aligned} & \hline 6 \\ & 1 \end{aligned}$ | $\begin{aligned} & \hline 2 \\ & 5 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 3 \\ & 4 \end{aligned}$ |  | $\begin{aligned} & \hline 6 \\ & 5 \end{aligned}$ | $\begin{aligned} & \hline 3 \\ & 4 \end{aligned}$ | 0.33 | 0.94 |
|  | QA | Correct edges Wrong edges | $\begin{aligned} & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 1 \\ & 7 \end{aligned}$ | $\begin{aligned} & 3 \\ & 4 \end{aligned}$ | $\begin{aligned} & 3 \\ & 5 \end{aligned}$ |  | $\begin{gathered} 6 \\ 10 \end{gathered}$ | $\begin{aligned} & 3 \\ & 5 \end{aligned}$ | 0.33 | 0.92 |
| $\begin{gathered} 5 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & 2 \\ & 5 \end{aligned}$ | $\begin{aligned} & 3 \\ & 4 \end{aligned}$ | $\begin{aligned} & 4 \\ & 3 \end{aligned}$ | $\begin{aligned} & \hline 3 \\ & 2 \end{aligned}$ | $\begin{aligned} & 3 \\ & 4 \end{aligned}$ | $\begin{aligned} & 5 \\ & 7 \end{aligned}$ | $\begin{gathered} \hline 3 \\ 3.6 \end{gathered}$ | 0.33 | 0.94 |
|  | QA | Correct edges Wrong edges | $\begin{aligned} & \hline 3 \\ & 4 \end{aligned}$ | $\begin{aligned} & 5 \\ & 2 \end{aligned}$ | $\begin{aligned} & 2 \\ & 5 \end{aligned}$ | $\begin{aligned} & 0 \\ & 4 \end{aligned}$ |  | $\begin{gathered} 5 \\ 10 \end{gathered}$ | $\begin{aligned} & 2.2 \\ & 4.0 \\ & \hline \end{aligned}$ | 0.24 | 0.94 |
| $\begin{gathered} 6 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & 4 \\ & 2 \end{aligned}$ | $\begin{aligned} & 4 \\ & 1 \end{aligned}$ | $\begin{aligned} & 4 \\ & 3 \end{aligned}$ | $\begin{aligned} & 4 \\ & 1 \end{aligned}$ |  | $\begin{aligned} & 5 \\ & 4 \end{aligned}$ | $\begin{gathered} \hline 3.8 \\ 2 \\ \hline \end{gathered}$ | 0.42 | 0.97 |
|  | QA | Correct edges Wrong edges | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & 2 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & 3 \\ & 5 \end{aligned}$ | $\begin{aligned} & 1.2 \\ & 1.2 \end{aligned}$ | 0.13 | 0.98 |
| $\begin{gathered} 7 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & 5 \\ & 1 \end{aligned}$ | $\begin{aligned} & \hline 4 \\ & 1 \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & 5 \end{aligned}$ | $\begin{aligned} & \hline 3 \\ & 3 \end{aligned}$ |  | $\begin{aligned} & 5 \\ & 6 \end{aligned}$ | $\begin{aligned} & \hline 3.2 \\ & 2.6 \\ & \hline \end{aligned}$ | 0.36 | 0.96 |
|  | QA | Correct edges Wrong edges | $\begin{aligned} & \hline 0 \\ & 2 \end{aligned}$ | $\begin{aligned} & \hline 0 \\ & 3 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \end{aligned}$ |  | $\begin{aligned} & 1 \\ & 8 \end{aligned}$ | $\begin{aligned} & 0.2 \\ & 1.8 \end{aligned}$ | 0.02 | 0.97 |
| $\begin{gathered} 8 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & \hline \hline 2 \\ & 3 \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & 4 \end{aligned}$ | $\begin{aligned} & \hline 4 \\ & 2 \end{aligned}$ | $\begin{aligned} & \hline 5 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & 5 \\ & 6 \end{aligned}$ | $\begin{aligned} & \hline \hline 2.8 \\ & 2.4 \end{aligned}$ | 0.31 | 0.96 |
|  | QA | Correct edges Wrong edges |  | $\begin{aligned} & 0 \\ & 8 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & 6 \end{aligned}$ | $\begin{aligned} & 0 \\ & 6 \end{aligned}$ |  | $\begin{gathered} 1 \\ 25 \end{gathered}$ | $\begin{aligned} & 0.2 \\ & 6.2 \\ & \hline \end{aligned}$ | 0.02 | 0.90 |
| $\begin{gathered} 9 \\ \left(\mathrm{O}^{\prime} \mathrm{G} .\right) \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & \hline \hline 3 \\ & 9 \end{aligned}$ | $\begin{aligned} & \hline \hline 3 \\ & 8 \end{aligned}$ | $\begin{aligned} & \hline \hline 3 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 9 \end{aligned}$ |  | $\begin{gathered} \hline 5 \\ 25 \end{gathered}$ | $\begin{aligned} & \hline \hline 2.4 \\ & 8.6 \end{aligned}$ | 0.27 | 0.86 |
|  | QA | Correct edges Wrong edges |  | $\begin{gathered} 2 \\ 16 \end{gathered}$ | $\begin{gathered} 3 \\ 15 \end{gathered}$ | $\begin{gathered} 3 \\ 12 \end{gathered}$ |  | $\begin{gathered} 7 \\ 49 \end{gathered}$ | $\begin{gathered} 2.8 \\ 14.8 \end{gathered}$ | 0.31 | 0.77 |

Eventually, the results pertaining to the Alarm problem are detailed in Table 5.11 and illustrated in Figure 5.5. Specifically, the divide et impera approach with QA has not been assessed on this problem due to the high number of subproblems involved and some connectivity issues resulting from the sequential submission of a huge number of QUBO problems to D-Wave's annealer. Similarly to the other problems, the divide et impera approach has achieved better results than the direct application of O'Gorman's algorithm, except for $k=12$ (not in terms of specificity). Additionally, SA has significantly outperformed O'Gorman's algorithm with QA. Regarding the solution quality, SA with $k=4$ has achieved the best results, identifying an average of 12.6 correct edges out of 15 (note that a variable with four parents is present). Nevertheless, the number of wrong edges, 16.4 on average, is high. This configuration has also identified the highest number of correct edges (13). Lastly, two observations must be made: the divide et impera approach tends to find a lower number of edges (both correct and incorrect) for higher $k$ values; the same approach tends to consistently identify the same correct and incorrect edges across runs (refer to the fifth column), while the behaviour of

Table 5.11: Results achieved by the divide et impera approach on the Alarm problem, for different numbers of variables per subproblem $(k)$, using an Exp dataset of size $N=10^{4}$, five runs, 100 reads for SA, and 100 reads and $1 \mu$ s of annealing time for QA. The last $k$ value (15) corresponds to the direct application of the implementation of O'Gorman's algorithm. In particular, D.e.I. $=$ divide et impera, O'G. = O'Gorman, Sens. = sensitivity, Spec. = specificity (taken from [130]).

| Alarm ( $n=15$, edges $=15$ ) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | Method | Metric | \# for each run |  |  |  |  | $\begin{gathered} \text { \# unique } \\ \hline \hline 12 \\ 38 \\ \hline \end{gathered}$ | Average \# <br> 10.2 <br> 29.8 | Sens. <br> 0.68 | Spec. <br> 0.85 |
| $\begin{gathered} 3 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | 10 31 | $\begin{aligned} & \hline 10 \\ & 31 \end{aligned}$ | $\begin{aligned} & \hline 11 \\ & 30 \end{aligned}$ | $\begin{aligned} & \hline 10 \\ & 29 \end{aligned}$ |  |  |  |  |  |
| $\begin{gathered} 4 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | 12 <br> 17 | $\begin{aligned} & 13 \\ & 16 \end{aligned}$ | $\begin{aligned} & 13 \\ & 17 \end{aligned}$ | $\begin{aligned} & \hline 12 \\ & 16 \end{aligned}$ |  | $\begin{aligned} & 13 \\ & 20 \\ & \hline \end{aligned}$ | $\begin{aligned} & 12.6 \\ & 16.4 \end{aligned}$ | 0.84 | 0.92 |
| $\begin{gathered} 5 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges |  | 12 13 | $\begin{aligned} & \hline 12 \\ & 13 \end{aligned}$ | $\begin{aligned} & \hline 12 \\ & 12 \end{aligned}$ |  | $\begin{aligned} & \hline 13 \\ & 15 \end{aligned}$ | $\begin{aligned} & \hline 12.2 \\ & 12.6 \end{aligned}$ | 0.81 | 0.94 |
| $\begin{gathered} 6 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{gathered} \hline 8 \\ 14 \end{gathered}$ | $\begin{gathered} 7 \\ 14 \end{gathered}$ | $\begin{gathered} 7 \\ 14 \end{gathered}$ | $\begin{gathered} 7 \\ 14 \end{gathered}$ |  | $\begin{gathered} 8 \\ 14 \end{gathered}$ | $\begin{gathered} \hline 7.4 \\ 13.8 \end{gathered}$ | 0.49 | 0.93 |
| $\begin{gathered} 7 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $13$ | 6 13 | $\begin{gathered} \hline \hline 6 \\ 13 \end{gathered}$ | $\begin{gathered} \hline 6 \\ 13 \end{gathered}$ |  | $\begin{gathered} 6 \\ \hline 13 \end{gathered}$ | $\begin{gathered} \hline \hline 6 \\ 13 \end{gathered}$ | 0.40 | 0.93 |
| $\begin{gathered} 8 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $11$ | $\begin{gathered} 6 \\ 11 \end{gathered}$ | $\begin{gathered} \hline \hline 6 \\ 11 \end{gathered}$ | $\begin{gathered} \hline 7 \\ 11 \end{gathered}$ |  | $\begin{gathered} \hline 7 \\ 12 \end{gathered}$ | $\begin{gathered} \hline \hline 6.4 \\ 11.2 \end{gathered}$ | 0.43 | 0.94 |
| $\begin{gathered} 9 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{aligned} & 7 \\ & 8 \end{aligned}$ | 6 9 | $\begin{aligned} & \hline 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & \hline 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & \hline 6 \\ & 9 \end{aligned}$ | $\begin{gathered} \hline 7 \\ 10 \end{gathered}$ | $\begin{aligned} & \hline 6.6 \\ & 8.0 \\ & \hline \end{aligned}$ | 0.44 | 0.96 |
| $\begin{gathered} 10 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | 9 | $\begin{aligned} & \hline 6 \\ & 8 \end{aligned}$ | $\begin{aligned} & 7 \\ & \hline 8 \end{aligned}$ | $\begin{aligned} & 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & 7 \\ & 9 \end{aligned}$ | $\begin{aligned} & \hline 6.6 \\ & 7.8 \\ & \hline \end{aligned}$ | 0.44 | 0.96 |
| $\begin{gathered} 11 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | 8 | $\begin{aligned} & 7 \\ & 8 \end{aligned}$ | $\begin{aligned} & \hline 7 \\ & 8 \end{aligned}$ | $\begin{aligned} & \hline 7 \\ & 8 \end{aligned}$ | $\begin{aligned} & \hline 6 \\ & 9 \\ & \hline \end{aligned}$ | $\begin{aligned} & 7 \\ & 9 \end{aligned}$ | $\begin{aligned} & \hline 6.6 \\ & 8.2 \end{aligned}$ | 0.44 | 0.96 |
| $\begin{gathered} 12 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | 5 | 6 9 | $\begin{aligned} & 6 \\ & \hline 8 \end{aligned}$ | $\begin{aligned} & \hline \hline 5 \\ & 9 \end{aligned}$ | $\begin{aligned} & \hline \hline 6 \\ & 9 \end{aligned}$ | $\begin{gathered} \hline 6 \\ 10 \end{gathered}$ | $\begin{aligned} & \hline 5.6 \\ & 8.8 \end{aligned}$ | 0.37 | 0.95 |
| $\begin{gathered} 13 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges |  | 7 6 | $\begin{aligned} & \hline \hline 6 \\ & 8 \end{aligned}$ | 7 7 | $\begin{aligned} & 6 \\ & 7 \end{aligned}$ | $\begin{aligned} & \hline 8 \\ & 9 \end{aligned}$ | $\begin{aligned} & \hline \hline 6.2 \\ & 7.4 \end{aligned}$ | 0.41 | 0.96 |
| $\begin{gathered} 14 \\ \text { (D.e.I.) } \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{gathered} \hline \hline 5 \\ 10 \end{gathered}$ | 7 8 | $\begin{aligned} & \hline 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & \hline 7 \\ & 6 \end{aligned}$ | $\begin{aligned} & \hline 5 \\ & 7 \end{aligned}$ | $\begin{gathered} 9 \\ \hline 11 \end{gathered}$ | $\begin{gathered} \hline 6 \\ 7.4 \end{gathered}$ | 0.40 | 0.96 |
| $\begin{gathered} 15 \\ \left(\mathrm{O}^{\prime} \mathrm{G} .\right) \end{gathered}$ | SA | Correct edges Wrong edges | $\begin{gathered} \hline 4 \\ 18 \end{gathered}$ | $\begin{gathered} \hline 5 \\ 16 \end{gathered}$ | $\begin{gathered} \hline 6 \\ 16 \end{gathered}$ | $\begin{gathered} \hline 6 \\ 16 \end{gathered}$ |  | $\begin{gathered} 9 \\ 55 \end{gathered}$ | $\begin{gathered} \hline 6 \\ 16.2 \end{gathered}$ | 0.40 | 0.92 |
|  | QA | Correct edges Wrong edges | 2 39 | $\begin{gathered} 4 \\ 41 \end{gathered}$ | $\begin{gathered} 5 \\ 36 \end{gathered}$ | $\begin{gathered} 7 \\ 40 \end{gathered}$ |  | $\begin{gathered} 12 \\ 128 \end{gathered}$ | $\begin{gathered} \hline 3.8 \\ 38.8 \end{gathered}$ | 0.25 | 0.80 |



Figure 5.5: Sensitivity versus (1-Specificity) for the Alarm problem. This plot results from the data reported in Table 5.11 (taken from [130]).

O'Gorman's algorithm is more variable. The exceptions are the wrong edges for $k=3$ and the correct edges for O'Gorman's algorithm with SA.

### 5.4 Discussion

This chapter has introduced a Python implementation of O'Gorman's algorithm for tackling BNSL problems on quantum annealers, a divide et impera approach for handling BNSL instances with a larger number of variables, a complexity analysis of these algorithms, and their empirical evaluation. Specifically, to enhance the usability of O'Gorman's algorithm, some algebraic manipulations have been applied to the original formulation, and a simplified penalty lower bound has been presented. Additionally, a good configuration for the model hyperparameters has been empirically found. The results have shown the effectiveness of O'Gorman's algorithm for Bayesian networks with small sizes $(n \leq 5)$ and no more than two parents per node. For larger Bayesian networks $(n=9)$, goodquality solutions in terms of QUBO image value have been found, but not the correct ones. Moreover, quantum annealing, with optimal annealing parameters, has obtained comparable or slightly inferior results with respect to simulated annealing, demonstrating the competitiveness of the current annealing architectures for this task. Regarding the divide et impera approach, the results have revealed its superiority over the direct application of O'Gorman's algorithm. For all considered problems and resolution methods, at least one $k$ value for which the divide et impera approach has obtained better results has been found (in truth, these $k$ values are often the majority). However, the quality of the solutions found in terms of resulting Bayesian network was not optimal. This could be attributed to the use of non-ideal annealing parameters for QA, due to the limited resources available, and of a reduced number of reads for SA, for a fair comparison. The non-optimal annealing setup could also be the reason for QA being significantly outperformed by SA in this second set of experiments. Lastly, the experiments have also proven the effectiveness of the proposed execution speedup technique.

In future work, the divide et impera approach could be evaluated on Bayesian problems exceeding the maximum size embeddable in the Pegasus architecture using O'Gorman's algorithm. Other possibilities involve using more-performing annealing parameters, and considering only a subset of the subproblems of size $k$. To conclude, both the code for the implementation of O'Gorman's algorithm [92] and the code for the divide et impera approach [27] are publicly available under the GPLv2 licence.

## 6 Local SVMs Training

This chapter is a reworked version of the article "Local Binary and Multiclass SVMs Trained on a Quantum Annealer" [129]. In practice, in this chapter, the local application of quantum-trained SVM models is introduced and empirically evaluated. In more detail, FaLK-SVM, a method for efficient local SVMs (see Section 2.6.1), has been combined with two quantum-trained SVM models, the ones detailed in Sections 2.5 .1 and 2.5.2. Thus, the addressed tasks are binary and multiclass classification. In particular, local binary SVMs have already proven to be successful compared to the corresponding global models, and quantum-trained SVMs have shown comparable performance with respect to their classical counterparts. However, the quantum-trained SVMs suffer from the reduced connectivity of the available quantum annealers, which limits the size of the trainable models. The usage of local, instead of global, quantum-trained models represents a valid solution in this sense. For the empirical evaluation, D-Wave's quantum annealers and real-world datasets taken from the remote sensing domain have been employed. The results obtained demonstrate the effectiveness of the approach, also when a multiclass SVM model is considered.

### 6.1 Local Quantum-Trained SVMs

This section deals with the proposed approach and the implementation details. The code is available at https://github.com/ZarHenry96/local-qtrained-svms.

### 6.1.1 Approach

Quantum-trained support vector machines have demonstrated similar performance to their classical counterparts [25, 26, 118]. Nevertheless, the limited connectivity of the current quantum annealers imposes limitations on the size of the trainable SVM models. To take advantage of larger training sets, different solutions have been proposed, such as building an ensemble of SVMs [118], or weighting the models found by the annealer based on the performance achieved on a (large) validation set [26] (more details are available in Sections 2.5 .1 and 2.5.2). The approach proposed here consists in applying the quantum-trained SVM models locally. Indeed, in the entirely classical realm, local SVMs have proven to be superior compared to the corresponding global models (for more information, refer to Section 2.6). Moreover, since the local models are trained only on the $k$-neighborhood of the model centre, large training sets represent no more an issue.

In practice, in this work, FaLK-SVM, the method for efficient local SVMs described in Section 2.6.1, is combined with two quantum-trained SVM models: the quantum-trained SVM for binary classification illustrated in Section 2.5.1 (QBSVM), and the quantum-trained SVM for multiclass classification detailed in Section 2.5.2 (QMSVM). The resulting flow is quite straightforward. Indeed, the only difference with respect to the standard FaLK-SVM lies in the local models used, which are trained on a quantum annealer and executed classically. Actually, another novelty of this work is the evaluation of FaLK-SVM with local single-step multiclass classification models like QMSVM and CS SVM, which has been considered mainly for comparative purposes (QMSVM is based on CS SVM, as reported in Section 2.5.2). In fact, FaLK-SVM has already been evaluated on a multiclass classification task, but using a one-against-one (OAO) approach with local binary SVMs [105].

### 6.1.2 Implementation

The approach presented in the previous section has been implemented starting from the FaLK-SVM implementation provided by Segata [103]. In particular, the programming language used for that implementation of FaLK-SVM is C++, while the code for QBSVM [117] and QMSVM [24] is written in Python, as it needs to interact with D-Wave's quantum annealers via the Ocean-SDK, whose APIs are only available in Python. Hence, in order to interface FaLK-SVM with the quantum-trained models, a Python class named PythonSVM has been developed and embedded in the FaLK-SVM

C++ framework, enabling the execution of Python code within the C++ application. Specifically, the utilities provided by the Python. $h$ header file have been used for this purpose.

From a high-level approach-related perspective, two aspects are worth to be mentioned. First of all, in order to reduce the training time, the reuse of the QUBO matrix embedding has been introduced. Essentially, the first time a QUBO matrix of a certain size is submitted to the quantum annealer, the embedding for a complete matrix of the same size is computed, applied, and stored in memory. In all subsequent calls with QUBO matrices of the same size, the previously computed embedding is loaded and applied. This is particularly advantageous since the size of the QUBO matrix is the same for all local models. Secondly, two interesting features have been implemented, but not used in the experiments presented here. The former is the local application of the strategies detailed in Sections 2.5.1 and 2.5.2 for taking advantage of larger datasets, which allows increasing the size of the neighborhoods used for training of the local models (that is limited by the annealer connectivity). The latter is related to multiclass classification tasks and consists in the dynamic selection of the local model to be used in a $k$-neighborhood depending on the number of classes present. Indeed, for two classes, QBSVM requires half of the binary variables compared to QMSVM.

From a low-level model-related perspective, some changes have been made to the original codes. On the FaLK-SVM side, the performance metrics calculation and the criterion used to check the class balance of the $m k$-neighborhoods employed in the FaLK-SVMl's local model selection procedure have been extended to multiclass classification scenarios. Concerning the grid-search local model selection, support for the parameters of the quantum-trained models has been added; in addition, the number of folds $\kappa$ for the internal custom $\kappa$-fold cross-validation ( 10 by default) and the number of samples on which the performance of the $m$ models are evaluated ( $\frac{k^{\prime}}{2}$ by default) have been parametrized. Lastly, a data standardization procedure has been introduced in the external canonical $\kappa$-fold crossvalidation used for evaluating the performance of FaLK-SVM. On the local models side, a post-selection procedure has been implemented for the bias (b) of QBSVM. In practice, all values in the interval $[-10,+10]$, with a step of 0.1 , are evaluated on the training set in order to find the best one. Some preliminary experiments have shown that this works extremely better than applying Equation (2.27) for computing $b$. Regarding CS SVM, a C implementation of the model [58] has been employed. In the local version, the CS SVM executables are directly called from the Python code (after locally mapping the class labels to $\{1, \ldots, C\}$, if required). Obviously, more efficient solutions exist. For instance, in the large-scale experiments presented in Section 6.2, a custom version of the CS SVM has been utilized in the local setup. This faster version, trained using a slightly modified C code and executed using new Python code, cannot be distributed due to the license of the original CS SVM implementation [58].

### 6.2 Empirical Evaluation

This section deals with the methods evaluated, the datasets used, the experimental setup employed, and the results obtained. In particular, the classical side of the experiments has been executed on a shared machine equipped with an Intel Xeon Gold 6238 R processor running at 2.20 GHz and 125 GB of RAM, while the quantum side has been executed on the Advantage system 5.3/5.4 provided by D-Wave, a quantum annealer located at Forschungszentrum Jülich.

### 6.2.1 Methods

Table 6.1 reports all the methods considered in this work. In detail, four local methods (Table 6.1a) and four global methods (Table 6.1b) have been taken into account here. The local ones correspond to the combination of FaLK-SVMl (the version of FaLK-SVM including the local model selection procedure, see Section 2.6.1) with different local models: a binary and a multiclass classically-trained SVMs, i.e., SVM and CS SVM, and their quantum-trained counterparts, namely, QBSVM and QMSVM. Note that FaLK-SVMl (C) corresponds to the original FaLK-SVMl implementation; additional details on the other local methods can be found in Section 6.1. Concerning the global methods, they consist in the global application of the just mentioned classically- and quantum-trained SVM models. Specifically, for the standard binary SVM, the implementation provided by LibSVM [17] version 2.88 (the one integrated in the original FaLK-SVM framework) has been used. Instead, for QBSVM and

Table 6.1: Local (a) and global (b) methods considered (taken from [129]).
(a) Local methods.

| Name | Classification type | Local model | Local model training |
| :---: | :---: | :---: | :---: |
| FaLK-SVMl (C) | Binary | SVM | Classical |
| FaLK-SVMl (QB) | Binary | QBSVM | Quantum |
| FaLK-SVMl (CS) | Multiclass | CS SVM | Classical |
| FaLK-SVMl (QM) | Multiclass | QMSVM | Quantum |

(b) Global methods.

| Name | Classification type | Model training |
| :---: | :---: | :---: |
| SVM | Binary | Classical |
| QBSVM | Binary | Quantum |
| CS SVM | Multiclass | Classical |
| QMSVM | Multiclass | Quantum |

QMSVM, the strategies for managing large datasets detailed in Sections 2.5.1 and 2.5.2 have been applied. Otherwise, it would have not been possible to train them on the considered datasets, given the properties of the available quantum annealers and the dataset sizes used.

### 6.2.2 Datasets

The methods listed in Table 6.1 have been evaluated on datasets belonging to the remote sensing domain, a domain to which both FaLK-SVM and the quantum-trained SVMs have already been applied with good results [16, 25, 26, 105]. In particular, the datasets used here have been generated starting from the SemCity Toulouse [93] and ISPRS Potsdam [57] datasets, two datasets consisting of multispectral images with multiple classes (used also in the QMSVM article [26]). Essentially, the task consists in predicting the class to which each pixel belongs. The number of features and the classes selected for binary and multiclass classification for both datasets are reported in Table 6.2. In the case of multiclass classification, the number of classes has been limited to three in order to maximize the number of samples that could be embedded in the annealer. Instead, the dataset sizes used are specified in Section 6.2.3, as they are experiment-dependent. Concerning the datasets generation, an equal (or almost equal, depending on the desired size and the number of classes) number of samples for each class has been randomly sampled from tile 4 in the case of Toulouse, and tile 6.9 in the case of Potsdam. The exception is represented by the last experiment, i.e., the large-scale one (more details on the experiments are provided in the following section). In that case, the training set has been generated by sampling an equal number of data points for each class from each of the 24 Potsdam tiles labelled as training. Additionally, two different test sets have been prepared for that experiment: the former consists of data points randomly sampled in the usual way from Potsdam tile 5.13 (which is not a training tile); the latter, meant for visualization, includes all the data points that belong to the classes of interest and are located inside a $1000 \times 1000$ pixels square within the same tile.

Table 6.2: Number of features and selected classes for both basis datasets (taken from [129]).

| Dataset name | Features number | Selected classes (binary) | Selected classes (multiclass) |
| :---: | :---: | :---: | :---: |
| Toulouse | 8 | building, pervious surface | building, pervious surface, water |
| Potsdam | 5 | low vegetation, tree | building, low vegetation, tree |

### 6.2.3 Experimental Setup

In this work, four experiments with different goals have been conducted. Specifically, in the first experiment, the performance of all binary classification methods considered are evaluated and compared. In the second experiment, the same thing is done with the multiclass classification methods. Instead, in the third experiment, the performance scaling of only the local and global entirely classical methods (both binary and multiclass) is analysed; the methods involving quantum-trained models have not

Table 6.3: Datasets sizes used in each of the four experiments. The $\mid$ symbol in the last row separates the training set size from the (two) test sets sizes (taken from [129]).

| Experiment | Basis datasets | Datasets sizes |
| :---: | :---: | :---: |
| I - binary classification | Toulouse, Potsdam | 500 |
| II - multiclass classification | Toulouse, Potsdam | 150,500 |
| III - performance scaling | Toulouse, Potsdam | $1000,1500,2000,10000,15000,40000$ |
| IV - large scale (multiclass) | Potsdam | $11016 \mid\left(300000,871188^{\text {a }}\right)$ |

${ }^{\text {a }}$ The occurrences of the three classes in this test set are 389900,343438 , and 137850 , respectively.
been taken into account in this case as the quantum annealing resource consumption would have been too high. In the last experiment, the performance of all multiclass classification methods, including the ones involving quantum-trained models, are evaluated (and visualized) on a large-scale dataset.

In the first three experiments, a $\kappa$-fold cross-validation procedure with ten folds $(\kappa=10)$ has been used to evaluate the performance of the methods. In practice, the input dataset is split into $\kappa$ subsets. Then, $\kappa-1$ folds form the training set, while the last one becomes the test set. This last step is iterated until all folds have been used once as the test set. Specifically, the "stratified" $\kappa$-fold cross-validation, which tries to preserve the original class ratio in the folds, has been utilized here. Additionally, for a fair comparison, the same datasets splits have been used for the different methods. Instead, in the last experiment, no cross-validation procedure has been utilized, as the input data was already split into training set and test sets. The datasets sizes used in each of the four experiments are reported in Table 6.3; as explained in Section 6.2.2, the large-scale experiment differs from the other ones in the dataset generation method employed. Furthermore, in all experiments, a data standardization procedure (subtraction of the mean and division by the standard deviation) has been applied to the training and test data features before training and executing the (local/global) methods.

Concerning the parameters values used for the different methods, they are reported in Table 6.4. Let us focus first on the binary classification methods (Table 6.4a). The size of the training neighborhood $(k)$ for the local methods has been set to a value (80) close to the maximum number of samples embeddable in the current quantum annealers using the QBSVM QUBO formulation (given the values of $B$ and $K$, and computing the embedding for a complete matrix). Additionally, a relatively-high level of local models overlapping (controlled by $k^{\prime}$ ) has been used. Concerning FaLK-SVMl's local model selection, 8 local models $(m)$ and 5 folds ( $\kappa$ int.) have been utilized; additionally, all $k^{\prime}$ samples have been used in the evaluation of the $m$ local models. In particular, the grid search has been applied only to the Gaussian kernel width $\gamma$ (see Equation 2.25), to identify the best value between

Table 6.4: Parameters values used for binary (a) and multiclass (b) classification methods. In particular, "int." stands for internal, and the $m$ value between parentheses in (b) is the one used in the large-scale experiment (taken from [129]).
(a) Binary classification methods.

| Method | $k$ | $k^{\prime}$ | $m$ | $\kappa$ (int.) | Kernel | $\gamma$ | $A$ | $B$ | $K$ | $\xi$ | $S$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FaLK-SVMl (C) | 80 | 60 | 8 | 5 | Gaussian | $-0.5,1$ | 3 | - | - | - | - |
| FaLK-SVMl (QB) | 80 | 60 | 8 | 5 | Gaussian | $-0.5,1$ | - | 2 | 2 | 1 | 100 |
| SVM | - | - | - | - | Gaussian | 1 | 3 | - | - | - | - |
| QBSVM | - | - | - | - | Gaussian | 1 | - | 2 | 2 | 1 | 100 |

(b) Multiclass classification methods.

| Method | $k$ | $k^{\prime}$ | $m$ | $\kappa$ (int.) | Kernel | $\gamma$ | $A$ | $K$ | $\mu$ | $\beta$ | $S$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FaLK-SVMl (CS) | 24 | 18 | $8(10)$ | 3 | Gaussian | $-0.5,1$ | 1 | - | - | - | - |
| FaLK-SVMl (QM) | 24 | 18 | $8(10)$ | 3 | Gaussian | $-0.5,1$ | - | 2 | 1 | 1 | 100 |
| CS SVM | - | - | - | - | Gaussian | 1 | 1 | - | - | - | - |
| QMSVM | - | - | - | - | Gaussian | 1 | - | 2 | 1 | 1 | 100 |

-0.5 and 1 , where -0.5 corresponds to the usage of the median of the distances distribution in the neighborhood as the kernel width. Hence, for $\gamma=-0.5$, each local SVM model might have a different kernel width (additional details on this can be found in the FaLK-SVM article [104]). Instead, for the global methods, $\gamma$ has been set to 1 (their implementations do not support the usage of the median as the kernel width). For a fair comparison between classically- and quantum-trained models, the SVM cost parameter $(A)$ has been set to 3 (in the QBSVM formulation, $A$ is determined by $B$ and $K$ ). Regarding the QBSVM-related parameters, the encoding basis $(B)$ and the number of binary variables per coefficient $(K)$ have been kept small, to allow the embedding of a sufficiently large number of training samples. Moreover, the penalty coefficient $(\xi)$ has been set to 1 (the same value used for QMSVM, where it is denoted as $\mu$ ), and the best 100 solutions returned by the annealer have been considered for averaging $(S)$. Eventually, it is worth mentioning that, for the global application of QBSVM, a stratified training data split has been performed, with a number of samples per slice equal to $k$ (except for the last slice, potentially having less samples).

Similar considerations hold for the multiclass classification methods (Table 6.4b). Indeed, the size of the training neighborhood $(k)$ for the local methods has been set to a value (24) close to the maximum number of samples embeddable in the current quantum annealers using the QMSVM QUBO formulation (given the values of $C=3$ and $K$, and computing the embedding for a complete matrix). Regarding the local model selection, 3 instead of 5 folds ( $\kappa i n t$.) have been used, as the number of samples involved is smaller. Additionally, only in the large-scale experiment, 10 instead of 8 local models $(m)$ have been employed. Instead, the CS SVM cost parameter $(A)$ has been set to 1 in order to have a fair comparison with the methods based on the QMSVM formulation. Indeed, the following relationship holds: $A=1 / \beta$. Concerning the QMSVM-related parameters $(K, \mu, \beta, S)$, the same configuration used for the QMSVM article [26] (where $K$ is denoted as $B$ ) has been utilized. Specifically, the accuracy threshold definition $(t h r=0.2 * \min (a c c)+0.8 * \max (a c c))$ and the multiplier value (10) for the combination of the $S$ best solutions found by the annealer have also been taken from that work. Instead, the max_min_ratio value used for pruning the small matrix coefficients has been set here to a high value (1000), making the pruning procedure ineffective (in this work, the embedding is computed for a complete matrix). Lastly, it is worth observing that, for the global application of QMSVM, a stratified random selection of the training samples has been performed, with a number of selected samples equal to $k$.

The quantum annealing parameters values used in the experiments are reported in Table 6.5. In particular, this is the same configuration that has been used in the QMSVM article [26]. With the setup utilized in this work, the training of a single QBSVM model takes approximately 0.360 s of quantum annealing time (the number of binary variables to embed is 160). A slightly lower time interval is required for a QMSVM model (for which the number of binary variables to embed is 144).

Table 6.5: Quantum annealing parameters values used in the experiments (taken from [129]).

| Number of reads | Annealing time | Chain strength |
| :---: | :---: | :---: |
| 1000 | $200 \mu s$ | 1 |

### 6.2.4 Results

In this work, the performance metric considered for the methods evaluation is the classification accuracy, which is defined as

$$
\begin{equation*}
\text { accuracy }=\frac{\text { number of correctly classified instances }}{\text { total number of instances }} . \tag{6.1}
\end{equation*}
$$

Specifically, in the first three experiments, where the $\kappa$-fold cross-validation has been used, the accuracy computed on the entire dataset (considering the predictions of the $\kappa$ models) is reported. Actually, since a stratified $\kappa$-fold cross-validation has been employed, the folds might not have exactly the same number of elements. Consequently, the reported accuracy might not coincide exactly with the average accuracy over folds. However, the difference is negligible. Instead, in the last experiment, the accuracy obtained on the two test sets is shown. Additionally, for the second test set, given its imbalance in
terms of class occurrences, two other metrics are reported. The metrics in question are the balanced accuracy [101], which corresponds to the average recall over classes, and the F1 score [102] (i.e., the harmonic mean of precision and recall) averaged over classes.

### 6.2.4.1 Binary Classification

In the first experiment, the performance of the considered binary classification methods have been evaluated. The results obtained are reported in Table 6.6. Essentially, in the case of Toulouse, all methods have achieved good results, but the entirely classical methods have shown better performance overall and the local methods have outperformed their global counterparts. Instead, in the case of Potsdam, the methods have achieved worse results overall, with the classical SVM obtaining the best performance and FaLK-SVMl (QB) outperforming its classical counterpart (although not by much). Regarding QBSVM, it has performed the worst among the methods tested also in this case. Hence, the local application of QBSVM has turned out to be effective. Indeed, it has obtained results not too far, if not better, than those of its classical counterpart.

Table 6.6: Accuracy achieved by binary classification methods (columns) on different datasets (rows) of size 500. For FaLK-SVM1, the average number of local models (over folds) and the size of the local models are reported between square brackets; instead, for QBSVM, the number of models (all with size 80 , except the last one with size 50) is shown between square brackets (taken from [129]).

|  | FaLK-SVMl (C) | FaLK-SVMl (QB) | SVM | QBSVM |
| :---: | :---: | :---: | :---: | :---: |
| Toulouse (500) | $92.4 \%[15.9,80]$ | $89.8 \%[15.9,80]$ | $91.8 \%$ | $88.2 \%[6]$, |
| Potsdam (500) | $69.8 \%[16.5,80]$ | $70.4 \%[16.5,80]$ | $73.0 \%$ | $68.6 \%[6]$, |

### 6.2.4.2 Multiclass Classification

In the second experiment, the performance of the multiclass classification methods taken into account have been evaluated. The results obtained are reported in Table 6.7. Let us consider first the smaller datasets (size 150), for which the average number of local models is comparable to that of the binary classification methods in the previous experiment. In detail, in the case of Toulouse, the local methods have achieved the best results and the entirely classical ones (both local and global) have outperformed their quantum-trained counterparts. Overall, the performance obtained are good. In the case of Potsdam, the accuracy values are lower, but the trend is similar. The only exception is represented by FaLK-SVMl (QM), which has been outperformed not only by FaLK-SVMl (CS) but also by CS SVM. However, when considering larger datasets (size 500), FaLK-SVMl (QM) has turned out to be the best-performing method, achieving results better than both FaLK-SVMl (CS) and CS SVM. Concerning the relative performance-based ordering of the other methods, it is the same. Overall, the larger dataset size has been beneficial especially in the case of Toulouse. Lastly, also in this second experiment, the global quantum-trained model (QMSVM) is the one that has shown the worst performance among the methods tested. In practice, this second experiment has demonstrated the effectiveness of applying locally both classically- and quantum-trained single-step multiclass SVMs, with the quantum-trained ones turning out to be slightly better in the case of larger datasets.

Table 6.7: Accuracy achieved by multiclass classification methods (columns) on datasets (rows) of two different sizes. For FaLK-SVMl, the average number of local models (over folds) and the size of the local models are reported between square brackets; instead, for QMSVM, the size of the model is shown between square brackets (taken from [129]).

|  | FaLK-SVMl (CS) | FaLK-SVMl (QM) | CS SVM | QMSVM |
| :---: | :---: | :---: | :---: | :---: |
| Toulouse (150) | $79.3 \%[14.2,24]$ | $77.3 \%[14.2,24]$ | $76.0 \%$ | $72.0 \%[, 24]$ |
| Potsdam (150) | $72.0 \%[14.3,24]$ | $66.0 \%[14.3,24]$ | $70.0 \%$ | $60.7 \%[, 24]$ |
| Toulouse (500) | $85.2 \%[50.2,24]$ | $85.4 \%[50.2,24]$ | $80.8 \%$ | $73.0 \%[, 24]$ |
| Potsdam (500) | $72.6 \%[47.3,24]$ | $72.8 \%[47.3,24]$ | $71.4 \%$ | $58.8 \%[, 24]$ |

### 6.2.4.3 Performance Scaling (Classical Methods)

In the third experiment, a performance scaling analysis has been conducted on the classical (binary and multiclass) local methods, considering their global counterparts for comparison. Indeed, in the first two experiments, FaLK-SVMl (QB) and FaLK-SVMl (QM) have achieved results not too far (except in one case) from those of their classical counterparts, which can then be exploited as indicators of performance. Furthermore, the quantum annealing time consumption would have been too high for the available resources.

The results obtained are reported in Tables 6.8 and 6.9. Let us focus first on binary classification (Table 6.8). In the case of Toulouse, the performance of both FaLK-SVMl (C) and SVM have turned out to be quite stable when increasing the dataset size, with a little worsening and a little improvement, respectively, compared to the (baseline) size 500. In particular, the accuracy values for the dataset of size 500 were already very high. Instead, in the case of Potsdam, where the original performance were worse, an improvement can be observed for both FaLK-SVMl (C) and SVM when increasing the dataset size. Moreover, the improvement is more pronounced but less constant for FaLK-SVMl (C), and less pronounced but more constant (after an initial drop) for SVM. Concerning multiclass classification (Table 6.9), the situation is the following: in both cases (Toulouse and Potsdam), the performance of FaLK-SVMl (CS) almost always improves by moving from one dataset size to the next one, while the performance of CS SVM either significantly improves at the beginning and then remains quite stable (Toulouse) or tends to fluctuate around the initial value (Potsdam). Additionally, the improvement for FaLK-SVMl (CS) is slightly more pronounced for Toulouse, despite the little drop for sizes 2000 and 10000. In practice, this experiment has demonstrated that local methods can take advantage of larger datasets, especially FaLK-SVMl (CS), which has also outperformed CS SVM in

Table 6.8: Accuracy achieved by classical binary classification methods (columns) on datasets with different sizes (rows). For comparison, the pertinent results presented in Table 6.6 are reported here. In particular, for FaLK-SVMl (C), the average number of local models (over folds) and the size of the local models are reported between square brackets (taken from [129]).

$$
\quad \begin{array}{ccc}
\text { FaLK-SVMl (C) } & \text { SVM } \\
\hline
\end{array} \quad \begin{array}{ccc} 
\\
\hline
\end{array} \quad \begin{array}{ccc}
1000 & 73.8 \%[16.5,80] & 73.0 \% \\
\hline 1500 & 72.3 \%[54.6,80] & 72.3 \% \\
\hline 2000 & 71.5 \%[74.6,80] & 72.6 \% \\
\hline 10000 & 74.5 \%[400.2,80] & 74.7 \% \\
\hline 15000 & 74.1 \%[603.4,80] & 75.0 \% \\
\hline 40000 & 74.8 \%[1641.9,80] & 75.5 \%
\end{array}
$$

Table 6.9: Accuracy achieved by classical multiclass classification methods (columns) on datasets with different sizes (rows). For comparison, the pertinent results presented in Table 6.7 are reported here. In particular, for FaLK-SVMl (CS), the average number of local models (over folds) and the size of the local models are reported between square brackets (taken from [129]).
(a) Toulouse (multiclass).

|  | FaLK-SVMl (CS) | CS SVM |
| :---: | :---: | :---: |
| 150 | $79.3 \%[14.2,24]$ | $76 \%$ |
| 500 | $85.2 \%[50.2,24]$ | $80.8 \%$ |
| 1000 | $87.3 \%[104.7,24]$ | $81.7 \%$ |
| 1500 | $88.1 \%[165.9,24]$ | $82.1 \%$ |
| 2000 | $86.4 \%[221.5,24]$ | $81.4 \%$ |
| 10000 | $87.8 \%[1167.8,24]$ | $81.2 \%$ |
| 15000 | $88.2 \%[1761.7,24]$ | $81.2 \%$ |
| 40000 | $89.1 \%[4779.5,24]$ | $81.3 \%$ |

(b) Potsdam (multiclass).

|  | FaLK-SVMl (CS) | CS SVM |
| :---: | :---: | :---: |
| 150 | $72.0 \%[14.3,24]$ | $70 \%$ |
| 500 | $72.6 \%[47.3,24]$ | $71.4 \%$ |
| 1000 | $72.8 \%[100.8,24]$ | $69.2 \%$ |
| 1500 | $73.1 \%[155.5,24]$ | $70.1 \%$ |
| 2000 | $74.0 \%[211.5,24]$ | $70.4 \%$ |
| 10000 | $77.7 \%[1079.9,24]$ | $69.8 \%$ |
| 15000 | $77.9 \%[1646.0,24]$ | $69.6 \%$ |
| 40000 | $79.0 \%[4465.1,24]$ | $69.4 \%$ |

all tests. Instead, FaLK-SVMl (C) has lost almost all comparisons with SVM, although not by much, but has demonstrated good stability when the performance have not improved (Toulouse).

### 6.2.4.4 Large Scale (Multiclass)

In the last experiment, the performance of all multiclass classification methods have been evaluated (without $\kappa$-fold cross-validation) on a large-scale dataset based on Potsdam, characterised by one training set and two test sets (prepared as explained in Section 6.2.2). The aim consists in showcasing the performance that can be achieved by locally applying quantum-trained SVM models in a largescale real-world scenario. For this purpose, given the limited quantum annealing resources available, only multiclass classification and Potsdam have been considered.

The results obtained on the first test set are reported in Table 6.10. In particular, the local methods have achieved better results than the global ones and the entirely classical methods have outperformed their quantum-trained counterparts. Considering the local methods, this last point seems to contradict what has been observed in Section 6.2.4.2, with FaLK-SVMl (QM) outperforming FaLK-SVMl (CS) for larger dataset sizes. However, the performance differences are not so big. Moreover, in this case, no $\kappa$-fold cross-validation has been used. Indeed, the training set has been built sampling data points from various tiles, and the test data points have been sampled from a different tile. Hence, the task is somehow different. Apart from this aspect, these first results are in line with the expectations based on the previous experiments outcomes. Actually, in this setup, a larger $k$ value ( 100 , with $k^{\prime}=75$ ) has also been tested for FaLK-SVM (CS). The performance have slightly worsened (accuracy $=73.6 \%$ ), but the CS SVM model has already shown that it does not really benefit from a larger training set, especially in the case of Potsdam (see Section 6.2.4.3). Concerning the second test set, the results obtained are reported in Table 6.11. Unexpectedly, CS SVM has achieved the highest accuracy on this second test set, outperforming both local methods. Nevertheless, since the test set in question is unbalanced, different performance metrics should be considered. Here, the balanced accuracy and the average F1 score (over classes) have been taken into account (their values are provided in the same table). Specifically, according to both these metrics, both FaLK-SVMl (CS) and FaLK-SVMl (QM) have performed better than CS SVM, matching the trend observed for the first test set and in the previous sections. The reason behind this phenomenon is the tendency of CS SVM to predict more frequently the two most represented classes in the test set (building and low vegetation), misclassifying the less represented one (tree). This can be observed in Figure 6.1, where the predictions of the different methods are visualized. In conclusion, this last experiment has demonstrated the practical applicability of local quantum-trained SVMs (specifically, the multiclass one) in a large-scale scenario.

Table 6.10: Accuracy achieved by multiclass classification methods (columns) on a large-scale dataset based on Potsdam, characterised by 11016 training samples and 300000 test samples. For FaLK-SVMl, the number of local models and the size of the local models are reported between square brackets; instead, for QMSVM, the size of the model is shown between square brackets (taken from [129]).

|  | FaLK-SVMl (CS) | FaLK-SVMl (QM) | CS SVM | QMSVM |
| :---: | :---: | :---: | :---: | :---: |
| Accuracy | $74.2 \%[1326,24]$ | $73.8 \%[1326,24]$ | $69.9 \%$ | $55.6 \%[, 24]$ |

Table 6.11: Accuracy, balanced accuracy, and average F1 score (over classes) achieved by multiclass classification methods (columns) on a second large-scale test set based on Potsdam and consisting of 871188 samples $(389900,343438,137850)$. These results have been obtained using the trained models employed for Table 6.10. For FaLK-SVMl, the number of local models and the size of the local models are reported between square brackets; instead, for QMSVM, the size of the model is shown between square brackets (taken from [129]).

|  | FaLK-SVMl (CS) | FaLK-SVMl (QM) | CS SVM | QMSVM |
| :---: | :---: | :---: | :---: | :---: |
| Accuracy | $77.7 \%[1326,24]$ | $76.6 \%[1326,24]$ | $78.6 \%$ | $62.0 \%[, 24]$ |
| Balanced accuracy | $72.4 \%[1326,24]$ | $71.7 \%[1326,24]$ | $68.5 \%$ | $61.6 \%[, 24]$ |
| Average F1 score | $71.9 \%[1326,24]$ | $70.9 \%[1326,24]$ | $69.0 \%$ | $59.2 \%[, 24]$ |



Figure 6.1: Visualization of the results obtained by the multiclass classification methods on the second test set for the large-scale experiment. The corresponding performance metrics are provided in Table 6.11. Color legend: blue $=$ building, light blue $=$ low vegetation, green $=$ tree (taken from [129]).

Indeed, the results achieved by FaLK-SVMl (QM) are quite good and not too far from those obtained by its classical counterpart.

### 6.3 Discussion

In this chapter, the local application of quantum-trained SVM models, with the purpose of enabling their usage on large datasets and improving their performance, has been proposed and empirically evaluated. In particular, here, a method for efficient local SVMs (FaLK-SVM) has been combined with two quantum-trained SVM models: an SVM model for binary classification (QBSVM) and an SVM model for multiclass classification (QMSVM). Additionally, for comparison, FaLK-SVM has been combined for the first time with a classical single-step multiclass classification model (CS SVM). Details about the implementation (like the post-selection procedure for the bias parameter of QBSVM) and the experimental setup have been provided. The results have shown the effectiveness of the approach, with the local applications of QBSVM and QMSVM achieving results not too far, if not better, than those of their classical counterparts. The local application of CS SVM has also achieved good results, always outperforming its global counterpart. Moreover, the performance scaling analysis conducted on the classical local methods, which can be used as indicators of performance for the quantum-trained ones, has shown that they can take advantage of larger datasets. Eventually, the last experiment has demonstrated the practical applicability of the local quantum-trained SVMs (in particular, the multiclass one) in a real-world large-scale scenario.

Future work includes the evaluation of these local quantum-trained methods on different datasets, with different parameter configurations and higher numbers of reads. Another interesting possibility is the development of a local version of the quantum-trained support vector regression model [78].

## Part II

## Universal Quantum Computing

## 7 A Local Classification Pipeline

This chapter is a reworked version of the article "Implementation and empirical evaluation of a quantum machine learning pipeline for local classification" [128]. Essentially, in this chapter, the application of a quantum locality technique as a preliminary step of a quantum machine learning model, with the goal of reducing its size and enhancing its performance, is introduced and empirically evaluated. Indeed, limiting the circuit size is of great significance in the current NISQ era [87], due to the restricted number of qubits available and the presence of noise, and the classical counterpart has already proven to be successful (see Section 2.6). Specifically, the locality considered here is the locality of data samples within the feature space, and not the spatial locality of data features utilized by quantum convolutional neural networks to process images [10, 121]. In this sense, a well-known locality technique is represented by the $k$-NN. In practice, the quantum pipeline taken into account comprises a quantum $k$-nearest neighbors algorithm based on the squared cosine similarity (see Section 3.3.1) and a quantum binary classifier based on the cosine similarity (see Section 3.4). Although the code allows executing the considered quantum models on IBM's devices, the quantum pipeline has not been evaluated on real quantum devices, since no free large-enough device was available at the time of running the experiments. The results obtained on real-word datasets have demonstrated the effectiveness of the approach.

### 7.1 Quantum Pipeline

This section introduces the implemented and tested quantum pipeline, providing details about its components, implementation, and complexity. The source code can be accessed at https://github. com/ZarHenry96/quantum-ml-pipeline.

### 7.1.1 Components

The quantum pipeline assessed here comprises a quantum $k$-NN algorithm followed by a quantum binary classifier, with the quantum $k$-NN supplying the nearest neighbors as input to the subsequent model. The workflow is illustrated in Figure 7.1.


Figure 7.1: Quantum pipeline workflow overview (taken from [128]).
Regarding the quantum $k$-NN algorithm, numerous variants are available in the literature, as outlined in Section 3.3. Nevertheless, certain aspects must be taken into account. Firstly, variants based on the Hamming distance are not directly applicable to problems with real-valued features, as the metric in question corresponds to a distance on binary strings. Secondly, lots of variants incorporate an oracle-based algorithm derived from Grover's, like Dürr's or the amplitude estimation. Consequently, they necessitate a problem-specific black-box function, which impacts their ease of use and implementation. Furthermore, when using the amplitude estimation algorithm for transferring distance information to qubits states, representation issues arise in the case of real-valued features. Indeed, the estimated distances are necessarily approximated. These factors collectively make the variant introduced by Afham et al., and detailed in Section 3.3.1, the most suitable candidate for
experiments involving real-valued datasets. In addition, the parallel processing of the test instances, as suggested by Ma et al. [68], has not been considered here.

The chosen quantum binary classification model is the one elucidated in Section 3.4. Its structure is relatively simple and resembles that of the selected quantum $k$-NN. In particular, the possibility of constructing a pipeline with these quantum models was anticipated by Pastorello and Blanzieri in the pre-print version of their article about the quantum binary classifier [80].

### 7.1.2 Implementation

The implementation of the quantum pipeline has been carried out using Qiskit [3], the open-source software development kit (SDK) offered by IBM. Qiskit allows constructing quantum circuits in Python and executing them on either simulators or real quantum devices. Specifically, IBM provides various simulation backends, which allow getting measurement counts as in real quantum devices but also accessing the state vector of the circuit (namely, the amplitude of each state) at any execution stage.

Basically, using Qiskit, code has been developed to dynamically initialize and construct circuits for the considered quantum algorithms based on the dataset given as input. In addition, various execution modes have been implemented for both models:

- classical, which runs the corresponding classical algorithm without constructing a quantum circuit;
- statevector, which corresponds to an ideal execution with an infinite number of runs and, practically, processes the final state vector of the circuit;
- simulation (referred to as local simulation in the code), which samples from the final probability distribution of the circuit in order to provide counts;
- online simulation, which mirrors simulation but utilizes IBM's hardware;
- quantum, which employs real quantum devices.

In the classical mode, the cosine distance metric is used for the $k$-NN, as the selected quantum $k$-NN returns the $k$ nearest neighbors based on the fidelity, i.e., the squared cosine similarity in the case of pure quantum states (see Equation 3.1). For the binary classifier, Equation (3.3) is employed. In addition, it is worth mentioning that no noise has been considered in any simulated mode (including statevector) and that the execution mode for each component of the pipeline does not have to be the same. Lastly, the implementation allows the retrieval of results from online executions at a later time.

The pseudocode for the quantum pipeline is outlined in Algorithm 20 and is valid for all execution modes except classical, as it does not exploit circuits. In practice, if the classical mode is chosen for a component, the corresponding block is substituted with the execution of the classical counterpart. In all cases, the first step consists in the unit-norm normalization of training and test data (Line 1), which is crucial for the amplitude encoding. Essentially, the features of each data instance are divided by the instance norm (if the norm is equal to zero, all attribute values are replaced with 0.000001 before the normalization). This normalization procedure is executed even for a pipeline consisting of only classical components. Furthermore, prior to the unit-norm normalization, another normalization procedure, whose details are provided in Section 7.2.3, has been executed in the experiments as part of the general experimental setup. In this way, the quantum $k$-NN requirement concerning the sign of the data features has been satisfied.

Concerning the non-classical modalities, the subsequent step consists in building the quantum $k$ NN circuit using the normalized data (Line 2). A representative circuit is provided in Figure 7.2a. Note that the vertical barriers have been added for clarity, and, in the actual implementation, a single barrier is placed between the measurement of the ancillary qubit and the measurement of the index register in order to sample from the right probability distributions. In particular, a quantum $k$-NN circuit can be split into three slices: registers initialization, SWAP test without measurement, and final measurements. In the first slice, the training data index is initialized concurrently with the encoding of the training and test features. In detail, the index $\left(q_{1}-q_{2}\right)$ and the training features ( $q_{3}-q_{4}$ ) registers are jointly initialized for simplicity, as they are entangled. Then, the SWAP test without

Input: training data $D$, test instance $\mathbf{x}$, number of nearest neighbors $k$, execution modalities (not classical) for the two components exec_mods
Result: class label label $\in\{-1,1\}$
$1 D, \mathbf{x} \leftarrow \operatorname{normalization}(D, \mathbf{x})$;
/* Quantum $k$-NN */
$\mathbf{2} \operatorname{circ}_{q k n n} \leftarrow \operatorname{build} Q K N N C i r c u i t(D, \mathbf{x}, \operatorname{exec} \operatorname{mods}[0]) ; \quad$ // See Figure 7.2a
$\mathbf{3}$ res $_{q k n n} \leftarrow$ execute $\left(\right.$ circ $_{q k n n}$, exec_mods $\left.[0]\right)$;
$4 k \_n n \leftarrow$ getKNearestNeighbors $(D, k$, res $q k n n$, exec_mods[0]);
/* Quantum binary classifier */
$\mathbf{5} \operatorname{circ}_{q b c} \leftarrow$ buildQBCCircuit( $k \_n n$, $\mathbf{x}$, exec_mods[1]); // See Figure 7.2b
6 res $_{q b c} \leftarrow$ execute $\left(\right.$ circ $_{q b c}$, exec_mods[1]);
7 label $\leftarrow$ getLabel $\left(\right.$ res $_{q b c}$, exec_mods[1]);
8 return label;
Algorithm 20: Quantum pipeline (taken from [128]).
measurement is carried out by using two Hadamard gates and a number of controlled-SWAP gates that increases linearly with the number of feature qubits. Specifically, the SWAP gates operate on the training $\left(q_{3}-q_{4}\right)$ and test features $\left(q_{5}-q_{6}\right)$ registers. Lastly, the state of the first ancillary qubit $\left(q_{0}\right)$ and the state of the index register are measured (the measurements are not present in the case of statevector). Concerning the required number of qubits (qubits $q_{q k n n}$ ), which depends on the dataset, it is determined by

$$
\begin{equation*}
q^{u^{2} i t s_{q k n n}}=1+\text { qubits }_{q k n n \_i n d e x}+2 * \text { qubits }_{\text {features }} \tag{7.1}
\end{equation*}
$$

with the value 1 corresponding to the SWAP test measurement qubit $\left(q_{0}\right)$, qubits qknn_index denoting
 $q_{3}-q_{4}$ or $\left.q_{5}-q_{6}\right)$.

After constructing the circuit, the quantum $k$-NN is run based on the specified mode (Line 3 ). If the circuit involves measurements, it is executed multiple times to achieve the desired number of counts (controlled by the parameter simulation_shots, as outlined in Section 7.2.3). Then, the output of the execution (res ${ }_{q k n n}$ ), corresponding to either a state vector or state counts indicating the frequency of each observed state, is processed to identify the $k$ nearest neighbors (Line 4). Specifically, the amplitudes/counts are utilized to estimate the $P(i \mid 0)-P(i \mid 1)$ quantity, where $i$ denotes a training data index and $0 / 1$ corresponds to the state of $q_{0}$ (refer to Equation 3.2). Subsequently, the training data is rearranged based on this quantity, which is proportional to the similarity to the test instance, allowing the retrieval of the nearest neighbors.

The subsequent step consists in building the quantum binary classifier circuit according to the selected $k$ nearest neighbors and the normalized test instance (Line 5). A representative circuit is provided in Figure 7.2b, where the vertical barriers have been added for clarity. The circuit can be split into five main slices: registers initialization, configuration of training data labels, set up of the test label, SWAP test without measurement, and final measurement. Regarding the initialization, the first qubit undergoing the swap $\left(q_{1}\right)$ is prepared in the uniform superposition of 0 and $1(|+\rangle)$. Conversely, the second one $\left(q_{2}\right)$ is entangled with the register $\left(q_{3}-q_{4}\right)$ corresponding to the training data index and the register $\left(q_{5}-q_{6}\right)$ encoding both the training and test features in superposition. Therefore, for simplicity, it is jointly initialized with all of them (from $q_{3}$ to $q_{6}$ ). Concerning the qubit encoding the label $\left(q_{7}\right)$, it assumes only specific values ( 0,1 , and the uniform superposition of them). Hence, it is configured separately (second and third slices) to simplify the joint initialization. In more detail, the training data labels (second slice) are encoded in the last qubit of the circuit by means of NOT gates (represented by $X \mathrm{~s}$ in the image), which allow selecting the correct index register states, and multi-controlled NOT gates, which encode the given values. Actually, this procedure is necessary only for one label value, i.e., -1 , as it is mapped to the state 1. Additionally, the NOT gates applied to the second SWAP qubit $\left(q_{2}\right)$ before and after this step are required in order to operate on the states linked to the training data. Conversely, for the test instance (third slice), the label qubit is initialized


Figure 7.2: Quantum pipeline circuits example. The first circuit (a) corresponds to the quantum $k$-NN, the second one (b) to the quantum binary classifier. In the case of the statevector modality, the final measurements are not present (taken from [128]).
in the $|-\rangle$ state using a controlled NOT gate and a controlled Hadamard gate. Subsequently, a SWAP test without measurement is executed (fourth slice), followed by the measurement of the first qubit $\left(q_{0}\right)$ (last slice). In this case, as well, no final measurement is present for the statevector modality. The number of required qubits ( $q u b i t s_{q b c}$ ) is given by

$$
\begin{equation*}
\text { qubits }_{q b c}=3+\text { qubits }_{q b c \_i n d e x}+\text { qubits }_{\text {features }}+1 . \tag{7.2}
\end{equation*}
$$

Specifically, the value 3 represents the qubits required by the SWAP test $\left(q_{0}-q_{1}-q_{2}\right)$, qubitsqbcindex denotes the number of index qubits $\left(q_{3}-q_{4}\right)$, qubits $s_{\text {features }}$ represents the number of feature qubits $\left(q_{5}-q_{6}\right)$, and 1 corresponds to the label qubit $\left(q_{7}\right)$.

After building the circuit, the quantum binary classifier is executed (Line 6), with the observations made for the quantum $k$-NN holding also for the classifier. Ultimately, the output of the execution is processed (Line 7) to predict the label of the test instance. Specifically, the amplitudes/counts allow estimating the probability $P(1)$ of getting 1 by measuring the qubit $q_{0}$. This probability value enables the prediction of the class label ( -1 if $P(1)>0.25,1$ otherwise, as per Equation 3.7), which is returned as the output of the pipeline (Line 8).

### 7.1.3 Complexity Observations

According to Afham et al. [2], the gate complexity of their quantum $k$-NN model is $O\left(\log _{2} d\right)$, where $d$ denotes the number of data features. Nevertheless, that complexity is not defined in terms of elementary gates, and the initialization of the registers is not taken into account, as they assume the
existence of an initialization quantum oracle. Conversely, Pastorello and Blanzieri [79] define the time complexity of their quantum binary classifier as $O\left(\epsilon^{-2} \log _{2}(N d)\right.$ ), where $\epsilon$ is the wanted upper bound on the prediction error, and $N$ is the size of the training set. However, they assume the existence of a QRAM from which the input state to the SWAP test (fourth and fifth slices of the circuit in Figure 7.2b) can be retrieved.

Regarding the implementation of the pipeline presented here, it is possible to make several observations for the execution modalities other than classical. Firstly, the unit-norm normalization step has a complexity of $O(N d)$, as it requires scanning all data features. Building the quantum $k$-NN circuit has a complexity of $O\left(2^{\left\lceil\log _{2} N\right\rceil+\left\lceil\log _{2} d\right\rceil}+\left\lceil\log _{2} d\right\rceil\right)$, where the first term accounts for the joint index-training initialization and the second term for the SWAP test. Conversely, executing the circuit has a complexity that depends on both the execution mode and its implementation inside Qiskit. For non-statevector executions, it is also determined by the number of measurements. Concerning the number of gates, it is essential to notice that the initialization of registers is a costly operation, as generating an arbitrary target state requires finding the right sequence of elementary gates. Additionally, the number of controlled-SWAP gates, which are not elementary gates, increases with the number of data features. The final step corresponds to the nearest neighbors extraction, which requires the processing of the execution output. In particular, processing the final state vector of the circuit has a complexity of $O\left(2^{1+\left\lceil\log _{2} N\right\rceil+2\left\lceil\log _{2} d\right\rceil}\right)$, while processing the state counts has a complexity of $O\left(2^{1+\left\lceil\log _{2} N\right\rceil}\right)$. Regardless of the execution modality, after processing the output, the $k$ nearest neighbors are identified by sorting the index values, which has a complexity of $O\left(N \log _{2} N\right)$.

Focusing on the second part of the pipeline, the complexity of the quantum binary classifier depends on the number of nearest neighbors $k$. Specifically, building the classifier circuit has a complexity of $O\left(2^{1+\left\lceil\log _{2} k\right\rceil+\left\lceil\log _{2} d\right\rceil}+k 2\left\lceil\log _{2} k\right\rceil\right)$, where the second term is a worst-case estimate for setting up the training labels. Concerning the execution of the circuit and the number of gates, the considerations made for the quantum $k$-NN apply also to the classifier. Indeed, although the classifier circuit includes only one controlled-SWAP gate, there could be several (up to a maximum of $k$ ) multi-controlled CNOT gates, which significantly affect the performance as well. Lastly, the processing of the execution output has a complexity of $O\left(2^{4+\left\lceil\log _{2} k\right\rceil+\left\lceil\log _{2} d\right\rceil}\right)$ for statevector executions, $O(1)$ in the other cases. The prediction of the final label also has a constant complexity.

To provide an idea of the runtimes, for a scenario where $N=168, d=12$, and $k=9$, the execution time on the machine employed in the experiments (whose specifications are outlined at the beginning of Section 7.2) is in the order of 2-3 seconds. This applies to both statevector and simulation, with both components executed with the same modality (actually, simulation is slightly more time-consuming). In the considered scenario, the size of the quantum circuit is 17 qubits for the quantum $k$ - NN and 12 qubits for the quantum binary classifier.

### 7.2 Empirical Evaluation

This section presents the quantum and classical algorithms considered, the selection and preparation of datasets, the experiments setup, and the obtained results. Specifically, the experiments have been conducted on a shared machine equipped with an Intel Xeon Gold 6238 R processor operating at 2.20 GHz and 125 GB of RAM.

### 7.2.1 Methods

The quantum pipeline described in Section 7.1 has been evaluated with various combinations of execution modalities, as outlined in Table 7.1a. Specifically, the objectives of these experiments were to assess the classical pipeline's performance, confirm the equivalence between classical and statevector modalities (the latter representing an ideal execution), and examine the impact of simulation on performance. Actually, the original plan included also quantum executions. However, the maximum number of qubits available for a free account was five at the time of running the experiments (due to the retirement of the largest free machine). Consequently, the reliability of these results strictly depends on that of Qiskit's simulator.

The quantum binary classifier alone has been tested under the modalities outlined in Table 7.1b. Specifically, the classical mode has not been considered due to its effective equivalence with statevector.

Table 7.1: Quantum pipeline modalities (a), quantum binary classifier modalities (b), and baseline methods (c) considered (taken from [128]).
(a)

| Quantum pipeline |
| :---: |
| classical - classical |
| statevector - classical |
| classical - statevector |
| statevector - statevector |
| simulation - classical |
| classical - simulation |
| simulation - simulation |

(b)
$\frac{\text { Quantum classifier }}{\frac{\text { statevector }}{\text { simulation }}}$
(c)


These experiments aimed to gather data to validate any potential enhancement in the performance of the model with the introduction of a quantum locality technique like the quantum $k$-NN.

Lastly, the performance of the pipeline has been compared with that of the classical baseline methods detailed in Table 7.1c. The implementation provided by scikit-learn [85] has been used for many of them, while others have been implemented using scikit-learn procedures. Specifically, the default scikit-learn parameters have been utilized for the random forest, with the number of trees being equal to 100. Instead, for the SVM, two kernels have been evaluated, namely, Gaussian and linear kernels. Two distance metrics have also been tested for the $k$-NN, i.e., cosine and Euclidean distances. Eventually, two pipelines have been taken into account. The $k-N N+$ classifier is the classical analogue of the quantum pipeline, with the classifier being the binary classifier based on the cosine similarity described by Equation (3.3). Conversely, the $k-N N+S V M$ is a pipeline that has been considered in order to assess the benefits of using a more complex model (such as the SVM) instead of the binary classifier. These pipelines have been evaluated with both $k$-NN distance metrics (cosine and Euclidean) and both SVM kernels (Gaussian and linear). In conclusion, it is worth highlighting that the difference between the $k$ - $N N+$ classifier with cosine distance metric and the classical - classical execution of the quantum pipeline lies in the absence of the unit-norm normalization of the input data (for the former).

### 7.2.2 Datasets

All datasets employed in these experiments come from the UCI Machine Learning Repository [29]. Specifically, the dataset selection has been performed according to the following criteria: the associated task is classification (all the models taken into account are classifiers); the features are numerical and, preferably, real-valued (the 02_transfusion dataset consists solely of integer attributes but is labeled as real-valued on the UCI website); the number of attributes is less than or equal to 16 ; the number of instances is not too big, i.e., less than one thousand.

The rationale behind the filter on the attribute type is the amplitude encoding utilized by the quantum models taken into account. Specifically, the data must be numerical, and integer values can be accepted thanks to the unit-norm normalization. Concerning the limitation on the features number, it derives from the initial plan of running experiments on a real quantum device. In particular, the free machine that would have later been retired had 15 qubits. Therefore, if the number of qubits needed for the feature encoding (qubits features ) had surpassed four (i.e., more than 16 attributes), the training instances embeddable in the quantum $k$-NN circuit would have been fallen below 17 (qubits ${ }_{q k n n \_i n d e x} \leq 4$ ), an insufficient quantity (refer to Equation 7.1). Ultimately, the constraint on the number of instances was designed to permit the encoding of the dataset in the quantum circuit without having to perform a drastic subsampling.

Ten datasets meeting the specified criteria were found (some have been discarded because of missing values or unclear structure). Nevertheless, a majority of these datasets featured more than two classes, while Pastorello and Blanzieri's classifier (but also the SVM) operates on binary labels. Consequently, only the two most represented classes have been kept and mapped to $\{-1,1\}$ (in case of a tie, the first two classes have been selected); all the other instances have been discarded. Additionally, if the size

Table 7.2: Datasets properties (the dataset names are links that lead to the corresponding UCI pages). Note: "qb." stands for qubits (taken from [128]).

| Name | Original size | Original classes \# | Features \# | Size (15 qb.) | Size (32 qb.) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 01_iris_setosa_versicolor | 150 | 3 | 4 | 100 | - |
| 01_iris_setosa_virginica |  |  |  | 100 | - |
| 01_iris_versicolor_virginica |  |  |  | 100 | - |
| 02_transfusion[122] | 748 | 2 | 4 | 748 | - |
| 03_vertebral_column_2C | 310 | 2 | 6 | 310 | - |
| 04_seeds_1_2 | 210 | 3 | 7 | 140 | - |
| 05_ecoli_cp_im | 336 | 8 | 7 | 220 | - |
| 06_glasses_1_2 | 214 | 6 | 9 | 80 | 146 |
| 07_breast_tissue_adi_fadmasgla | 106 | 6 | 9 | 71 | - |
| 08_breast_cancer[83] | 116 | 2 | 9 | 80 | 116 |
| 09_accent_recognition_uk_us | 329 | 6 | 12 | 80 | 210 |
| 10_leaf_11_9[108] | 340 | 30 | 14 | 30 | - |

of the resulting dataset was still surpassing the number of instances that can be encoded in the circuit of the quantum $k$-NN with 15 qubits, a random subsampling preserving the ratio between classes has been performed. Regarding this last operation, the reduction of the dataset size due to the split into training and test sets (accurately detailed in the subsequent section) has also been considered. The resulting datasets and their properties are presented in Table 7.2.

Several aspects of the data presented in the table are worth to be mentioned: the dataset names include a suffix denoting the names of the chosen classes if the original number of classes exceeded two; all possible combinations of classes have been considered for the Iris dataset (01), resulting in a total of 12 datasets; the suggested merging of three classes has been executed for 07_breast_tissue_adi_fadmasgla. Concerning the datasets sizes used in the experiments, they are detailed in the last two columns: the first one (Size, 15 qb .) reports the sizes resulting from the entire process presented in the preceding paragraph, while the second one (Size, 32 qb.) displays the sizes without the final subsampling operation (only for datasets for which it was necessary). In detail, the three datasets requiring subsampling (namely, 06_glasses_1_2, 08_breast_cancer, and 09_accent_recognition_uk_us) have been exploited to study the impact of a larger training set, and the value 32 corresponds to the maximum number of qubits for an online simulation (way less qubits are needed in these experiments).

It is also worth highlighting that the two erroneous instances documented on the Iris UCI webpage have been corrected before executing any other operation. The datasets employed in these experiments are publicly available [125].

### 7.2.3 Experimental Setup

All methods listed in Section 7.2 .1 have been executed on all datasets present in Table 7.2 (for both 15 and 32 qubits limits), with the exception of the quantum binary classifier, which has not been applied to the 02_transfusion dataset due to the need for an additional qubit (refer to Equation 7.2). The $\kappa$-fold cross-validation has been used as model evaluation technique. In practice, the dataset is divided into $\kappa$ subsets, also known as folds. Then, $\kappa-1$ folds constitute the training set, and the remaining one becomes the test set. This last step is repeated $\kappa$ times, ensuring that each fold is employed as the test set exactly once. Specifically, the stratified $\kappa$-fold cross-validation, which maintains the class ratio inside the folds as close as possible to the original one, has been used here. Lastly, it is important to mention that the same seed has been used for the folds generation in all experiments, ensuring that all methods have processed identical folds.

The experiments parameters are detailed in Table 7.3. Specifically, $k_{-}$folds denotes the number of folds, which has been set to 5 , a commonly used value in machine learning. Conversely, $k$ represents the selected number of nearest neighbors, a crucial parameter for the quantum pipelines, as well as for the classical $k$-NN and the baseline pipelines $(k-N N+$ classifier and $k-N N+S V M)$. Hence, a

Table 7.3: Parameters of the experiments (taken from [128]).

| Parameter | Value(s) |
| :---: | :---: |
| k_folds | 5 |
| k | $3,5,7,9$ |
| simulation_shots | 1024 |
| simulation_runs | 5 |

range of odd (small) values in arithmetic progression has been tested. Regarding simulation_shots, it denotes the number of measurements (and thus circuit executions) carried out in the simulation mode, and the same value (1024, the default provided by Qiskit) has been used for both the quantum $k$-NN and the quantum binary classifier. Lastly, simulation_runs denotes the number of runs performed for experiments involving a quantum model ( $k$-NN/classifier) in the simulation mode or the random forest. Specifically, the chosen value (5) constitutes a trade-off between the possibility of assessing the statistical significance of results and the computational resources needed. Moreover, no seed has been set for these stochastic methods.

In every cross-validation iteration, a min-max data normalization method has been executed before running the model or pipeline. Specifically, each training set attribute has been rescaled to the $[0,1]$ interval by subtracting the minimum value and dividing by the range. The attributes characterised by a zero range (constant attributes) have been set to zero. As customary, the minimum and range values of the training set have been used for the normalization of the test instances. In the case of a test instance attribute exceeding the interval boundaries after the normalization, a clipping operation has been executed. Moreover, after the feature normalization, a unit-norm normalization procedure has been applied to the input data for the quantum models (including the standalone quantum classifier), as outlined in Section 7.1.2. It is worth observing that the min-max normalization has also ensured consistency in attribute signs, avoiding sign-related issues for the quantum $k$-NN.

### 7.2.4 Results

The results are presented via scatter plots based on the accuracy metric, with the accuracy for a fold being defined as

$$
\begin{equation*}
\text { accuracy }=\frac{\text { number of correctly classified instances in the fold }}{\text { total number of instances in the fold }} \tag{7.3}
\end{equation*}
$$

(this definition is a more specific version of the one provided in Equation 6.1). For multiple runs, the fold average accuracy is shown. Additionally, the statistical significance of the results has been assessed using the Wilcoxon signed-rank test [116], as the data are paired.

Specifically, the first analysis focuses on the various execution modalities of both the quantum pipeline and the quantum binary classifier. Subsequently, a comparison of the two quantum models is presented, and the impact of the dataset size on their performance is analysed. Lastly, an evaluation of the distance metrics considered for the baseline methods is provided, followed by a comparison between the quantum pipeline and the baseline methods.

### 7.2.4.1 Execution Modalities Comparison (Quantum Pipeline)

Figure 7.3 shows several comparisons between execution modalities for the quantum pipeline on the 15 qubits datasets. Each point in these plots corresponds to the accuracy achieved in a fold (or its average across runs). In detail, as expected, the statevector - statevector modality, which represents an ideal execution, is found to be equivalent to the classical - classical modality (Figure 7.3a). The few deviations from the main diagonal stem from two factors: the two modalities utilize different policies for selecting the nearest neighbors in the case of a distance tie; the 02_transfusion dataset includes data points with the same features and different class labels. Despite this, the difference between the two modalities is not statistically significant according to the Wilcoxon signed-rank test (Table 7.4). It is important to remember that the advantage of the considered quantum models/pipelines over their classical counterparts does not lie in the accuracy but in the execution time. Instead, the plots showing the comparison between the classical - classical mode and the statevector - classical / classical


Figure 7.3: Execution modalities comparison on 15 qubits datasets for the quantum pipeline. Each point represents the accuracy obtained in a fold (or its average across runs) (taken from [128]).

Table 7.4: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the fold accuracy distributions shown in Figure 7.3. The values reported in the table are the p-values obtained (taken from [128]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 7.3a | 1.000 | 0.276 | 1.000 | 0.655 |
| Figure 7.3b | $8.80 \mathrm{E}-08$ | $1.18 \mathrm{E}-07$ | $2.46 \mathrm{E}-06$ | $4.01 \mathrm{E}-06$ |
| Figure 7.3c | 0.414 | 0.052 | 0.486 | 0.092 |
| Figure 7.3d | $1.04 \mathrm{E}-07$ | $2.03 \mathrm{E}-07$ | $2.27 \mathrm{E}-07$ | $4.60 \mathrm{E}-07$ |

Table 7.5: Average usage on dataset of the second model for the pipelines including the classical (or statevector) $k$-NN with cosine distance (a) and Euclidean distance (b). The usage on dataset is 1 when the second model is always employed (taken from [128]).
(a) Cosine.
(b) Euclidean.

| $\mathbf{k}$ | $\mathbf{1 5}$ qubits | 32 qubits |
| :---: | :---: | :---: |
| 3 | $0.245 \pm 0.204$ | $0.375 \pm 0.128$ |
| 5 | $0.357 \pm 0.290$ | $0.590 \pm 0.160$ |
| 7 | $0.406 \pm 0.323$ | $0.690 \pm 0.158$ |
| 9 | $0.461 \pm 0.356$ | $0.758 \pm 0.137$ |


| $\mathbf{k}$ | $\mathbf{1 5}$ qubits | $\mathbf{3 2}$ qubits |
| :---: | :---: | :---: |
| 3 | $0.218 \pm 0.229$ | $0.402 \pm 0.133$ |
| 5 | $0.298 \pm 0.305$ | $0.617 \pm 0.187$ |
| 7 | $0.346 \pm 0.346$ | $0.686 \pm 0.188$ |
| 9 | $0.381 \pm 0.371$ | $0.755 \pm 0.166$ |

- statevector have not been reported here as they are identical or nearly identical (without deviant points) to Figure 7.3a.

While the quantum pipeline is equivalent in accuracy to the classical one in an ideal scenario, this equivalence does not hold when the pipeline is simulated (or executed on a real quantum device). Figures 7.3 b and 7.3 d reveal that simulating the quantum $k$-NN with 1024 shots (namely, measurements) has a negative impact on the pipeline's performance, regardless of the chosen $k$ value. In fact, the majority of points are positioned below the main diagonal and the difference is statistically significant for all $k$ values, as indicated in Table 7.4. In practical terms, the considered quantum $k$-NN is highly sensitive to small fluctuations in the estimated probability values, and a higher number of repetitions should be used to improve the results. Conversely, simulating only the quantum binary classifier with 1024 shots (Figure 7.3c) seems to not significantly affect the pipeline performance, and the difference is not statistically significant. However, for the datasets employed here, the model following the classical (or statevector) $k$-NN is rarely used in practice. In most cases, the data samples selected by the classical $k$-NN all belong to the same class, making it challenging to draw definitive conclusions about the subsequent classifier. Table 7.5 a reports the average usage on dataset of the second model in the pipeline for the cosine distance metric and each $k$ value.

### 7.2.4.2 Execution Modalities Comparison (Quantum Binary Classifier)

Figure 7.4 shows the comparison between statevector and simulation modes for the quantum binary classifier on the 15 qubits datasets. The classical modality has not been considered because of its


Figure 7.4: Execution modalities comparison on 15 qubits datasets for the quantum binary classifier. The 02_transfusion dataset is not present, and each point represents the accuracy obtained in a fold (or its average across runs). The p-value obtained by applying the Wilcoxon signed-rank test ( $\alpha=0.05$ ) to the fold accuracy distributions is 0.016 (taken from [128]).
equivalence with statevector. Moreover, the 02_transfusion dataset has been excluded as an extra qubit would have been necessary (as explained in Section 7.2.3). As in the previous plots, each dot corresponds to the accuracy achieved in a fold (or its average across runs). Basically, the quantum binary classifier as well is influenced by probability fluctuations and by the shots number. In fact, the accuracy achieved by simulation is generally inferior to that of statevector, and this difference is statistically significant according to the Wilcoxon signed-rank test (p-value=0.016).

### 7.2.4.3 Quantum Pipeline - Quantum Binary Classifier Comparison

Figure 7.5 shows the comparison between the quantum pipeline and the quantum binary classifier on the 15 qubits datasets. The scatter plots are structured as those in Figure 7.3. However, the 02_transfusion dataset is absent (to enable the comparison), and the $k$ values reported in the legend refer exclusively to the pipeline. As illustrated in Figure 7.5a, the statevector - statevector pipeline outperforms the statevector classifier independently of the $k$ value, and the difference is statistically significant (Table 7.6). Although there are folds where the classifier alone achieves a higher accuracy, they represent a minority. This demonstrates the effectiveness of employing a quantum locality technique like the quantum $k$-NN as a preliminary step of a quantum classifier, and more generally, the value of locality. Conversely, the pipeline's superiority is less pronounced when considering the simulated versions of the models (Figure 7.5b). The quantum pipeline, because of the considered quantum $k$-NN, is significantly more affected by probability fluctuations with respect to the classifier alone. Nonetheless, it demonstrates better overall performance, regardless of the $k$ value (here, the difference is statistically significant as well). Lastly, examining the performance of the different $k$ values in these two plots, no dominant one emerges. In fact, the optimal $k$ value tends to be dataset-dependent. Determining the optimal value for a given dataset would require evaluating the performance of multiple $k$ values employing part of the dataset as a validation set, a task beyond the scope of this paper.


Figure 7.5: Quantum pipeline - quantum binary classifier comparison on common 15 qubits datasets. Each point represents the accuracy obtained in a fold (or its average across runs); the $k$ values refer only to the pipeline (taken from [128]).

Table 7.6: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the fold accuracy distributions shown in Figure 7.5. The values reported in the table are the p-values obtained (taken from [128]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 7.5a | $5.39 \mathrm{E}-07$ | $7.88 \mathrm{E}-07$ | $2.55 \mathrm{E}-06$ | $2.98 \mathrm{E}-06$ |
| Figure 7.5b | 0.042 | 0.001 | $3.35 \mathrm{E}-04$ | $5.84 \mathrm{E}-04$ |

### 7.2.4.4 Dataset Sizes Comparison

Figure 7.6 a shows the impact of the dataset size on the performance of the quantum pipeline and quantum binary classifier. Specifically, for this chart, only the three datasets in Table 7.2 with both 15 qubits and 32 qubits sizes have been taken into account. Furthermore, as a fold-by-fold comparison would not be meaningful in this case, each point in the plot corresponds to the mean fold accuracy on a dataset (or its average across runs). Lastly, the number of points for the pipelines is four times higher compared to the classifier alone, as all $k$ values are taken into account. In practical terms, a larger dataset tends to positively influence the performance of the pipeline in the ideal case (statevector statevector) and has an overall neutral effect in the simulated case (the occurrences of improvement and worsening are balanced). Conversely, the quantum classifier performance tends to degrade in both cases. This demonstrates the ability of the pipeline to leverage a larger number of samples. Although the difference is statistically significant only for the statevector - statevector pipeline, as reported in Table 7.7a, the low number of points should also be considered.

### 7.2.4.5 Distance Metrics Comparison

Figure 7.6 b illustrates the comparison between the cosine and Euclidean distances on the 15 qubits datasets, considering all the baseline methods relying on the $k$-NN algorithm, namely, the $k$ - NN , the


Figure 7.6: Dataset sizes (a) and distance metrics (b) comparisons. In the dataset sizes comparison (a), each point represents the mean fold accuracy obtained on a dataset (or its average across runs); the pipeline comparisons include all $k$ values. In the distance metrics comparison (b), the results obtained by the $k$-NN-based baseline methods ( $k$ - $N N, k$ - $N N+$ classifier, $k-N N+S V M$ Gaussian, $k-N N+S V M$ linear) on the 15 qubits datasets are taken into account; each point represents the accuracy obtained in a fold (taken from [128]).

Table 7.7: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the mean fold accuracy distributions shown in Figure 7.6a (a). Same test applied to the fold accuracy distributions shown in Figure 7.6b (b) (taken from [128]).
(a) Dataset size.

|  | $\mathbf{p}$-value |
| :---: | :---: |
| statevector - statevector | 0.016 |
| simulation - simulation | 0.910 |
| statevector | 0.750 |
| simulation | 0.250 |

(b) Distance metric.

|  | $\mathbf{p - v a l u e}$ |
| :---: | :---: |
| $\mathbf{k}=\mathbf{3}$ | $9.85 \mathrm{E}-10$ |
| $\mathbf{k}=\mathbf{5}$ | $8.33 \mathrm{E}-08$ |
| $\mathbf{k}=\mathbf{7}$ | $7.65 \mathrm{E}-15$ |
| $\mathbf{k}=\mathbf{9}$ | $4.86 \mathrm{E}-08$ |

$k-N N+$ classifier, and the $k-N N+S V M$ with both Gaussian and linear kernels. In this plot, each point corresponds to the accuracy achieved in a fold by one of these four methods. Essentially, for all $k$ values, the Euclidean distance statistically outperforms the cosine distance, as reported in Table 7.7b. Hence, having a quantum $k$-NN version based on the Euclidean distance metric could be advantageous.

### 7.2.4.6 Quantum Pipeline - Baseline Methods Comparison

Figures 7.7 and 7.8 show some comparisons between the statevector - statevector pipeline and baseline methods on the 15 qubits datasets. In particular, each point corresponds to the accuracy achieved in a fold (or its average across runs), and the $k$ values reported in the legends of Figures 7.7 a and 7.7 b refer exclusively to the pipeline. Basically, the random forest consistently outperforms the quantum pipeline for all $k$ values (Figure 7.7a), and the same trend is observed for the best-performing SVM, namely, the SVM with the Gaussian kernel (Figure 7.7b). The differences are statistically significant in both cases, as demonstrated by Table 7.8, with the only exception being the SVM - pipeline comparison with $k=5$. Conversely, the SVM with the linear kernel (not displayed here) achieves only marginally better performance compared to the pipeline, and the difference is not statistically significant.

Concerning the $k$-NN, the version employing the cosine distance metric appears to be equivalent in accuracy to the statevector - statevector pipeline (Figure 7.8a), with few deviations analogous to those in Figure 7.3a. As reported in Table 7.9, the difference is not statistically significant. Hence, it is also on par with the classical - classical pipeline (refer to Section 7.2.4.1). This implies that, for the datasets taken into account, employing either a majority voting or the binary classifier based on the cosine similarity after extracting the $k$ nearest neighbors with the cosine distance metric has exactly the same effect. In fact, the absence of unit-norm normalization in the baseline methods does not influence the cosine distance (or the cosine similarity), as it intrinsically normalizes the data given as input. However, the low effective usage of the second model in the pipeline must also be considered (Table 7.5a). Conversely, the $k$-NN employing the Euclidean distance statistically outperforms the


Figure 7.7: Quantum pipeline - baseline methods comparison on 15 qubits datasets. The pipeline modality is statevector - statevector, each point represents the accuracy obtained in a fold (or its average across runs), and the $k$-values refer only to the pipeline (taken from [128]).

Table 7.8: Wilcoxon signed-rank test ( $\alpha=0.05$ ) applied to the fold accuracy distributions shown in Figure 7.7. The values reported in the table are the p-values obtained (taken from [128]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 7.7a | $1.54 \mathrm{E}-04$ | 0.001 | $1.24 \mathrm{E}-04$ | $1.88 \mathrm{E}-04$ |
| Figure 7.7b | 0.020 | 0.106 | 0.003 | 0.004 |



Figure 7.8: Quantum pipeline - ( $k$-NN-based) baseline methods comparison on 15 qubits datasets. Each point in these plots represents the accuracy obtained in a fold (taken from [128]).

Table 7.9: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the fold accuracy distributions shown in Figure 7.8. The values reported in the table are the p-values obtained (taken from [128]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 7.8a | 1.000 | 0.276 | 1.000 | 0.655 |
| Figure 7.8b | 0.003 | 0.006 | $5.22 \mathrm{E}-05$ | 0.001 |
| Figure 7.8c | 0.003 | 0.002 | $2.15 \mathrm{E}-05$ | $4.36 \mathrm{E}-04$ |

quantum pipeline across all $k$ values, and the scatter plot mirrors that of Figure 7.8 b (refer to Table 7.9 for the results of the statistical test). Essentially, when utilizing the same distance metric, the $k$-NN and the $k-N N+$ classifier exhibit identical performance on the considered datasets. Consequently, the statevector - statevector pipeline obtains the same results as the $k-N N+$ classifier with cosine distance metric (the scatter plot mirrors that of Figure 7.8a) and is overcome by the same model employing the Euclidean distance independently of the $k$ value (Figure 7.8 b ). Actually, due to the previous observation on the unit-norm normalization, the $k-N N+$ classifier with cosine distance and the classical - classical pipeline turn out to be exactly the same model. Lastly, turning attention to the baseline pipelines incorporating the SVM model, the best-performing among them is the $k$ $N N+S V M$ with Euclidean distance and Gaussian kernel, which achieves statistically better results compared to the statevector - statevector pipeline regardless of the $k$ value, as depicted in Figure 7.8c (the results of the statistical test are provided in Table 7.9). Concerning the other versions of this baseline pipeline, the $k-N N+S V M$ with cosine distance and linear kernel is nearly equivalent in accuracy to the quantum pipeline (but still winning the comparison), while the others exhibit a clear superiority. Furthermore, in the case of the Euclidean distance, the $k-N N+S V M$ with linear kernel and the $k-N N+$ classifier turn out to be on par, whereas, in the case of the cosine distance, the former achieves slightly better results than the latter.

Since the effective usage of the model following the extraction of the nearest neighbors is quite low (the values for the Euclidean distance can be found in Table 7.5b), definitive conclusions cannot be drawn. Nonetheless, in the baseline pipelines, the SVM appears to achieve better results compared to the cosine similarity classifier, particularly with a Gaussian kernel. Therefore, trying to combine a quantum $k$-NN version with a quantum SVM might be beneficial. Lastly, it is worth observing that, with the same kernel, the classical SVM generally performs better than the corresponding pipeline with cosine distance and is either outperformed by or equivalent to (in accuracy) the corresponding pipeline with Euclidean distance (still, the low effective usage of the SVM in the pipeline must be considered).

### 7.3 Discussion

In this chapter, the introduction of a quantum locality technique as a preliminary step of a quantum machine learning model, to improve its performance and reduce its circuit size, has been proposed and tested. In particular, the pipeline that has been considered consists of a quantum $k$-NN and a quantum binary classifier. Information concerning the pipeline's implementation (in Python, using Qiskit) and its complexity have been provided. The results have shown that, in the ideal case, the quantum pipeline is equivalent in accuracy to its classical counterpart and is also able to leverage larger datasets. Furthermore, the quantum pipeline has consistently outperformed the quantum binary classifier in both ideal and simulated scenarios, demonstrating the power of locality in the quantum realm. Nevertheless, the considered quantum $k$-NN has turned out to be highly sensitive to probability fluctuations (the quantum binary classifier to a lesser degree), and baseline methods such as the random forest and the SVMs have outperformed the quantum pipeline even in the ideal case. However, it must be considered that the effective usage of the second model in the pipeline was notably low for the datasets taken into account.

Concerning the required number of qubits, the following relationship (derived from Equations 7.1 and 7.2) holds for the considered quantum models:

$$
q^{\prime} b i t s_{q k n n} \leq{q u b i t s_{q b c}} \text { qubits } s_{\text {features }} \leq 3
$$

In practice, using the considered quantum $k-\mathrm{NN}$ as a preliminary step of the quantum binary classifier proves to be advantageous (not disadvantageous) in terms of number of qubits only if the number of attributes is less than 5 (less than 9). Nevertheless, it is important to remark that this relationship holds for the specific quantum models taken into account here, and that the introduction of the quantum $k$-NN has demonstrated to be advantageous in terms of performance.

In addition, it is worth observing that the unit-norm normalization required by the amplitude encoding of data, which is exploited also by the considered quantum models, is characterised by a
significant information loss. Indeed, for example, two data samples with the same ratio between features but different norms are mapped to the same unit vector. This issue could be addressed by introducing additional ad hoc features, similarly to the approach presented in Chapter 8.

Possible future work includes the evaluation on more complex datasets of quantum pipelines involving more complex quantum machine learning models, such as the quantum SVM [89], as its classical counterpart has shown better performance in the pipeline compared to the binary classifier.

## 8 A Euclidean k-NN Algorithm

This chapter is a reworked version of the article "A quantum $k$-nearest neighbors algorithm based on the Euclidean distance estimation" [127], which was motivated by the absence in the literature of a quantum version of the $k$-NN algorithm utilizing the Euclidean distance as the distance metric. In practice, in this chapter, a quantum adaptation of the $k$-NN algorithm, wherein Euclidean distances are computed using a novel quantum encoding with low qubit demands and a simple quantum circuit, is introduced. Similarly to other quantum algorithms, an exponential speedup compared to classical calculations is achieved only if a QRAM is available. Specifically, the performance of the proposed quantum $k$-NN, implemented using Qiskit, have been assessed in terms of both classification accuracy and correctness of identified nearest neighbors (measured using the Jaccard index). The empirical evaluation on a real quantum device was impeded by the qubit requirements of the considered experiments (no sufficiently large machine was available at the time of running the experiments). Among other things, the results have shown the correctness of the formulation.

### 8.1 Method

In this section, the novel quantum $k$-NN algorithm employing the Euclidean distance metric is introduced. Furthermore, a concise discussion of the algorithm's complexity in comparison to its classical counterpart is provided.

### 8.1.1 Algorithm

In the proposed quantum $k$-NN algorithm, a quantity related to the squared Euclidean distance is calculated simultaneously for all training instances. This is achieved through a novel encoding and a straightforward quantum circuit that implements a SWAP-test-like procedure without using controlled-SWAP gates. Essentially, the algorithm leverages the quantum interference phenomenon and encodes these values related to the distances, subsequently estimated via measurements, into the quantum states amplitudes. It is worth underlining that the input vectors are not subjected to a unit-norm normalization procedure, which would lead to a significant information loss (as observed in Section 7.3). Moreover, the algorithm requires a low number of qubits and does not involve any oracle, which makes its implementation particularly advantageous. A more in-depth and formal description of this novel algorithm is provided in the following.

### 8.1.1.1 Data Preprocessing

Let us take into account a training set, denoted as $\mathcal{U}=\left\{\mathbf{u}_{0}, \ldots, \mathbf{u}_{N-1}\right\}$, consisting of real-valued data instances $\mathbf{u}_{j} \in \mathbb{R}^{d}$, and let $\mathcal{L}=\left\{l_{0}, \ldots, l_{N-1}\right\}$ represent the set of labels associated with these instances. Additionally, let $\mathbf{u}^{\prime} \in \mathbb{R}^{d}$ be a test instance with unknown label.

In the preprocessing step of the algorithm, the features are centered and normalized into the range $\left[-\frac{1}{2 \sqrt{d}}, \frac{1}{2 \sqrt{d}}\right]$. This normalization ensures that the resulting vectors have a maximum norm of $\frac{1}{2}$ and a maximum (squared) Euclidean distance of 1 .

### 8.1.1.2 Initial State and Encoding(s)

Let $\mathcal{V}=\left\{\mathbf{v}_{0}, \ldots, \mathbf{v}_{N-1}\right\}$ and $\mathbf{v}^{\prime}$ denote the training set and the test instance after the preprocessing step. The quantum circuit is initialized in state

$$
\begin{equation*}
|\psi\rangle=|0\rangle \otimes\left(\frac{1}{\sqrt{2}}(|0\rangle|\alpha\rangle+|1\rangle|\beta\rangle)\right), \tag{8.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& |\alpha\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}|j\rangle \sum_{i=0}^{F-1} x_{j i}|i\rangle \\
& |\beta\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}|j\rangle \sum_{i=0}^{F-1} x_{j i}^{\prime}|i\rangle
\end{aligned}
$$

Here, $F$ denotes a positive integer value dependent on the selected encoding, and $\mathbf{x}_{j}=\left\{x_{j i}\right\}_{i=0, \ldots, F-1}$ and $\mathbf{x}_{j}^{\prime}=\left\{x_{j i}^{\prime}\right\}_{i=0, \ldots, F-1}$ correspond to the quantum encoded forms of the preprocessed training and test data, respectively. Consequently, the required number of qubits is $2+\left\lceil\log _{2} N\right\rceil+\left\lceil\log _{2} F\right\rceil$. Specifically, this work introduces and evaluates two encodings, extension and translation, whose advantages are presented in the next sections. Let us examine their definitions. Concerning the extension encoding, $F=2 d+3$ and

$$
x_{j i}=\left\{\begin{array}{ll}
\frac{2}{\sqrt{3}} v_{j i} \\
\frac{2}{\sqrt{3}} v_{j(i-d)} \\
\frac{2}{\sqrt{3}}\left\|\mathbf{v}_{j}\right\| \\
0 & 0 \leq i<d \\
\sqrt{1-4\left\|\mathbf{v}_{j}\right\|^{2}}
\end{array} \quad x_{j i}^{\prime}= \begin{cases}-\frac{2}{\sqrt{3}} v_{i}^{\prime} & d \leq i<2 d \\
-\frac{2}{\sqrt{3}} v_{(i-d)}^{\prime} & i=2 d \\
\frac{2}{\sqrt{3}}\left\|\mathbf{v}_{j}\right\| & i=2 d+1 \\
\sqrt{1-\frac{4}{3}\left(2\left\|\mathbf{v}^{\prime}\right\|^{2}+\left\|\mathbf{v}_{j}\right\|^{2}\right)} \\
0 & i=2 d+2\end{cases}\right.
$$

where $v_{j i}$ is the $i$-th feature of the $j$-th preprocessed training instance, and $v_{i}^{\prime}$ is the $i$-th feature of the preprocessed test instance. Conversely, for the translation encoding, $F=2 d+4$ and

Therefore, both encodings require the same number of qubits. Lastly, it is worth observing that, in both cases, $\mathbf{x}_{j}$ (and, consequently, $|\alpha\rangle$ ) is independent of the preprocessed test instance $\mathbf{v}^{\prime}$, while $\mathbf{x}_{j}^{\prime}$ (and, consequently, $|\beta\rangle$ ) is contingent on the preprocessed training set $\mathcal{V}$.

### 8.1.1.3 Bell-H Operation and Final State

Once the initial state has been prepared, an operation denoted here as Bell- $H$ is executed. Specifically, the Bell- $H$ is a SWAP-test-like procedure where the initially superimposed states of interest ( $|\alpha\rangle$ and $|\beta\rangle)$ interfere via a CNOT gate. The corresponding quantum circuit, encompassing also the preparation of the initial state (ending at the dashed vertical line), is

with $I=\left\lceil\log _{2} N\right\rceil+\left\lceil\log _{2} F\right\rceil$. Essentially, the Bell-H circuit includes a first Hadamard gate applied to the first qubit, a CNOT gate having the first qubit as the control and the second qubit as the target, and a second Hadamard gate applied to the first qubit. Therefore, the distinction with respect to a standard Bell circuit, commonly employed for generating Bell states, consists in the presence of
the second Hadamard gate. Compared to the standard SWAP test, an advantageous aspect is the constant number of elementary gates used (three), regardless of the size of the involved states, while a drawback is the increased complexity of the input state preparation, particularly without a QRAM.

The resulting state, after the Bell-H operation, is

$$
\begin{array}{r}
|\gamma\rangle=\frac{1}{2}\left(|0\rangle \otimes\left(\frac{1}{\sqrt{2}}(|0\rangle|\alpha\rangle+|0\rangle|\beta\rangle+|1\rangle|\beta\rangle+|1\rangle|\alpha\rangle)\right)+\right. \\
\left.|1\rangle \otimes\left(\frac{1}{\sqrt{2}}(|0\rangle|\alpha\rangle-|0\rangle|\beta\rangle+|1\rangle|\beta\rangle-|1\rangle|\alpha\rangle)\right)\right) \tag{8.2}
\end{array}
$$

and the probability of obtaining 1 by measuring the first qubit is equal to

$$
\begin{aligned}
P(1) & =\||1\rangle\langle 1 \mid \gamma\rangle \|^{2}= \\
& =\| \frac{1}{2}|1\rangle \otimes\left(\frac{1}{\sqrt{2}}(|0\rangle|\alpha\rangle-|0\rangle|\beta\rangle+|1\rangle|\beta\rangle-|1\rangle|\alpha\rangle)\right) \|^{2}= \\
& =\frac{1}{8}(\langle 0|\langle\alpha|-\langle 0|\langle\beta|+\langle 1|\langle\beta|-\langle 1|\langle\alpha|) \times(|0\rangle|\alpha\rangle-|0\rangle|\beta\rangle+|1\rangle|\beta\rangle-|1\rangle|\alpha\rangle)= \\
& =\frac{1}{8}(1-\langle\alpha \mid \beta\rangle-\langle\beta \mid \alpha\rangle+1+1-\langle\beta \mid \alpha\rangle-\langle\alpha \mid \beta\rangle+1)= \\
& =\frac{1}{8}(4-2\langle\alpha \mid \beta\rangle-2\langle\beta \mid \alpha\rangle)= \\
& =\frac{1}{8}(4-4\langle\alpha \mid \beta\rangle)= \\
& =\frac{1}{2}(1-\langle\alpha \mid \beta\rangle)
\end{aligned}
$$

Now, let us apply some algebraic manipulations. Given the state $|\gamma\rangle$ (Equation 8.2), let us first extract the summation over the index register $|j\rangle$ within $|\alpha\rangle$ and $|\beta\rangle$. This results in a state of the form

$$
\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}[\ldots]|j\rangle
$$

where [...] encompasses all circuit qubits but those being part of the index register. Subsequently, let us trace out, i.e., discard, the second circuit qubit and the features register $|i\rangle$ within $|\alpha\rangle$ and $|\beta\rangle$. Mathematically, this corresponds to calculating the partial trace over these qubits of the density operator that describes the system. In this way, a reduced version of the final state that includes only the first circuit qubit and the index register is obtained; this reduced version can be expressed as

$$
\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}[\sqrt{P(0 \mid j)}|0\rangle+\sqrt{P(1 \mid j)}|1\rangle]|j\rangle
$$

Ultimately, let us leverage the derivation illustrated above. In practical terms, $P(1 \mid j)$ is equal to $\frac{1}{2}\left(1-\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle\right)$, as the summation over the index register (along with its coefficient) has been pulled out. Moreover, $P(0 \mid j)$ must be equal to $1-P(1 \mid j)$ according to the law of total probability. These considerations lead to the following definition of the reduced final state:

$$
\begin{equation*}
|\delta\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}\left[\sqrt{1-s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)}|0\rangle+\sqrt{s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)}|1\rangle\right]|j\rangle \tag{8.3}
\end{equation*}
$$

where

$$
\begin{equation*}
s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)=P\left(\text { qubit }_{1}=1 \mid j\right)=\frac{1}{2}\left(1-\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle\right) \tag{8.4}
\end{equation*}
$$

with qubit ${ }_{1}$ being the first qubit in the circuit. Essentially, $s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ is a similarity measure related to the squared Euclidean distance between $\mathbf{v}_{j}$ and $\mathbf{v}^{\prime}$. Indeed, a lower distance corresponds to a higher

Table 8.1: Properties of the two encodings. Notice that the range of values of $s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ is determined by the preprocessed test instance $\mathbf{v}^{\prime}$ (taken from [127]).

|  | Extension | Translation |
| :---: | :---: | :---: |
| $\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle$ value | $\frac{4}{3}\left(\left\\|\mathbf{v}_{j}\right\\|^{2}-2\left\langle\mathbf{v}_{j}, \mathbf{v}^{\prime}\right\rangle\right)$ | $\left\\|\mathbf{v}_{j}\right\\|^{2}-2\left\langle\mathbf{v}_{j}, \mathbf{v}^{\prime}\right\rangle-\frac{1}{4}$ |
| Minimum $s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ range | $[0.333,0.5]$ | $[0.5,0.625]$ |
| Maximum $s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ range | $[0,0.666]$ | $[0.25,0.75]$ |

$s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ value. Concerning $\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle$, its value depends on the selected encoding (see Table 8.1).
Examining the first row of Table 8.1, two aspects become clear: $\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle$ is directly related to the squared Euclidean distance between $\mathbf{v}_{j}$ and $\mathbf{v}^{\prime}$ (in both cases), and the term $\left\|\mathbf{v}^{\prime}\right\|^{2}$ is absent. The latter is not a problem, as $\left\|\mathbf{v}^{\prime}\right\|^{2}$ is the same across all training instances. Instead, the second and third rows of the same table allow elucidating the strengths of each encoding. Specifically, the extension encoding maximises the range of values of $s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$, enabling a more robust representation of the similarity values, less susceptible to the presence of noise. Conversely, the translation encoding maximises the probability of obtaining 1 by measuring the first qubit, a favorable scenario for reasons that will be clarified in the subsequent section. Lastly, it is important to notice that the range of $s\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ is determined by $\mathbf{v}^{\prime}$. In detail, the minimum range is given by a test instance with norm 0 , while the maximum range is given by a test instance with norm $\frac{1}{2}$ (the maximum allowed value).

### 8.1.1.4 Measurements and Distance Estimate(s)

After executing the Bell-H operation, the qubits present in Equation (8.3), namely, the first circuit qubit and the index register $|j\rangle$, are measured. More precisely, the first qubit in the circuit is the first one to be measured. In this way, upon obtaining $1(0)$, the nearest neighbors indices will have the highest (lowest) probability values. If the index register qubits were measured first, the probability distribution would be uniform. By repeating the execution of the circuit and the measurement process, the joint probabilities $P(0, j)$ and $P(1, j)$ are estimated as relative frequencies, enabling the estimation of the Euclidean distances. In fact, the following relationships apply:

$$
\begin{align*}
& P(0, j)=\frac{1+\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle}{2 N} \Longrightarrow\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle=2 N \times P(0, j)-1,  \tag{8.5}\\
& P(1, j)=\frac{1-\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle}{2 N} \Longrightarrow\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle=1-2 N \times P(1, j) . \tag{8.6}
\end{align*}
$$

Furthermore, for the extension encoding (refer to Table 8.1),

$$
\begin{equation*}
d\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)=\sqrt{\frac{3}{4}\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle+\left\|\mathbf{v}^{\prime}\right\|^{2}} \tag{8.7}
\end{equation*}
$$

with $d\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ being the Euclidean distance between $\mathbf{v}_{j}$ and $\mathbf{v}^{\prime}$, whereas, for the translation encoding,

$$
\begin{equation*}
d\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)=\sqrt{\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle+\frac{1}{4}+\left\|\mathbf{v}^{\prime}\right\|^{2}} \tag{8.8}
\end{equation*}
$$

Independently of the chosen encoding, it is possible to estimate the Euclidean distances $d\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$ starting from either $P(0, j)$ or $P(1, j)$. In this study, two methods for combining the information carried by the two joint probabilities have been developed and evaluated, namely, avg and diff. Specifically, the avg distance estimate corresponds to the mean of the Euclidean distance estimated from $P(0, j)$ and the Euclidean distance estimated from $P(1, j)$. Conversely, for the diff distance estimate, the scalar product value is determined as

$$
\left\langle\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}\right\rangle=N \times(P(0, j)-P(1, j)),
$$

and the Euclidean distance is obtained through Equation (8.7) or (8.8), depending on the encoding.

Lastly, two aspects are worth to be mentioned. To this end, let us take into account two preprocessed training instances $\mathbf{v}_{j_{1}}$ and $\mathbf{v}_{j_{2}}$, with $j_{1}, j_{2} \in\{0, \ldots, N-1\}$, and the preprocessed test instance $\mathbf{v}^{\prime}$. Let $d_{0}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)$ and $d_{1}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)$ denote the Euclidean distances from $\mathbf{v}^{\prime}$ estimated from the joint probabilities $P\left(0, j_{1}\right)$ and $P\left(1, j_{1}\right)$ for $\mathbf{v}_{j_{1}}$ (the same for $\mathbf{v}_{j_{2}}$ ). The following relationships apply:

$$
\begin{aligned}
& \text { avg }=\frac{d_{0}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)+d_{1}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)}{2} \\
& \text { diff }=\sqrt{\frac{d_{0}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)^{2}+d_{1}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)^{2}}{2}}
\end{aligned}
$$

The first one is the definition of the avg distance estimate, while the latter can be verified using Equation (8.7) (or 8.8, depending on the chosen encoding) in conjunction with Equations (8.5) and (8.6). Then, the preprocessed training instances $\mathbf{v}_{j_{1}}$ and $\mathbf{v}_{j_{2}}$ might be arranged differently based on the avg and diff distance estimates. Indeed, let us consider the following situation:

$$
\begin{array}{ll}
d_{0}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)=0.5 & d_{0}\left(\mathbf{v}_{j_{2}}, \mathbf{v}^{\prime}\right)=0.4 \\
d_{1}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)=0.29 & \\
d_{1}\left(\mathbf{v}_{j_{2}}, \mathbf{v}^{\prime}\right)=0.4 .
\end{array}
$$

In the considered scenario, the avg distance estimates for $\mathbf{v}_{j_{1}}$ and $\mathbf{v}_{j_{2}}$ are 0.395 and 0.4 , respectively, whereas the diff distance estimates are 0.409 and 0.4 , respectively. Therefore, $\mathbf{v}_{j_{1}}$ is closer than $\mathbf{v}_{j_{2}}$ (to $\mathbf{v}^{\prime}$ ) according to avg but further according to diff. Secondly, assuming that $d_{0}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)$ and $d_{1}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)$ can be mathematically calculated, i.e., the arguments of the square root in Equation (8.7) (or 8.8, depending on the chosen encoding) are non-negative, the avg distance estimate is consistently lower than or equal to the corresponding diff estimate. Indeed, the contrary would be true only if $\left(d_{0}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)-d_{1}\left(\mathbf{v}_{j_{1}}, \mathbf{v}^{\prime}\right)\right)^{2}<0$, which is not feasible. In cases where the assumption about the square root arguments does not hold because of the state counts obtained, it is possible for the avg distance estimate to be higher than the corresponding diff estimate due to the policy adopted in the current implementation (which is presented in Section 8.2).

### 8.1.1.5 k Nearest Neighbors and Classification

After estimating all the Euclidean distances $d\left(\mathbf{v}_{j}, \mathbf{v}^{\prime}\right)$, the training samples are classically sorted based on them. Subsequently, the $k$ nearest neighbors are determined, and the test instance is classified through a majority voting based on the nearest neighbors labels.

### 8.1.2 Complexity Observations

In terms of complexity, the proposed quantum $k$-NN algorithm differs from its classical counterpart in the estimation/computation of the Euclidean distances. In fact, the preprocessing of data, the identification of the $k$ nearest neighbors (by means of a distance sorting operation), and the label prediction are executed classically in both instances.

The classical $k$-NN algorithm computes the exact Euclidean distances with a complexity of $O(N d)$. In contrast, the quantum $k$-NN algorithm only estimates the Euclidean distances. To do this, multiple shots, i.e., measurements, iterations, are required. Specifically, each iteration involves preparing the initial state, executing the Bell-H quantum circuit, and measuring the qubits state. The complexity of the initial state preparation depends on the availability of a QRAM. Indeed, with a QRAM, assuming that the real values $x_{j i}$ and $x_{j i}^{\prime}$ are stored as classical floating point numbers, the preparation of the initial state has a complexity of $O(\log (N F))$. This results from the possibility of retrieving the states $|\alpha\rangle$ and $|\beta\rangle$ from the QRAM with a complexity of $O(\log (N F))$. In the absence of a QRAM, the desired state must be prepared starting from $|0\rangle^{\otimes(1+I)}$, and the required number of gates varies depending on the quantum processor's architecture. On the other hand, the Bell-H quantum circuit involves a constant number of elementary gates, resulting in a complexity of $O(1)$. The complexity of the measurement step is also constant, as the measurements are simultaneous. Eventually, provided the state counts, computing the distance estimates has a complexity of $O(N)$. Therefore, if a QRAM is available, the overall complexity becomes $O($ shots $\times \log (N F)+N)$, which corresponds to $O($ shots $\times(\log N+\log d)+N)$. It is important to observe that as $N$ increases, the number of shots required for properly estimating the Euclidean distances also increases. In conclusion,
assuming a fixed value of shots, estimating the Euclidean distances in the quantum $k$-NN algorithm has a complexity of $O(\log d+N)$, which is less than $O(N d)$. Conversely, assuming that shots depends logarithmically on $N$, the complexity is $O(\log N \log d+N)$, thus still lower than $O(N d)$.

### 8.2 Implementation

This section provides details about the implementation of the Euclidean distance quantum $k$-NN algorithm introduced in Section 8.1. Specifically, the algorithm has been implemented in Python using Qiskit, i.e., the open-source software development kit supplied by IBM [3]. The code, available at https://github.com/ZarHenry96/euclidean-quantum- $\mathrm{k}-\mathrm{nn}$, supports various execution modes, including:

- classical, which, after performing the preprocessing step described in Section 8.1.1.1, executes a classical $k$-NN algorithm with the Euclidean distance metric. Thus, it does not involve any quantum circuit;
- statevector, representing an ideal execution with infinite iterations. In practice, the final state vector of the circuit is processed in order to provide the output. Hence, no measurement is performed in this case;
- simulation, called local simulation in the code, which provides state counts by sampling from the final probability distribution of the circuit.

No noise is considered in these modalities, and a representative circuit for the simulation mode is provided in Figure 8.1.

The implementation of the algorithm follows the description provided in Section 8.1.1, but some technical details are worth to be mentioned. Regarding the preprocessing step, the normalization of each data feature is performed by subtracting the mean of the maximum and minimum feature values in the training set, and dividing by the feature range (calculated on the training data, and set to 1 in the case of a constant feature) multiplied by $\sqrt{d}$. Additionally, a clipping operation is applied to test instance features exceeding the target range. Now, let us consider the execution modes involving quantum circuits, as the classical one is straightforward. In detail, the initial state preparation is accomplished by computing the amplitudes of all qubits except the first one (being in state $|0\rangle$ by default) and providing them as input to Qiskit's initialization function. Concerning the indices not corresponding to training instances (present when $N$ is not a power of 2 ), they are retained in the joint probabilities estimation and excluded in the distance values calculation. Furthermore, if the square


Figure 8.1: Example of quantum circuit for the quantum $k$-NN based on the Euclidean distance. In this case, $N=4, d=2$, and the execution modality is simulation (statevector does not include the final measurements) (taken from [127]).
root argument in Equation (8.7) or (8.8) is negative or exceeds 1 because of the state counts obtained, the distance value is set to 0 and 1 , respectively. Lastly, training instances with the same Euclidean distance are arranged by increasing training set index (this also applies to the classical execution modality).

In conclusion, it is worth mentioning that, in the simulation mode, Laplace smoothing [119] has been used in the joint probabilities estimation. Basically, for a given number of counts $c$ for the state $|a\rangle|j\rangle$, with $a \in\{0,1\}$, the probability value $P(a, j)$ is estimated as

$$
P(a, j)=\frac{c+p}{\text { shots }+2 N p},
$$

with $p$ being the number of pseudocounts introduced for each state, and shots being the total number of measurements (iterations). Specifically, pseudocounts are added only to the counts of the significant indices, namely, the indices corresponding to existing training instances.

### 8.3 Empirical Evaluation

In this section, the evaluated methods, the chosen datasets, the experimental setup used, and the obtained results are described. Specifically, the experiments have been executed on a shared machine equipped with an Intel Xeon Gold 6238R processor running at 2.20 GHz and 125 GB of RAM.

### 8.3.1 Methods

The Euclidean distance quantum $k$-NN presented in Section 8.1 has been evaluated under different execution modalities and (encoding, distance estimate) configurations, as detailed in Table 8.2. Experiments on real quantum machines have not been executed since large-enough free-access devices were not available at the time of running the experiments. Additionally, for comparison purposes, a few classical baseline methods (enumerated in the same table) have been taken into account. Specifically, the results data for these last methods have been taken from the work by Zardini et al. [128] (more precisely, from the associated figshare repository [126]), thus they are the same results data presented in Section 7.2.4.6.

Table 8.2: Methods tested (taken from [127]).

| Execution modality | Encoding | Distance estimate |
| :---: | :---: | :---: |
| classical | - | - |
| statevector | extension, translation | avg, diff |
| simulation | extension, translation | avg, diff |
| Baseline methods |  |  |
| $k$-NN with cosine distance |  |  |
| random forest (100 trees) |  |  |
| SVM | ith \{Gaussian, linear\} k | nel |

### 8.3.2 Datasets

The datasets employed in these experiments have been fetched from the work by Zardini et al. [128] (specifically, from the associated figshare repository [125]), primarily to ensure the comparability with the baseline methods results. Hence, details about the selection criteria and the preprocessing steps can be found in Section 7.2.2, as it is based on that article. In particular, the datasets employed here, which have also been uploaded to a dedicated figshare repository [124], correspond to the versions without subsampling listed in Table 7.2. For the sake of convenience, their properties are reported in Table 8.3.

Table 8.3: Properties of the datasets used. Note that the dataset names are links leading to the UCI pages of the original versions of the datasets (taken from [127]).

| Name | Classes | Size | Features |
| :---: | :---: | :---: | :---: |
| 01_iris_setosa_versicolor | 2 | 100 | 4 |
| 01_iris_setos_-virginica | 2 | 100 | 4 |
| 01_iris_versicolor_virginica | 2 | 100 | 4 |
| 02_transfusion [122] | 2 | 748 | 4 |
| 03_vertebral_column_2C | 2 | 310 | 6 |
| 04_seeds_1_2 | 2 | 140 | 7 |
| 05_ecoli_cpim | 2 | 220 | 7 |
| 06_glasses_1_2 | 2 | 146 | 9 |
| 07_breast_tissue_adi_fadmasgla | 2 | 71 | 9 |
| 08_breast_cancer [83] | 2 | 116 | 9 |
| 09_accent_recognition_uk_us | 2 | 210 | 12 |
| 10_leaf_11_9 [108] | 2 | 30 | 14 |

### 8.3.3 Experimental Setup

In these experiments, the stratified $\kappa$-fold cross-validation has been chosen as the validation technique. Essentially, each dataset is partitioned into $\kappa$ folds (subsets). Subsequently, $\kappa-1$ folds are designated as the training set, while the remaining one represents the test set. This last step is iterated $\kappa$ times, ensuring that each subset is employed once as the test set. The term "stratified" indicates that the class ratio in the folds is maintained as close as possible to that of the original dataset. Moreover, the same seed has been used for the folds generation across all experiments, guaranteeing that all methods have been tested on the same folds.

The parameter setup used for the quantum $k$-NN experiments is detailed in Table 8.4. Specifically, for all execution modes, the number of folds ( $f o l d s$ ) has been set to 5 , a typical choice in ML. Additionally, four distinct values for the number of nearest neighbors selected $(k)$ have been assessed. Regarding the simulation mode, all (encoding, distance estimate) configurations have been evaluated with 1024 measurements (shots), the default value in Qiskit, and only the best-performing one has been tested with other values. The number of pseudocounts for Laplace smoothing has been arbitrarily established at 10 , and 5 runs (with distinct seeds) have been executed for obtaining statistical evidence. In particular, the simulation seed for each test sample has been randomly generated from a "root" run seed. Lastly, it is important to mention that the evaluation of the different $k$ values has been performed using distinct seeds, while the avg and diff distance estimates have been assessed on the same seeds (i.e., for each test sample, the two distance estimates have been calculated with identical state counts).

Concerning the baseline methods taken into account for comparison, as explained in Section 7.2.3, a standard min-max normalization procedure had been applied to the input data features, resulting in an output range of $[0,1]$. In addition, the classical $k$-NN with cosine distance metric had been evaluated using the same number of folds, folds generation seed, and $k$ values used for the quantum $k$-NN. Given its stochastic nature, five runs had also been executed for the random forest.

Table 8.4: Parameter setup for the quantum $k$-NN experiments (taken from [127]).

Common parameters

| folds | 5 |
| :---: | :---: |
| k | $3,5,7,9$ |

## Simulation parameters

| shots | $512^{\mathrm{a}}, 1024,2048^{\mathrm{a}}, 4096^{\mathrm{a}}, 8192^{\mathrm{a}}$ |
| :---: | :---: |
| pseudocounts | 10 |
| runs | 5 |

[^4]
### 8.3.4 Results

The results are presented using scatterplots and boxplots. Specifically, the quantum $k$-NN's performance have been assessed in terms of both classification accuracy and correctness of the identified nearest neighbors, while, for the baseline methods, only the classification accuracy has been taken into account. In more detail, for given a fold, the accuracy is defined as

$$
\text { accuracy }=\frac{\text { number of correctly classified instances in the fold }}{\text { total number of instances in the fold }}
$$

(this definition coincides with the one provided in Equation 7.3). In cases involving multiple runs, the average value across runs is reported. Concerning the correctness of the identified nearest neighbors, the Jaccard index and the Average Jaccard score [40] have been considered. In detail, for a given test instance, the Jaccard index (JI) is defined as

$$
\text { Jaccard index }(J I)=\frac{\left|\mathcal{S}_{c} \cap \mathcal{S}_{f}\right|}{\left|\mathcal{S}_{c} \cup \mathcal{S}_{f}\right|},
$$

with $\mathcal{S}_{c}$ denoting the (classically computed) set of correct nearest neighbors, and $\mathcal{S}_{f}$ representing the set of identified nearest neighbors. Since each test sample has a corresponding Jaccard index value, the mean value has been taken into account for each fold, and the average of these average values across runs is reported. The same approach has been applied for the Average Jaccard (AJ) score, which, for a given test sample, is defined as

$$
\text { Average Jaccard }(A J)=\frac{1}{k} \sum_{m=1}^{k} h\left(\mathcal{S}_{c m}, \mathcal{S}_{f m}\right)
$$

with $k$ being the number of nearest neighbors selected, $h$ being the function that calculates the Jaccard index, and $\mathcal{S}_{c m}$ being the set that comprises the correct nearest neighbors up to the $m$-th most similar element (the same holds for $\mathcal{S}_{f m}$ ). Lastly, the statistical significance of the results has been evaluated via the Wilcoxon signed-rank test [116], given the paired nature of the data. In certain cases (difference boxplots), the one-sample T-test [39] has also been considered.

### 8.3.4.1 Execution Modalities Comparison

Let us focus first on the classical and statevector execution modalities. According to Figure 8.2, these modalities are equivalent in terms of accuracy (Figure 8.2a), Jaccard index (Figure 8.2b), and Average Jaccard score (Figure 8.2c). This is also confirmed by the Wilcoxon signed-rank test, whose results are reported in Table 8.5. In particular, only one statevector configuration, namely, (extension, avg), is showcased here. However, the results are the same for all of them ${ }^{1}$. This demonstrates the correctness of the algorithm introduced in Section 8.1, as it achieves identical results to its classical counterpart in the ideal case. It is also crucial to recall that the quantum algorithm's advantage over its classical counterpart consists in the execution time.

Next, let us consider the statevector and simulation execution modalities. Figure 8.3 displays the comparison in terms of accuracy (Figure 8.3a), Jaccard index (Figure 8.3b), and Average Jaccard score (Figure 8.3c) for the (extension, avg) configuration. In practice, statevector statistically outperforms simulation with 1024 shots in both classification accuracy and correctness of the identified nearest neighbors, as confirmed by Table 8.6, demonstrating a significant drop in performance when simulating the algorithm with a limited number of shots. Specifically, the degradation is more pronounced for the Jaccard index and the Average Jaccard score. These findings are valid also for the other (encoding, distance estimate) configurations, as shown in Figures 8.4 to 8.6 and Tables 8.7 to 8.9.
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Figure 8.2: Comparison between classical and statevector execution modalities in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c). The configuration used for statevector is (extension, avg), but the results are the same for all configurations. Each point is related to a dataset fold (taken from [127]).

Table 8.5: Wilcoxon signed-rank test ( $\alpha=0.05$ ) applied to the distributions shown in Figure 8.2. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.2a | 1.000 | 1.000 | 1.000 | 1.000 |
| Figure 8.2b | 1.000 | 1.000 | 1.000 | 1.000 |
| Figure 8.2c | 1.000 | 1.000 | 1.000 | 1.000 |



Figure 8.3: Comparison between statevector (extension, avg) and simulation (extension, avg) in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c). The number of shots for simulation is 1024, and each point is related to a dataset fold (taken from [127]).

Table 8.6: Wilcoxon signed-rank test ( $\alpha=0.05$ ) applied to the distributions shown in Figure 8.3. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.3a | $1.624 \mathrm{E}-10$ | $1.622 \mathrm{E}-10$ | $5.140 \mathrm{E}-10$ | $1.608 \mathrm{E}-09$ |
| Figure 8.3 b | $1.626 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.629 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |
| Figure 8.3c | $1.629 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |



Figure 8.4: Comparison between statevector (extension, diff) and simulation (extension, diff) in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c). The number of shots for simulation is 1024, and each point is related to a dataset fold (taken from [127]).

Table 8.7: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the distributions shown in Figure 8.4. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.4a | $1.106 \mathrm{E}-10$ | $1.106 \mathrm{E}-10$ | $7.530 \mathrm{E}-11$ | $1.719 \mathrm{E}-10$ |
| Figure 8.4b | $1.628 \mathrm{E}-11$ | $1.629 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |
| Figure 8.4c | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |



Figure 8.5: Comparison between statevector (translation, avg) and simulation (translation, avg) in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c). The number of shots for simulation is 1024, and each point is related to a dataset fold (taken from [127]).

Table 8.8: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the distributions shown in Figure 8.5. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.5a | $1.234 \mathrm{E}-10$ | $3.492 \mathrm{E}-10$ | $3.492 \mathrm{E}-10$ | $6.149 \mathrm{E}-10$ |
| Figure 8.5b | $1.628 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |
| Figure 8.5c | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |



Figure 8.6: Comparison between statevector (translation, diff) and simulation (translation, diff) in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c). The number of shots for simulation is 1024, and each point is related to a dataset fold (taken from [127]).

Table 8.9: Wilcoxon signed-rank test ( $\alpha=0.05$ ) applied to the distributions shown in Figure 8.6. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.6a | $1.379 \mathrm{E}-10$ | $1.712 \mathrm{E}-10$ | $7.516 \mathrm{E}-11$ | $2.523 \mathrm{E}-10$ |
| Figure 8.6b | $1.627 \mathrm{E}-11$ | $1.629 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |
| Figure 8.6c | $1.629 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ | $1.630 \mathrm{E}-11$ |

### 8.3.4.2 Encodings and Distance Estimates Comparison

This analysis focuses solely on the simulation modality (with 1024 shots) as all (encoding, distance estimate) configurations have obtained identical results in the case of the statevector modality (the distance estimates are exact in the ideal case). Specifically, the comparisons are illustrated via difference boxplots, in which each point depicts the difference for a (dataset fold, $k$ value) pair. The comparisons in terms of accuracy, Jaccard index, and Average Jaccard score are provided in Figure 8.7.

Regarding the classification accuracy (Figure 8.7a), the best results have been obtained by the (translation, avg) configuration, which has statistically outperformed all the others, as reported in Table 8.10a. Overall, the translation encoding has demonstrated superior performance compared to the extension encoding in terms of accuracy. In addition, with the same encoding, the avg distance estimate has exhibited better performance than the diff distance estimate. Eventually, it is worth observing that all the differences are statistically significant with respect to both median (Wilcoxon signed-rank test) and mean (one-sample T-test), excluding the (extension, avg) - (translation, diff) comparison in terms of median.

Unexpectedly, the configuration that has achieved the highest classification accuracy differs from the configuration that has identified the best nearest neighbors. In fact, as shown in Figure 8.7b, the configuration that has performed the best in terms of Jaccard index is (extension, avg), and its difference with respect to the other configurations is almost always significant, as indicated in Table 8.10b. Overall, the extension encoding has performed better than the translation encoding in terms of Jaccard index. Instead, no distance estimate has clearly outperformed the other one in this case. Indeed, with the extension encoding, the avg distance estimate has achieved better results, while, with the translation encoding, the diff distance estimate has performed better. The majority of the differences are statistically significant in both median and mean, with a few exceptions such as the (extension, avg) - (extension, diff) comparison in mean, and the (translation, avg) - (translation, diff) comparison for both statistics. Concerning the Average Jaccard score (Figure 8.7c), a similar trend is observed, with (extension, avg) emerging as the best configuration. Nevertheless, in this case, the extension encoding with the diff distance estimate has achieved the worst results. This means that, among the $k$ nearest neighbors returned by this configuration, the correct ones are the most dissimilar


Figure 8.7: Comparison of (encoding, distance estimate) configurations in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c) for the simulation execution modality. The number of shots is 1024, and each data point corresponds to the difference for a (dataset fold, $k$ value) pair (taken from [127]).

Table 8.10: Wilcoxon signed-rank test and one-sample T-test applied to the distributions shown in Figure 8.7a (a), Figure 8.7b (b), and Figure 8.7c (c). Each column corresponds to a different comparison, and the first letter identifies the encoding ( $\mathrm{E}=$ extension, $\mathrm{T}=$ translation), while the second letter identifies the distance estimate ( $\mathrm{A}=a v g, \mathrm{D}=\operatorname{diff})$. The values reported in the tables are the pvalues obtained ( $\alpha=0.05$ ) (taken from [127]).
(a)

|  | EA-ED | EA-TA | EA-TD | ED-TA | ED-TD | TA-TD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wilcoxon | $9.378 \mathrm{E}-26$ | $3.019 \mathrm{E}-05$ | 0.069 | $1.771 \mathrm{E}-24$ | $1.539 \mathrm{E}-21$ | $1.084 \mathrm{E}-09$ |
| T-test | $1.236 \mathrm{E}-27$ | $3.706 \mathrm{E}-07$ | 0.001 | $1.404 \mathrm{E}-20$ | $2.037 \mathrm{E}-18$ | $2.492 \mathrm{E}-09$ |

(b)

|  | EA-ED | EA-TA | EA-TD | ED-TA | ED-TD | TA-TD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wilcoxon | 0.003 | $8.888 \mathrm{E}-09$ | $1.917 \mathrm{E}-07$ | 0.010 | 0.043 | 0.104 |
| T-test | 0.054 | $6.775 \mathrm{E}-07$ | $1.102 \mathrm{E}-05$ | 0.001 | 0.005 | 0.054 |

(c)

|  | EA-ED | EA-TA | EA-TD | ED-TA | ED-TD | TA-TD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wilcoxon | $1.556 \mathrm{E}-07$ | 0.002 | 0.008 | 0.315 | 0.111 | 0.043 |
| T-test | $6.693 \mathrm{E}-07$ | 0.057 | 0.202 | 0.735 | 0.374 | 0.123 |

ones. Moreover, in the case of the Average Jaccard score, few differences turn out to be statistically significant, as detailed in Table 8.10c. Notably, the (extension, avg) configuration has statistically outperformed all the others in median and (extension, diff) also in mean.

### 8.3.4.3 Comparison with Baseline Methods

Several classical baseline methods have been considered for comparison. In particular, Figure 8.8 displays the comparison in terms of classification accuracy between the baseline methods and the statevector modality in the (translation, avg) configuration. However, it is worth noting that the configuration chosen for statevector is irrelevant, as elucidated in the preceding sections. Essentially, in the ideal case, the Euclidean distance quantum $k$-NN statistically outperforms both the classical $k$-NN with the cosine distance metric (Figure 8.8a) and the SVM with the linear kernel (Figure 8.8d), as reported in Table 8.11. Conversely, both the random forest (Figure 8.8b) and the SVM with the Gaussian kernel (Figure 8.8c) perform better than it. However, the only statistically significant difference observed is the one with the SVM with the Gaussian kernel, for $k=3$.

Analogous plots for the simulation modality in the (translation, avg) configuration, which has obtained the best results in classification accuracy, are provided in Figure 8.9. In detail, all the considered baseline methods have statistically outperformed the proposed quantum $k$-NN in the simulation modality, as reported in Table 8.12.

### 8.3.4.4 Number of Shots Analysis

This final analysis explores the correlation between number of shots (measurements) and performance for the simulation modality. Specifically, in this case, only the best-performing quantum $k$-NN configuration, namely, the (extension, avg) configuration, has been taken into account. Indeed, the primary objective of the quantum $k-\mathrm{NN}$ is to accurately identify the $k$ nearest neighbors, and the configuration in question has obtained the highest Jaccard index and Average Jaccard score, as illustrated in Section 8.3.4.2. The results are shown in Figure 8.10, utilizing difference boxplots with 512 as the baseline number of shots.

In practical terms, the higher the number of shots, the better the performance of the quantum $k$-NN. Specifically, this trend is more pronounced for both the Jaccard index (Figure 8.10b) and the Average Jaccard score (Figure 8.10c). However, the differences in absolute value are smaller when compared to those related to the accuracy (Figure 8.10a). Moreover, almost all differences are statistically significant in both median (Wilcoxon signed-rank test) and mean (one-sample T-test), as


Figure 8.8: Comparison between some classical baseline methods and statevector in terms of accuracy. The configuration used for statevector is (translation, avg), but the results are the same for all configurations. Each point is related to a dataset fold (taken from [127]).

Table 8.11: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the distributions shown in Figure 8.8. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.8a | 0.003 | 0.001 | $6.502 \mathrm{E}-05$ | $8.149 \mathrm{E}-05$ |
| Figure 8.8b | 0.074 | 0.165 | 0.095 | 0.258 |
| Figure 8.8c | 0.046 | 0.407 | 0.103 | 0.062 |
| Figure 8.8d | 0.045 | 0.005 | 0.012 | 0.007 |



Figure 8.9: Comparison between some classical baseline methods and simulation (translation, avg) in terms of accuracy. The number of shots for simulation is 1024, and each point is related to a dataset fold (taken from [127]).

Table 8.12: Wilcoxon signed-rank test $(\alpha=0.05)$ applied to the distributions shown in Figure 8.9. The values reported in the table are the p-values obtained (taken from [127]).

|  | $\mathbf{k}=\mathbf{3}$ | $\mathbf{k}=\mathbf{5}$ | $\mathbf{k}=\mathbf{7}$ | $\mathbf{k}=\mathbf{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure 8.9a | $2.147 \mathrm{E}-10$ | $5.660 \mathrm{E}-10$ | $8.949 \mathrm{E}-10$ | $1.210 \mathrm{E}-09$ |
| Figure 8.9b | $1.105 \mathrm{E}-10$ | $2.521 \mathrm{E}-10$ | $3.705 \mathrm{E}-10$ | $6.632 \mathrm{E}-10$ |
| Figure 8.9c | $1.105 \mathrm{E}-10$ | $2.380 \mathrm{E}-10$ | $3.494 \mathrm{E}-10$ | $3.500 \mathrm{E}-10$ |
| Figure 8.9d | $3.172 \mathrm{E}-10$ | $3.976 \mathrm{E}-10$ | $1.299 \mathrm{E}-09$ | $3.502 \mathrm{E}-10$ |



Figure 8.10: Comparison of different numbers of shots in terms of accuracy (a), Jaccard index (b), and Average Jaccard score (c) for the simulation execution modality in the (extension, avg) configuration. Each data point corresponds to the difference for a (dataset fold, $k$ value) pair (taken from [127]).

Table 8.13: Wilcoxon signed-rank test and one-sample T-test applied to the distributions shown in Figure 8.10a (a), Figure 8.10b (b), and Figure 8.10c (c). The values reported in the tables are the p-values obtained ( $\alpha=0.05$ ) (taken from [127]).
(a)

|  | $\mathbf{1 0 2 4 - 5 1 2}$ | $\mathbf{2 0 4 8 - 5 1 2}$ | $\mathbf{4 0 9 6} \mathbf{- 5 1 2}$ | $\mathbf{8 1 9 2 - 5 1 2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Wilcoxon | 0.001 | $3.131 \mathrm{E}-07$ | $2.432 \mathrm{E}-11$ | $6.830 \mathrm{E}-11$ |
| T-test | 0.473 | $5.648 \mathrm{E}-05$ | $3.016 \mathrm{E}-08$ | $7.904 \mathrm{E}-11$ |

(b)

|  | $\mathbf{1 0 2 4 - 5 1 2}$ | $\mathbf{2 0 4 8}-\mathbf{5 1 2}$ | $\mathbf{4 0 9 6 - 5 1 2}$ | $\mathbf{8 1 9 2 - 5 1 2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Wilcoxon | $1.151 \mathrm{E}-17$ | $5.672 \mathrm{E}-33$ | $4.761 \mathrm{E}-38$ | $1.393 \mathrm{E}-40$ |
| T-test | $4.330 \mathrm{E}-17$ | $5.712 \mathrm{E}-26$ | $1.955 \mathrm{E}-30$ | $1.561 \mathrm{E}-38$ |

(c)

|  | $\mathbf{1 0 2 4 - 5 1 2}$ | $\mathbf{2 0 4 8 - 5 1 2}$ | $\mathbf{4 0 9 6 - 5 1 2}$ | $\mathbf{8 1 9 2 - 5 1 2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Wilcoxon | $1.977 \mathrm{E}-11$ | $8.804 \mathrm{E}-30$ | $2.327 \mathrm{E}-37$ | $1.030 \mathrm{E}-39$ |
| T-test | $3.037 \mathrm{E}-09$ | $6.719 \mathrm{E}-23$ | $1.862 \mathrm{E}-27$ | $3.622 \mathrm{E}-33$ |

indicated in Table 8.13, with the only exception being the $1024-512$ comparison in terms of mean for the accuracy. Lastly, it is important to mention that, for a larger dataset, a higher number of shots is necessary to properly estimate the joint probability values.

### 8.4 Discussion

In this chapter, a new Euclidean distance quantum $k$-NN algorithm has been proposed and empirically evaluated. Specifically, two novel (and different) encodings of the input data into the quantum states amplitudes, not necessitating unit-norm normalization and requiring a low number of qubits, have been introduced. The quantum circuit used, not involving oracles, implements a SWAP-test-like procedure with a fixed number of elementary gates, enabling the parallel computation of quantities related to the pairwise Euclidean distances. In addition, two methods for estimating the Euclidean distance values, given the state counts resulting from the repeated measurements, have been presented. The final steps, namely, the training data sorting and the classification, are performed classically.

Concerning the empirical evaluation, the algorithm has been implemented in Python, using Qiskit, and tested on real-world datasets. The results have shown that, in the ideal case, the proposed quantum $k$-NN is equivalent to its classical counterpart in terms of both classification accuracy and nearest neighbors extraction, demonstrating the correctness of the formulation (the advantage of the proposed algorithm lies in the execution time). However, when simulating the algorithm with a finite number of measurements (1024), a significant drop in performance has been observed, regardless of the (encoding, distance estimate) configuration used. Among the tested configurations, (extension, avg) has turned out to be the best one. Indeed, although (translation, avg) has achieved the highest classification accuracy, the main objective of the algorithm is to identify the nearest neighbors, task in which (extension, avg) has obtained the best results (note that the distance estimate is avg in both cases). Concerning the classical baseline methods taken into account, half of them have outperformed the quantum $k$-NN in the ideal case, while all of them have outperformed the simulated version with 1024 shots. Lastly, the analysis regarding the number of measurements has confirmed that it is possible to enhance the algorithm's performance, when simulated, by increasing the number of shots.

Future investigations could involve evaluating the proposed model on different datasets, using a higher number of shots, and on real quantum devices, where noise is present.

## 9 Conclusion

In this thesis, several hybrid classical-quantum algorithms have been introduced and/or empirically evaluated. Indeed, the empirical evaluation is a fundamental part of the algorithmic research. Specifically, both quantum annealing and universal quantum computing have been addressed here, ranging from generic optimization to machine learning tasks.

On the quantum annealing side, the performance of QALS, a meta-heuristic approach for tackling QUBO optimization problems not directly mappable on the annealer topology, have been investigated first. Two efficient implementations, with different pros and cons, have been presented, and two complementary optimization problems have been considered for the empirical evaluation. The results have shown that, whenever a problem cannot be efficiently solved with classical methods, QALS allows processing larger instances than the standard embedding procedure provided by D-Wave, although the solutions found do not necessarily satisfy the problem constraints. Then, the QUBO formulation proposed by O'Gorman et al. for Bayesian network reconstruction has been implemented and empirically assessed on real-world problems. The formulation in question, with some minor improvements, has turned out to be successful for networks of small sizes and with no more than two parents per node, but good-quality solutions (in terms of energy) have also been found for larger networks. Additionally, for handling bigger BNSL instances, a divide et impera approach has been introduced. The experiments have demonstrated its superiority over the direct application of O'Gorman's formulation, although the solutions found were generally non-optimal, probably due to the non-ideal annealing setup used. Lastly, the local application of quantum-trained SVM models has been proposed and empirically evaluated in the remote sensing domain. To do this, FaLK-SVM, the framework for efficient local SVMs, has been extended, incorporating quantum-trained SVM models for binary and multiclass classification. The results have shown the efficacy of the approach, with the local quantum-trained methods achieving performance close to their classical counterparts and always better than their global counterparts. In addition, the scalability of the approach has been classically verified, and, using the multiclass models, its practical applicability in a large-scale scenario has been demonstrated.

On the universal quantum computing side, locality (of data samples in the feature space) has been the leitmotiv. Indeed, first, the application of a quantum locality technique as a preliminary step of a quantum machine learning model has been proposed and empirically evaluated. Specifically, a pipeline consisting of a quantum $k$-NN and a quantum binary classifier (based on the cosine similarity) has been considered and implemented. The approach has turned out to be effective, with the quantum pipeline consistently outperforming the quantum binary classifier in the experiments despite the high sensitivity of the considered quantum $k$-NN to probability fluctuations. Some classical baseline methods have achieved better results, but the actual usage of the second model in the pipeline was very low for the real-world datasets taken into account. Then, a quantum $k$-NN algorithm based on the Euclidean distance estimation, still missing in the literature and characterised by a really simple quantum circuit, has been introduced and empirically evaluated on similar datasets. In particular, two novel data encoding schemes and two ways of estimating the distances have been presented. The results have demonstrated the correctness of the formulation and the algorithm's competitiveness with respect to some classical baseline methods in the ideal case. However, a significant drop in performance when using a limited number of measurements has also been observed.

Future directions of research include evaluating the aforementioned quantum annealing algorithms using more performing annealing parameters. Additionally, the divide et impera approach for BNSL could be assessed on larger problems, considering different strategies for the subproblems generation. Concerning the local quantum-trained SVMs, datasets from different domains and different model parameters could be taken into account. Moreover, a local version of the quantum-trained support vector regression model, not considered here, could be developed. Regarding the algorithms for universal quantum devices, they could be assessed on real machines, considering more complex datasets
and a higher number of measurements. Additionally, more complex models like the quantum SVM could be taken into account for the locality-based quantum machine learning pipelines. Lastly, the proposed quantum $k$-NN could be slightly modified in order to obtain a quantum binary classifier based on the Euclidean distance.

To conclude, most of the proposed hybrid approaches have turned out to be effective. However, in order to be competitive against fully classical methods, less noisy quantum architectures are required. Additionally, the physical realization of a QRAM would also be of great importance for universal quantum computing. Hence, these approaches are currently limited by the available hardware. Nevertheless, it is fundamental to carry on the algorithmic research so that when more mature hardware is available, the algorithms will be ready.
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[^0]:    ${ }^{1}$ If the matrix $Q$ is symmetric, it is sufficient to sum the corresponding elements outside the main diagonal in order to obtain an upper triangular matrix.

[^1]:    ${ }^{2} y_{i}=\sum_{l=1}^{\mu} 2^{l-1} y_{i l}$, with $\mu=\left\lceil\log _{2}(m+1)\right\rceil$

[^2]:    ${ }^{3}$ The regularization factor of the SVM is usually denoted as $C$. To avoid ambiguity with the number of classes in the QMSVM formulation (see Section 2.5.2), $C$ has been replaced here with $A$.

[^3]:    ${ }^{1}$ https://en.wikipedia.org/wiki/Simulated_annealing

[^4]:    ${ }^{\text {a }}$ Only the best (encoding, distance estimate) configuration of the quantum $k$-NN has been tested with this number of shots.

[^5]:    ${ }^{1}$ Actually, in the case of the translation encoding, the Average Jaccard score for a single fold of a single dataset has turned out to be lower than that of classical. The reason is the swap, for some test samples, of two nearest neighbors, caused by the numerical approximation of the distance values. Nevertheless, the difference is not statistically significant ( p -value $=0.317$ for all $k$ values).

