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Abstract

The p̄/p ratio published by AMS-02 shows an excess of p̄ at rigidities above 60 GV , which
can potentially be from WIMP annihilation. To that end, one has to decouple the contribution
of secondary p̄ coming from standard p + He/H → p̄ + X process. However models com-
puting the latter component are affected by astrophysical and nuclear uncertainties. To reduce
the former, the Φ10Be/Φ9Be ratio is calculated by analysing 10 years of AMS-02 Be data. A
set of selection criteria is developed to extract a pure sample of Be, and a fit model is con-
structed to extract the counts of the Be isotopes viz. 7Be, 9Be, and 10Be. Additionally, the
detector acceptance is computed using the AMS-MC datasets for Be, and the RTI information
from the AMS-02 data is employed to calculate the exposure time. Using these components,
the detector level fluxes are calculated for each of the isotopes which is then unfolded using a
Bayesian iterative unfolding procedure to extract the particle level fluxes. These fluxes are then
utilised to compute the ratios, Φ10Be/Φ9Be and Φ7Be/ΦTotal Be. The former is compared with
various theoretical models for computation of galactic halo sizes from the Φ10Be/Φ9Be ratio;
which suggests that the AMS-02 results severely challenges our understanding of halo sizes.

Furthermore, for the measurement of the p̄ production cross-section, p beam at various energies
from the CERN Super Proton Synchrotron are directed at a liquid He target within the COM-
PASS++/AMBER experimental hall. For this purpose, the COMPASS-RICH detector is used
for p̄ identification. As such, a Monte-Carlo simulation of the detector is developed in Geant4,
and a reconstruction algorithm is written. This work is presented as an appendix to the thesis.
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Chapter 1

Introduction

1.1 Overview

”Is our Universe really Dark?”

To place the above sensational comment in perspective, we need to note that unravelling the
composition of our Universe is still a daunting question for Physicists. Evidence from numer-
ous astrophysical and cosmological sources, and observations has resulted in a Standard Model
of Cosmology wherein the ordinary matter constitutes only about 5% of the universe and the
nature of the remaining 95% remains “dark” or unknown to us. Around 68% of the Universe’s
energy budget is in form of Dark Energy, which has been hypothesised to explain the current
acceleration of the expanding universe. The remaining ∼ 27% is in the form of Dark Matter
(DM) which is hypothesised to be non-baryonic, non-luminous, non-relativistic form of matter
that constitutes about 85% of the matter content of the universe.

Theorists have come up with several scenarios to explain the particle nature of DM. Those theo-
ries rely on going beyond the Standard Model of Particle Physics. The Standard Model (SM) of
Particle Physics is a massively successful theory providing high-precision theoretical estimates
for experimental data, and it describes the Weak, Electromagnetic and Strong Forces. Despite
being a major breakthrough in physics, SM cannot explain the origin, existence and properties
of DM. Although there has been no statistically significant results from any accelerator based
experiments including the LHC, of Physics beyond SM, we have strong evidence from other
experiments that SM is at best a low energy effective Quantum Field Theory.

We have scant knowledge about DM as a particle, however, any candidate for (most of) DM
must obey the observational constraints. In cosmological terms, the relic abundance of the can-
didate particle should account for the observed Cold Dark Matter (CDM) abundance, should
be non-relativistic (and hence the name cold) in nature to allow structure formation in the early
universe, and among others, its lifetime should be larger than the age of the universe, or in
other words, it should be cosmologically stable. Among the various candidate theories for DM,
Weakly Interacting Massive Particles (WIMPs) are of great interest and have been widely con-
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sidered theoretically which has further instigated enormous experimental endeavours to detect
them. What makes WIMPs theoretically interesting is that they arise naturally in several exten-
sions of the SM, such as the Minimal Supersymmeteric Standard Model (MSSM).

Efforts have been made worldwide to detect WIMPs using various methods, such as direct, indi-
rect, and collider searches. However, there has not been a definitive WIMP detection signature
thus far. The DAMA/LIBRA collaboration [74, 246] has reported a sustained annual modu-
lation in its detector, which could be due to changes in the relative velocity between galactic
WIMPs and Earth caused by Earth’s rotation around the Sun. DAMA uses NaI(T l) crystals to
measure WIMP scattering, and the detected signal indicates a WIMP mass of around 10GeV if
the scattering from Na ions is taken into consideration. The data collected from DAMA phase
1 and phase 2 [75], which corresponds to an exposure of 2.46 tons × yr , has a combined
significance of 12.9 σ C.L. [116]. Another collaboration called CRESST [57] has also reported
an excess of data that suggests WIMP masses in the range of 10 − 60 GeV with a WIMP nu-
cleon scattering cross section between 10−43 and 10−40 cm2. CoGENT [7] has observed event
excesses and annual modulation similar to the DAMA experiment, with a significance of 2.8
σ C.L.. The results from the DAMA, CoGENT, and CRESST experiments are difficult to rec-
oncile with the simplest models of DM [190, 248], and the parameter space that these models
suggest for the relationship between WIMP mass and WIMP nucleon scattering cross-section
seems to be inconsistent. This conflict is also apparent when comparing these positive signals
to the null results from experiments such as LUX [39], XENON-1T [58], and PANDA [262],
which have set the most stringent limits on WIMP nucleon spin-independent cross-sections.
These limits constrain the WIMP nucleon scattering cross section to below 10−45 cm2 for light
DM, with WIMP masses below 100 GeV . As a result, it is worthwhile to explore the WIMP
nucleon cross-section for lighter WIMPs, using complementary techniques such as indirect de-
tection or searches at colliders.

WIMPs can potentially be created as a result of proton-proton collisions at the LHC, along-
side one or more QCD (Quantum Chromodynamics) jets, photons, and other detectable par-
ticles from the SM. However, the DM produced in this way would not be detected due to its
very weak interaction cross-section. Therefore, experiments are looking for missing transverse
energy (ET ) signals, which could indicate the presence of dark matter. Searches at the col-
lider involve looking for ET and specific SM particles in predicted final states, often involving
searches for SUSY particles that can further decay to DM candidates. However, so far, no such
signatures have been found, and results from collider searches are consistent with SM expec-
tations. The ATLAS [4], CMS [252], and LHCb [5] experiments at the LHC have set strong
limits on DM candidates. MiniBooNE experiment at Fermilab [35] also contrain Sub-GeV DM
candidates. Efforts to detect DM in the sub-GeV mass range has also been actively pursued at
fixed target experiments and with high intensity, low-energy colliders. In particular, Search for
dark photons decaying into light DM has also been conducted at e+e− colliders such as BaBar
(see chapter 16 of Ref. [128]). However, it’s important to note that the limits set by colliders
are model-dependent, and hence the interpretation of these limits should be done, taking into
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consideration the underlying mechanisms that couple DM to the SM particles.

Indirect searches are often used in combination with direct detection and collider-based searches
to detect DM. They involve searching for the products of the annihilation and decay of WIMPs
in regions where there is a high concentration of DM, such as the center of the sun, earth, and
galaxy. This can manifests as distortions in gamma-ray spectra or anomalies in rare compo-
nents of Cosmic Rays (CRs), such as antimatter components like anti-protons, anti-deuterons,
and positrons. Specifically, CR antimatter components have the potential to detect the products
of DM annihilation in addition to standard astrophysical production.

χ+ χ→ qq̄,W−,W+, . . .→ p̄, d̄, e+, γ, ν , (1.1)

where χ is a generic symbol for a DM candidate.

The AMS-02 experiment, which is a state-of-the art accelerator type magnetic spectrometer
installed on the International Space Station (ISS), offers us a unique platform with its high
precision results of antimatter spectrum [27] to probe the possible DM channels. In particular,
the positron and antiproton channels have received attention in recent time to investigate ex-
cess over SM prediction. However, the excess of cosmic positrons observed cannot be solely
attributed to DM, as it may also be caused by the emission of positrons from nearby astro-
physical sources of leptons or galactic pulsars [135, 136, 202, 214, 271]. This contradicts the
predictions of standard models for the production of cosmic positrons [11, 32]. The present
isotropy (or anisotropy) of the cosmic positron flux cannot be relied upon to completely differ-
entiate between the various scenarios [213]. Consequently, the anti-proton spectrum remains
a privileged channel for indirectly searching for dark matter. However, to that purpose, it is
crucial to assess the uncertainties related to the production and propagation of anti-protons in
the galaxy.

Inelastic scattering of CRs off the ISM is responsible for the dominant part of the anti-protons
in our galaxy and it sets the background against which contribution from exotic sources is inves-
tigated. AMS-02 has measured the p̄ flux and p̄/p ratio with an exceptional degree of accuracy,
to within a few percent. These measurements cover a broad energy range, from below 1 GeV

up to several hundreds GeV . The findings indicate that the p̄/p ratio remains steady above 60

GV rigidity, and is quite flat.

The anti-proton (secondary) component generated by CRs is expected to decrease more rapidly
than the primary proton spectrum, although those theoretical predictions are affected by sev-
eral uncertainties. Two major sources of uncertainties which afflict the prediction of anti-
protons for indirect DM search are the astrophysical uncertainty due to propagation in the
galaxy and Heliosphere [83–86,90,150,151,167], and the anti-proton-production cross-section
[137, 140, 156, 197, 239, 278]. The AMS-02 measurements will help reduce the astrophysi-
cal one, by constraining the propagation of CRs and refining the diffusion model of CRs in
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the galaxy and the Solar System. For the latter uncertainty, we note that, nuclei heavier than
proton and helium contributes a paltry amount to the secondary production of CRs, either as
projectiles or targets, and hence they play a trivial role in the production of secondary an-
tiprotons [197]. Consequently, the dominant reactions are those involving protons and Helium
(p + p, p +4 He,4He + p,4He +4 He). Approximately 40% of the p̄ production across the
entire energy spectrum involves interactions where 4He is either the target or the projectile.
To decrease uncertainty regarding the secondary p̄ production cross section and determine if
there are any indications of exotic components from DM annihilation or decay in the AMS-02
data, it is essential to conduct precise measurements of the p̄ production cross section in both
p + p collisions and p +4 He collisions at energies ranging from 10 GeV to a few TeV . The
Apparatus for Meson and Baryon Experimental Research (AMBER) at the M2 beam line of
Super-Proton Synchrotron (SPS) at CERN, offers us the possibility to explore the production
cross-sections of interest. AMBER is a 60m long fixed target experiment, and is a two-staged
spectrometer with numerous tracking detectors, particle identification and calorimetry. To carry
out the proposed physics program, data were collected using a liquid helium (LHe) target and
would be collected using a liquid hydrogen (LH2) target in the future.

In the light of the above, there are two components to the doctoral work. The first part which
serves as the primary focus of the thesis pertains to improving the CR propagation models to
reduce astrophysical uncertainty. In order to achieve this objective, the Beryllium (Be) isotope
analysis is performed using 10 years of AMS-02 data. Be is primarily produced in the spallation
reaction of Carbon (C), Nitrogen (N), and Oxygen (O) with the ISM, and is a rare component
of CRs. It has three major isotopes, 7Be,9Be, and 10Be. Out of them, 9Be is stable, while 10Be

is β− radioactive, and has a relatively longer half-life (T1/2 = 1.39×106 years). The relatively
small amount of 10Be, when compared to the 9Be abundance, presents us with a radioactive
clock that can be used to measure the residence time of CRs in the Galaxy. The measurement
10Be/9Be can also constrain the astrophysically important ratio H2/D, where H is the Halo
Half Size, and D is the Diffusion Coefficient in Cosmic Ray Transport Equations [153]. A dis-
cussion on the theory is done in explicit details in chapter 2 (See 2.7.1).

For completeness, the second part of the work which involves the measurement of anti-proton
production cross-section is provided as an appendix to this thesis. For identification of the anti-
protons, the COMPASS Ring Imaging Cherenkov Detector (RICH) [10], is the most important
one. The RICH is a relatively large detector with a volume of 80m3, and it contains C4F10 gas
as a refractive medium. The mirror system of the RICH consists of two very ultra-violet (VUV)
reflecting spherical surfaces, with a total area larger than 21m2. Monte Carlo (MC) simulations
of the detector using the Geant4 platform was performed for the RICH detector. Furthermore,
to improve the velocity reconstruction from the RICH Cherenkov Rings, the necessary physics
processes calculations were implemented in C++ and visualised using ROOT classes. Along
with that, both test beam with a deuteron target and actual measurements with a liquid helium
target were conducted in November 2022, and in July 2023, respectively. Further data acqui-
sition with a hydrogen and deuteron target is scheduled to be held in 2024 as of writing this
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thesis. The ongoing analysis of the data would help reducing nuclear uncertainties.
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Chapter 2

Cosmic Rays and Propagation Models

2.1 A brief peak into history

The beginning of the 20th century, the de facto golden period of modern physics, saw the par-
allel development of Cosmic Ray (CR) Physics and Elementary Particle Physics. In fact, in the
absence of particle accelerators, CRs provided the background for the discovery of several new
particles that could be observed only at high energies.

Towards the end of the 19th century, Becquerel’s discovery of spontaneous radioactivity re-
sulted in a widespread belief that ionizing radiation in the atmosphere was solely derived from
radioactive elements present in the earth or their derivatives. Subsequently, a significant amount
of experimental work was conducted in the early 1900s to comprehend the properties and
essence of this ionizing radiation. This involved conducting experiments underground, un-
derwater, and at high altitudes to investigate its intensity in relation to distance from the ground
and its variations across different geographical locations. In 1910, Wolf [206] observed a pos-
sible radiation from outer space by measuring ionization rates with an electroscope at the top of
the Eiffel Tower. The intensity of this radiation did not decrease as much as it would have if the
source of the radiation was on the ground, suggesting it could have originated from extrater-
restrial sources. The significant progress occurred when Victor Hess conducted experimental
measurements starting in 1911, which involved multiple balloon flights at different altitudes
above sea level (Fig. 2.1). Hess discovered that the rate of ionization began to increase at
altitudes of around 1.5 km, leading him to conclude that a new form of radiation from outer
space was causing this observed increase [178]. In 1911, Domenico Pacini [229] and, indepen-
dently in the 1920s, Robert Millikan conducted underwater observations and both confirmed
the existence of a new type of radiation that was originating from beyond Earth. This radia-
tion was later identified as cosmic rays. During that period, the nature of cosmic rays was still
unclear, specifically whether they were composed of charged particles or neutral photons. The
debate was so intense that it even made the front page of newspapers like New York Times
(2.1). Millikan initially supported the idea that cosmic rays were high-energy gamma rays with
some secondary electrons produced by Compton scattering, while charged particles were con-
sidered as candidates for Compton. After the era of the electroscope, there were a few key
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Figure 2.1: Left: Victor Hess (center) and his crew on the balloon departing from Vienna in
1911. Right: Cover page of The New York Times reporting the heated discussion between
Millikan and Compton on the nature of CRs.

technical breakthroughs that greatly advanced the study of cosmic rays. These included the
development of Geiger-Muller tubes, the implementation of coincidence techniques refined by
Bruno Rossi [241], and the introduction of imaging devices such as bubble/cloud chambers
and photographic emulsions. These advancements provided a wealth of new information about
cosmic rays in the 1930s. It was discovered early on that the particles observed in cosmic rays
were capable of passing through substantial amounts of material. This raised concerns about
the original theory that cosmic rays were primarily composed of photons.

An important development in understanding the charged nature of cosmic rays occurred in the
early 1920s, when scientists realized they could use the Earth’s magnetic field to their advan-
tage. They realized that if cosmic rays were made up of charged particles, their trajectories
would be affected by the magnetic field, causing greater radiation intensity near the poles than
at the equator.

Building on the earlier work of Carl Stoermer on the Earth’s geomagnetic field, Rossi predicted
that if CR were predominantly of one charge, an East-West flux asymmetry should be observed,
with the maximum effect occurring around the geomagnetic equator. In 1934, Rossi confirmed
this prediction by measuring the East-West effect [242], which was an important milestone in
the understanding of cosmic rays.

In the 1940s and 1950s, a comprehensive and consistent understanding of cosmic rays was
developed based on these foundations. It was discovered that the primary radiation is mainly
made up of protons, with a smaller amount of heavier nuclei, and that the particles observed on
the Earth’s surface are secondary cosmic rays that are created through interactions between the
primary cosmic rays and the atmosphere 2.3.
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Figure 2.2: Original mea-
surements from one of the
ascents performed by Viktor
Hess [178]. The increase of
rate of discharge with alti-
tude implies that the ioniz-
ing radiation responsible for
it is extraterrestrial

Dirac’s theory on the existence of anti-particles and Einstein’s theory on the equivalence be-
tween mass and energy were both experimentally confirmed through the discovery of the
positron in 1932, which was observed by Anderson while studying cosmic rays using a cloud
chamber [55]. This discovery, along with the later measurement of pair conversion γ → e+e−,
contributed to the understanding of new interactions and particles that were postulated in the
1930s. In the 1940s, the discovery of muons [257], pions [227], and kaons [240] in cosmic rays
helped to clarify this puzzle further [133]. These discoveries in the field of cosmic rays led to
the creation of two complementary fields of research: high-energy elementary-particle physics
and cosmic-ray astrophysics. These two fields have effectively merged today in the astroparti-
cle domain, where fundamental physics processes are investigated using cosmic radiation as a
source with high-energy physics instruments.

The launch of Sputnik I in 1957 was a significant breakthrough that marked the beginning of
the space era. This allowed for advancements such as the ability to observe primary cosmic
rays using satellites equipped with Geiger-Muller counters and magnetic spectrometers. One
of the most notable discoveries was the existence of the Van Allen belts, which are regions
around Earth with intense radiation levels due to low-energy charged particles trapped in the
geomagnetic field. The South Atlantic Anomaly, a region where the lowest Van Allen belt is
near Earth’s surface, is discussed in subsequent chapters due to its impact on measurements
made by the AMS-02 experiment.
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Figure 2.3: Development of a typical particle shower cascade triggered by a cosmic ray entering
atsmophere

Cosmic rays have been the subject of significant study for over a century, using both ground-
based and space-based detectors. Reference [218], includes more than 1000 data sets from 40
different experiments conducted across a broad range of energy levels. A number of particle
detectors were flown mainly in balloons seeking to measure the cosmic ray composition with
ever increasing precession. Although it is impossible to go through the details of each of the
experiments. Here is a very brief review of some of them.
Some of the calorimetric and spectrometric balloon borne experiments are

• ATIC (Advanced Thin Ionisation Calorimeter): It’s main result was an observation of an
excess in electrons in the energy range of 300 − 800 GeV as compared to background
[101]. Although the source of this excess isn’t clear, researchers points out that it might
come from a nearby pulsar or some other astrophysical object. A more exotic explanation
suggest that the excess comes from collision of dark matter particles, like the WIMP
Kaluza-Klein particle of mass around 620GeV [212]. It also published the measurement
of the relative abundances of nuclei from boron to oxygen [231], in the energy range
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from 10 GeV/n to 300. And the CR nuclei flux of He,C,O,Ne,Mg, Si, and Fe in the
energy range 50 GeV upto 100 TeV . [230].

• CREAM (Cosmic Ray Energetics and Mass): It included a Timing Charge Detector
(TCD), a Cherenkov Detector (CD), a Transition Radiation Detector (TRD), a Cherenkov
Camera (CherCam), a Silicon Charge Detector (SCD), scintillating fiber hodoscopes, and
a calorimeter made of tungsten and scintillating fiber. It published the Boron to Carbon
ratio [38], energy spectra of C,O,Ne,Mg, Si, and Fe up to ∼ 105 GeV [37], the proton
and Helium spectra up to ∼ 106 GeV [281, 282]. After 2017, an upgraded version has
been installed on the International Space Station (ISS) named ISS-CREAM. However it
was switched off in 2019 because of management woes.

• TRACER (Transition Radiation Array For Cosmic Energetic Radiation): It consisted of
two scintillators, a Cerenkov Counter, proportional tubes and plastic radiators. It mea-
sured the individual energy spectra of cosmic ray nuclei up to Fe at energies up to 10

TeV [37] and the Boron to Carbon ratio [226].

Some of the space-based detectors other than AMS-02 which would be discussed in details in
later chapters, are briefly discussed below:

• HEAO3-C2 (The Third High Energy Astrophysics Observatory): It was a spacecraft
launched back in 1979, and consisted of Cerenkov counter, neon flash tube hodoscopes,
and a time-of-flight system. It performed measurements of CR nuclei from Be to Ni in
the energy range between 0.6 GeV to 35 GeV [148].

• CRN (Cosmic Ray Nuclei): It was flown as part of spacelab 2 back in 1985. It had
two gas Cerenkov counter, a transition radiation detector, and two plastic scintillators. It
measured the elemental composition and the energy spectra of CRs nuclei from B to Fe
in the energy range between 40 GeV up to 1 TeV [219].

• PAMELA (Payload for Anti-Matter and Light-nuclei Astrophysics): It was a spectrome-
ter based detector onboard a Russian satellite. Observations made by PAMELA indicated
a significant increase in the fraction of positrons at energies ranging from 5 GeV to 100

GeV [16]. It was conjectured to have been due to WIMP DM annihilation. However,
PAMELA surprisingly didn’t find an excess in anti-protons, and this was inconsistent
with most of the DM models that suggested that both the excesses should be correlated.
Now it is mostly accepted that the excess might be due to pair production and subsequent
acceleration due to a nearby pulsar. Additionally, PAMELA also detected a change in
the spectral index of proton and helium nuclei at a rigidity of around 300 GV , which had
been suggested by previous measurements using balloon-borne calorimeters but had not
been detected by spectrometers until then [21]. PAMELA also measured the B/C ratio
between 0.4 GeV/n and 130 GeV/n [18].

• NUCLEON : It’s a particle detector aboard a Russian satellite. It measured the all-
particle spectrum and the spectra of p,He, C,O,Ne,Mg, Si and Fe [61].
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• DAMPE (Dark Matter Particle Explorer): It is a satellite working as a space telescope,
and it was launched back in 2015. It detected a break in the cosmic electron plus positron
energy spectrum at an energy of 0.9 TeV [2]. It also published the proton spectrum from
40 GeV to 100 TeV [115].

• CALET (Calorimetric Electron Telescope): It was launched back in 2015 and installed
on the ISS. It published data on half a million electron and positron cosmic ray events in
2017, finding a spectral index of −3.152± 0.016 above 30 GeV [15].

2.2 Cosmic Rays

This section provides an overview of the primary features of cosmic rays, including their com-
position, energy distribution, and current understanding of their production and diffusion mech-
anisms.

2.2.1 Composition

Cosmic rays are made up mostly of protons (86 %) and helium nuclei (11%), with electrons
(2%) and heavier nuclei (1%) also present, along with small amounts of antimatter (positrons
and antiprotons). The composition of cosmic rays that are detected on Earth is influenced by
their source and their propagation throughout the Galaxy. The chemical composition of cosmic
rays has similarities with the composition of objects in the solar system, and peaks correspond-
ing to certain elements are due to the fact that nuclei with even mass or atomic number have
a higher binding energy and are less likely to fragment 2.4. Iron is the most stable nucleus
and has a prominent peak in cosmic ray abundance. However, the abundance of other elements
rapidly decreases, making their determination difficult. Experimental evidence qualitatively
suggests the presence of every nucleus up to Uranium in cosmic rays, and measurements of the
abundance of many elements have been precisely attained. Cosmic radiation also has an excess
of low or rare elements, such as Li,Be,B, F , and nuclei between Si and Fe, which are gen-
erated during cosmic ray propagation and not present in cosmic ray sources. These elements
can be used to trace the amount of interstellar matter through which the primary nuclei pass
between acceleration and detection.

CR components are primarily divided into primary and secondary. Primary cosmic rays are
particles that have traveled through the galaxy without undergoing any destructive interactions.
These particles have abundances of elements that closely match the values found in the solar
system, indicating that most cosmic rays come from stellar flares before undergoing accelera-
tion. Despite the fact that the solar system formed 4.6 billion years ago and cosmic rays are
much younger, the similarity in their composition can help to limit models of Galactic chemical
evolution. Fig. 2.5 shows flux of primary cosmic ray nuclei from H to Fe.

Secondary cosmic ray nuclei, such as 2H , 3He, the Li−Be−B group, and the sub−Fe group
(Sc, T i, and V ), are mainly created through the spallation of primary hydrogen, 4He, C,N,O,
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Figure 2.4: Relative abundance of elements in Cosmic Rays as compared to the Solar system

and Fe, respectively. The abundance of these secondary nuclei depends on the composition
of the original primary cosmic rays and the propagation mechanism of cosmic rays through-
out the galaxy. In the context of diffusion models discussed, the ratio of secondary-to-primary
nuclei, such as Boron-to-Carbon and sub-Iron-to-Iron, can be used to constrain the diffusion
coefficient of cosmic rays in the galaxy. An increase in the diffusion coefficient would result in
faster escape of primary cosmic ray nuclei from the galaxy and a smaller amount of secondary
cosmic ray nuclei being produced, and vice versa. Precise measurements of the B/C ratio
across a range of energies could help to resolve the ambiguity of free parameters in different
propagation models, as we will see later.

Figure 2.5: Cosmic Ray nuclei flux from different experiments [233]

The presence of antimatter components in cosmic rays is rare, but significant. Antimatter is not
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found in the composition of the Solar System and is only produced in high-energy reactions.
If we can properly understand and interpret these reactions, they can provide insight into the
processes and components of our galaxy. For an instance, several CR detectors like PAMELA,
and AMS-02 have reported an excess in the positron and antiproton fraction. Present effort,
which includes the work of this thesis, involves concerted effort to understand if these excesses
can be explained in terms of known physics, or requires the involvement of processes beyond
SM like the annihilation of WIMP like DM candidates.

2.2.2 Energy Spectrum

Figure 2.6: Differential energy spectra of Cosmic rays [218]

The energy spectrum for CRs can be described by a power law from 100 MeV to 1 TeV as
follows:

N(E)dE = KE−γdE, (2.1)

where N(E) represents the number of CR nuclei as a function of energy (E), and γ is called
the spectral index, and it varies from 2.5 to 3.

To explain the different features of the energy spectra in fig. 2.6, the spectra is divided into four
primary zones.

• Below 1 GeV/n: A spectrum cutoff can be observed at energies below 1 GeV/n, which
is caused by the interaction with the solar wind.

• Between 109 eV and 1015 eV: Most cosmic rays within this energy range are believed to
originate from the Milky Way. The spectral index, represented by γ, ranges between 2.5
and 2.7, and the rate of occurrence at 109 eV is one particle per square meter per second.
Primary species display less steep spectra than secondary species, which are the result
of nuclear collisions between primary species. At 1015 eV, there is a noticeable bump in
the spectra, referred to as the ”knee,” along with a change in slope. Galactic cosmic rays
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that are below the ”knee” are considered to have originated within our galaxy and were
accelerated by shock waves created during supernova explosions, which are explosive
events observed in most galaxies, including the Milky Way [62]. These cosmic rays then
travel throughout the galaxy and are redirected many times by randomly oriented mag-
netic fields before eventually reaching the solar system. There are two primary factors
believed to contribute to the ”knee” phenomenon: the limitation of the maximum energy
that cosmic accelerators can transfer and the less effective confinement of cosmic rays by
galactic magnetic fields, which results in cosmic ray leakage [73].

• Between 1015 eV and 1018 eV: This region is considered the area where there is a tran-
sition between galactic and extragalactic phenomena. At higher energies, two breaks, a
“second knee” and the “ankle”, are observed in the spectrum at around 1017 and 1018 eV
respectively as can be seen in fig.2.7. Beyond the ”knee,” the spectrum becomes steeper
with a spectral index of approximately 3.2, and the rate of cosmic rays decreases to one
particle per square meter per year. This range concludes with another distinctive feature
in the spectrum, known as the ”ankle”. The ”ankle” is typically understood to be a com-
bination of two separate cosmic ray components, with a change in the abundance of the
first component as it transitions to the second, which has a harder spectrum. One possible
explanation for this variation in the spectrum is that charged particles with energies above
the ”ankle” cannot be confined within the Milky Way galaxy due to the weak strength of
galactic magnetic fields. Based on estimates of the size of the galaxy (assuming a disk
diameter of 20 kpc) and the strength of the magnetic fields ( 1µG), it is believed that
the maximum energy of a relativistic particle that can be confined within the galaxy is
approximately 1018 eV. If sources within the galaxy were to produce particles with such
high energies, small-scale anisotropies in the arrival directions of cosmic rays would be
observed, which would pinpoint their origin. However, no such sources have been iden-
tified within the Milky Way so far, which suggests that above the ”ankle,” the cosmic ray
flux is predominantly made up of particles from extragalactic sources [120].

• Above 1018 eV: The spectrum levels off to γ = 2.5 after the ankle, but the rate of particle
detection is very low at about 1 particle per square kilometer per century, making it hard
to accurately estimate the shape of the flux. The GZK (Greisen-Zatsepin-Kuzmin) limit
is a theoretical cutoff point above 3 × 1019 eV [174]. According to GZK theory, CRs
with energy exceeding this limit would interact with blue-shifted CMB photons, γCMB,
to create pions via the ∆ resonance.

γCMB + p→ ∆+ → p+ π0

γCMB + p→ ∆+ → n+ π+

Experimental evidence from the Telescope Array and the Pierre Auger Observatory shows
that there is a notable decrease in the amount of cosmic rays with energies greater than
4× 1019 eV [79].
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Figure 2.7: The all-particle spectrum from air shower measurements from below the knee to
above the ankle. The spectra are scaled by a factor of E2.6 [233]

.

2.3 Cosmic Ray Sources and Acceleration Mechanisms

The high energies of CRs suggest that they are generated by a very energetic astrophysical
process within our galaxy. The average density of cosmic rays is approximately 1 eV/cm3, and
considering a galactic disc volume of 1063 cm3, the total energy content of cosmic rays is about
1067 eV. The average confinement time for CRs is about 3×1014 s, and to maintain a stationary
CR flux, approximately 5×1040 erg/s of energy supply is required. This energy supply must be
provided by injection and acceleration of new CRs. The most likely source of CR acceleration
is shock waves produced by Supernovae. Assuming a Supernova explosion rate of approxi-
mately 2 per century (equivalent to a rate of 1.5 × 10−9 Hz) and a typical yield of 1050 erg in
fast particles, it can be estimated that the average power of this process is around 1041 erg/s.
Pulsars and Neutron Stars in close binary systems may also be sources of CR acceleration, but
the physical mechanism responsible for the acceleration of CR is still unclear.

Enrico Fermi put forward a concept of diffusive shock acceleration in 1949, which involves
particles being sped up through collisions with magnetized clouds that are in motion [158].
This acceleration method was able to predict the power-law shape of CR spectrum, although
with a spectral index that is less steep than the observed one. There are two variations of Fermi
acceleration known as ”first-order” (1954) and ”second-order” (1949) acceleration, depending
on whether the energy gain is proportional to β = v/c or to β2. A pictorial representation of
both the mechanisms can be seen in fig.2.8. The former type is more effective and is thought
to happen directly at the source, whereas the latter is less effective and could occur during
propagation, which is why it is also referred to as ”reacceleration.” This mechanism can be
supported by the synchrotron radiation that is observed from electrons that are being accelerated
at the front of a shock wave in Supernova Remnants (SNR), as well as the π0 lines that result
from the interactions between accelerated protons and molecular clouds that are located nearby.
These interactions have been observed by the Fermi experiment [12].
Acceleration of cosmic rays becomes increasingly challenging to understand once they surpass
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Figure 2.8: 2nd and 1st order Fermi-acceleration in astrophysical media and shock waves.
Picture taken from [103]

the 1015 GeV threshold. At this point, various other mechanisms must be considered, such as
AGN (Active Galactic Nucleus) jets, Galactic and Extragalactic halos, and Magnetars. The
acceleration of CRs at energies beyond the ankle is still a mystery since no appropriate sources
have been identified or modeled thus far. A comprehensive picture depicting the production of
CR till it reaches the Earth is shown in 2.9.

Figure 2.9: Cosmic ray journey from production site to the Earth’s atmosphere. Figure from
[283].

2.3.1 Second Order Fermi Acceleration

Fermi’s original idea proposed that magnetic clouds that move slowly and are denser than the
ISM could be responsible for the reacceleration of CRs. If the magnetic field is stationary,
the particle will only reverse its direction similar to the trapped particles in the Earth’s radia-
tion belts. However, if the magnetic field is in motion, the particle can gain energy. When a
fast-moving particle enters these clouds, it gets scattered by irregularities in the magnetic field,
which changes its momentum. Depending on whether the particle’s momentum is opposite or
in the same direction as the cloud’s velocity, there is either a loss or gain of energy, respectively.
As frontal collision is more likely, the overall result is an energy gain for the swarm of galactic
particles. Additionally, since the magnetic irregularities in the field are random, the multiple
scattering process inside the cloud can be seen as a random walk as seen in fig.2.10 .
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Figure 2.10: Elastic scattering of a cosmic ray in a magnetic cloud. Picture taken from [186].

We consider a relativistic particle entering a slowly moving magnetic cloud. the quantites
in the cloud rest frame are denoted by a prime. As such, a simple Lorentz transformation
yields [145, 186]

E ′
in = γEin(1− β cos θin), (2.2)

where θin denotes the angle between the moving direction of the particle and that of the cloud,
whereas, Ein is the energy of the particle in the lab frame, where the cloud has a speed v. Here,
β, and γ are parameters pertaining to the cloud. Denoting E ′

out, and θ′out, as the energy of the
particle after collision, and it’s exiting angle respectively, we can perform an inverse transform
back to the lab frame in the following manner

Eout = γE ′
in(1− β cos θ′out), (2.3)

Assuming elastic scattering, we have, E ′
out = E ′

in. Using this fact in (D.21), and substituting
(D.16) in it, we obtain

Eout = γ2Ein(1− β cos θin)(1 + β cos θ′out). (2.4)

Hence, the net relative energy gain in the original particle rest frame is

∆E

E
=
Eout − Ein

Ein
=

1 + β(cos θ′out − cos θin)− β2 cos θ′out cos θin
1− β2

− 1. (2.5)

Particles scatter on the cloud randomly in all directions. As such, to obtain the average energy
gain, we take the average of (D.22), with respect to both angles, θin, and θ′out, in the following
fashion ≠

∆E

E

∑
=

∫ 1

−1

d cos θin

∫ 1

−1

d cos θ′out
∆E

E
P (cos θin) · P (cos θ′out), (2.6)

where P (cos θ) is the probablity distribution for the angle θ. For CRs, the collision rate with the
cloud is proportional to their relative velocity given by, (v−V cos θin), but for ultra-relativistic
particles, i.e., v → c, we can write that, P (cos θ) ∝ (1− βθ).

Furthermore, as the CRs scatter off the magnetic irregularities numerous times in the cloud,
their exit direction is random, and hence, ⟨cos θ′out⟩ = 0. So, we obtain

⟨cos θin⟩ =
∫ 1

−1
cos θinP (cos θin)d cos θin∫ 1

−1
P (cos θin)d cos θin

≈
∫ 1

−1
(x− βx2)dx∫ −1

1
(1− βx)dx

≈ −β
3
. (2.7)
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Substituting the mean values in (D.24), and doing a Taylor expansion (β2 ≪ 1), we obtain for
the average energy gain ≠

∆E

E

∑
≈

1 + β2

3

1− β2
− 1 ≈ 4

3
β2. (2.8)

Although, the 2nd-order Fermi acceleration mechanism predicts a power-law spectrum, it has
many shortcomings:

• The theory doesn’t take in consideration energy losses by ionisation, that would compete
with energy gains

• Given that the density of observed clouds is low, and their velocities are small, with a ratio
of v/c approximately equal to 10−4, it is expected that collisions would be infrequent,
occurring only a few times per year, due to the relatively small mean free path of CR
of approximately 0.1 pc Consequently, the probability of gaining significant energy from
such collisions would also be low

• The theory doesn’t provide us the observed value of γ ∼ 2.7

2.3.2 First Order Fermi Acceleration

In 1954, an improved acceleration mechanism for CRs was developed, which was further devel-
oped by Anthony Raymond Bell [70, 71]. Consider an ideal fluid with pressure P , and density
ρ. Basic hydrodynamical equations tells us that the sound velocity would be cs = (∂P/∂ρ)1/2,
which is the speed of density perturbations. The equation of state for a mono-atomic gas is
given as P = Kργ , with γ = 5/3. Hence, if an adiabatic compression with density, ρ1 = ϵρ

propagates, then we will have, cs ∝ ϵ(γ−1)/2. Which implies that the sound speed increases for
a compression, and the dense regions overruns uncompressed region, and makes it even denser,
resulting in the development of a discontinuity in some hydrodynamical variable like density,
also called a ”shock”.

Let us consider a stationary fluid with density ρ1 (up-stream region), and a perturbation zone
(down-stream region) with a higher density ρ2, moving with velocity v′out as shown in fig. 2.11.
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Figure 2.11: Conditions on the down-stream (left) and the up-stream (right) side of a shock in
the lab system (top) and in the shock rest frame with v1 = −vs (bottom). Here v2 = vin, and
v1 = vout. Picture taken from [186].

These two regions will be separated from a shock front moving with velocity vs. The up-
stream flows with a velocity vin, and the down-stream with velocity vout, and we assume that
the magnetic and gravitational fields can be ignored. As such, we can derive from the fluid
equations in the reference frame of the shock, that the velocities in the two regions are related
as

vin
vout

=
γ + 1

γ − 1
. (2.9)

The above relation yields a value of 4 for a monoatomic gas. It implies that irrespective of the
strength of a shock, it can compress a monoatomic gas only by a factor of four. In terms of
kinematics, the calculation for the 2nd-order Fermi acceleration is only distinct in the way the
scattering process is arranged geometrically, leading to different average values for the cosines
of the incoming and outgoing angles. The approximation here assumes a planar shock, so the
crossing rate is determined by projecting a flux that is isotropic onto the planar shock

P (cos θin) =

2 cos θin cos θin < 0

0 cos θin
. (2.10)

Likewise, the outgoing probability is

P (cos θ′out) =

2 cos θ′out cos θ′out > 0

0 cos θ′out
, (2.11)

such that the averages are

⟨cos θin⟩ =
2

3
; ⟨cos θ′out⟩ = −2

3
. (2.12)
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Substituting everything in (D.16), we get≠
∆E

E

∑
=

4

3
β =

4

3

vout − vin
c

. (2.13)

Energy Spectrum: Consider a particle that undergoes multiple scattering with the magnetic
cloud. As such, its final energy after n collisions can be written as

En = Einξ
n where, ξ = 1 +

δE

E
. (2.14)

The number of collisions required to reach the energy En is

n =
ln En

Ein

ln ξ
. (2.15)

We now denote the probability of escaping the magnetic cloud as pesc. Hence, the probability
to stay in the acceleration region after n crossings is (1−pesc). As such, the fraction of particles
with energy, E > En is given by

f(En) =
∞∑
m=n

(1− pesc)
m =

(1− pesc)
n

pesc
=

1

pesc

Å
En
Ein

ã1+γ
, (2.16)

with γ =
ln(1− pesc)

lnξ
− 1.

Here (2.16) shows a power-law behaviour. It describes the integral spectrum of particles leaving
the acceleration region, and has a power-law with spectral index γ + 1. Hence, the differntial
spectrum would always be a power-law albeit with spectral index γ. Furthemore, as pesc < 1,
and ξ > 1, the spectral index of outgoing particles will be negative.

To derive the spectral index of the escaping particles, we note that

ξ = 1 +
4

3
β =

4

3

vout − vin
c

. (2.17)

As such, we have to determine the escape probability pesc, to estimate the spectral index γ of
the differential spectrum as a result of shock acceleration.

Making the assumption that, vs ≪ c, and an efficient isotropisation of CR up-stream. We can
write that the particle flux Φ because of an infinite, planar shock front is related to the isotropic
intensty I , and to the particle density n by

Φ(E) = πI(E) =
cn(E)

4
. (2.18)

In the shock rest frame, the particle flow, Φesc = voutn(E), away from the shock front that
would be lost by acceleration process. Hence, the pesc can be expressed in terms of the ratio of
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the loss and crossing flux as

pesc =
Φesc

Φ
=

4vout
c

. (2.19)

Employing a Taylor expansion for γ, we get

γ ≈ −1− pesc
ξ − 1

= −1− 3
vin
vout

− 1
. (2.20)

In the strong shock approximation, vin = 4vout. Hence,

γ ≈ −2. (2.21)

Fermi’s theory suggests that the exponent anticipated at non-relativistic shock is not reliant on
the shock parameters. It is in agreement, to a first-order degree, with the value required to
clarify the spectrum of galactic cosmic rays. Whenever a supernova explosion happens, matter
is released into the ISM, and a robust shock wave is created that expands and eliminates matter.
If the diffusion mean-free-path is much smaller than the shock front curvature, then the planar
shock approximation can apply, and first-order Fermi acceleration can occur. Due to these
reasons, Fermi’s theory of cosmic ray acceleration has gained widespread acceptance.

2.4 Galactic Propagation of Cosmic Rays

Once they depart from their source, CRs are injected into the Galaxy, where they interact with
the ISM and the galactic magnetic field. These cosmic rays move in helical trajectories around
the large-scale magnetic field lines and encounter its small-scale irregularities, which act as
scattering centers without collisions. The Milky Way galaxy can be characterized as a spiral
shape resembling a disc, with a barred central bulge that (as illustrated in fig. 2.12). The disc
has a diameter of around 30 kpc and a thickness ranging from 300− 1000 pc. Throughout the
disc, there is an average magnetic field of strength 1 − 3 nT , although there are random ir-
regularities in both intensity and direction that superimpose upon it. These irregularities cause
stochastic diffusion of high-energy charged particles in CRs. The turbulent galactic field has
a coherence scale of approximately 10 kpc. The galactic magnetic field extends beyond the
disk and into a larger halo that governs the region where diffusion occurs. Consequently, a
CR particle traveling from the source to Earth may pass through regions with different prop-
agation conditions. Precise knowledge of the magnetic field within the galaxy is crucial for
understanding the propagation of cosmic rays.
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Figure 2.12: Anatomy of Milky Way Galaxy. Souce: [1]

2.4.1 Galactic Magnetic Field

In spiral, barred, irregular, and dwarf galaxies, magnetic fields play a crucial role in the ISM.
They contribute significantly to the overall pressure that maintains the ISM in equilibrium
against gravitational forces. Additionally, magnetic fields may impact the gas flows in vari-
ous regions of the galaxy, including spiral arms, bars, and halos. The presence of magnetic
fields is vital to the initiation of star formation, as they facilitate the removal of angular mo-
mentum from the protostellar cloud during its collapse. Magnetohydrodynamic (MHD) tur-
bulence is responsible for distributing energy from supernova explosions throughout the ISM.
Moreover, magnetic reconnection represents a potential source of heat for both the ISM and
the halo gas. The density and distribution of CRs in the ISM are also influenced by mag-
netic fields. Initially, evidence of the Galactic magnetic field was obtained by analyzing the
linear polarization of starlight. Subsequently, additional measurements were conducted using
various methods, such as Zeeman spectral-line splitting, which involves gaseous clouds and
the central region of the Galaxy, and optical polarization data, which reveals the large-scale
structures of the magnetic field in the local spiral arm. Faraday rotation measurements, taken
from radio continuum emissions of pulsars and extragalactic sources, represent the most de-
pendable approach to assess large-scale magnetic field structures. Through the examination of
rotation measurements, it has been determined that the Galactic magnetic field possesses a bi-
symmetric spiral structure at larger scales, while it displays a turbulent nature at smaller scales,
typically below several hundred parsecs. The magnitude of the large-scale magnetic field is a
few microgauss and is comparable to that of the turbulent component found within the Galactic
disk [69, 181, 182, 254, 260].

Consider a spherical coordinate system, with the origin at the centre of the galaxy, and the y
axis oriented to the Earth. Consequently the Earth coordinates can be written as, r = R, θ =

π/2, ϕ = π/2. Where R = 8.5 kpc, i.e., the distance of the Earth from the galactic center, and
θ spans from 0 to π from the north to the south galactic pole. The field strength given by this
spiral model at a point defined as, (r, ψ = π/2 − ϕ), in the galactic plane of the bi-symmetric
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model is
B(r, ϕ) = B0(r) cos

Å
ψ − β ln

r

r0

ã
. (2.22)

The radial and azimuthal components are given as

Br = B0(r, ϕ) sin p, (2.23)

Bϕ = B0(r, ϕ) cos p. (2.24)

Here, p = −10◦ is the pitch angle, where the pitch angle determines the local regular magnetic
field orientation. And, r0 = 9kpc, is the galactocentric distance of the maximum field strength
at galactic longitude, l = 0◦, and B0(r) = 3R/r , where B is expressed in µG. The magnetic
field above and below the galactic plane is an exponential function, and is given as

B(r, z, ϕ) = B(r, ϕ) exp (− z

z0
), (2.25)

where z0 = 1 kpc.

2.4.2 Deflection of Cosmic Rays by Magnetic fields

The Lorentz force on a charged particle in a magnetic field is given by

m0γ
dv⃗

dt
= Ze(E⃗ + v⃗ × B⃗), (2.26)

where Ze is the particle charge, v⃗ is the particle velocity, γ is the Lorentz factor, E⃗, and B⃗,
are the electric and magnetic fields respectively. Since, galaxies don’t have E⃗, the equation of
motion reduces to

m0γ
dv⃗

dt
= Ze(v⃗ × B⃗). (2.27)

We now resolve v⃗ into components parallel and perpendicular to B⃗, and denote them as v∥, and
v⊥. The angle between v⃗ and B⃗, is called the pitch angle θ, and is given by tan θ = v⊥/v∥.
Since, v∥ is parallel to B⃗, (2.27) implies that v∥ = constant. Hence, the only acceleration
provided is

m0γ
dv⊥
dt

= Zev⊥B. (2.28)

The above relation describes a motion in a circle. Equating it with the centripetal acceleration
gives us

v2⊥
r

=
Zev⊥B

m0γ
, (2.29)

and hence, we get for the radius

r =
m0γv sin θ

ZeB
. (2.30)

So, the motion is helical with a constant pitch angle θ. We can re-write the above as

r =
m0γv

Ze

sin θ

B
=

pc

Ze

sin θ

Bc
. (2.31)
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The quantity pc/Ze is called the magnetic rigidity. Particles injected with same magnetic rigid-
ity follows the same trajectory if they have the same pitch angle.

2.4.3 Cosmic Ray Propagation equation

A system of Fokker-Planck type equations is typically used to describe the stationary state
of equilibrium resulting from cosmic ray production, acceleration, diffusion on the stochas-
tic irregularities of the galactic magnetic field, self interactions and interactions with ISM and
leakage/re-absorption.

The Transport Equation describes the density evolution per momentum units p for the ith

species (ψi), and is given by

∂ψ(r⃗, p, t)

∂t
= q(r⃗, p, t) + ∇⃗ ·

Ä
Dxx∇⃗ψi − V⃗ ψi

ä
+

∂

∂p
p2Dpp

∂

∂p

1

p2
ψi−

∂

∂p

[
ṗψi −

p

3

Ä
∇⃗ · V⃗

ä
ψi

]
−
Å

1

τfrag
− 1

τdecay

ã
ψi

(2.32)
This is a system of coupled differential equations, which has to be solved simultaneously taking
in consideration different astrophysical parameters, such as ISM gas density distribution, mag-
netic field map, source distribution, and the galactic halo shape. All the terms of the equation
are briefly expounded below:

• Source term, q(r⃗, p, t): It denotes all the possible production mechanisms for the parti-
cles of a given species. It can be further broken down as follows:

qi(r⃗, p, t) = Si(r⃗, p, t) + n
∑
j>i

vjσijψj +
∑
j>i

ψj
τijfrag

. (2.33)

The primary term describes the astrophysical distribution, the second term describes the
secondary production from spallation of all the heavier nuclei, and the third term denotes
the contribution from radioactive decay of other species.

• Diffusion terms, Dxx, Dpp: The charged CR particles along with the stochastic vari-
ability of the galactic magnetic field causes diffusion of CR that results in an isotropic
distribution of CRs.

This variable magnetic field can be decomposed into a constant background field (BG ∼
µG) [68], that follows the matter distribution in galaxy, and a turbulent part that is de-
picted as a perturbation of the field, δB ≪ B. The perturbations contribute to random
deviations to the theoretical bending given by the BG mean field, which results in a dif-
fusive motion of the particles encoded by the spatial diffusion parameter Dxx. This is of
the order of 3− 5× 1028 cm2s−1 at 1 GeV/n.
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Interaction of CRs with the irregular nature of the field results in further acceleration of
the CRs, called ”re-acceleration” [93], denoted by diffusion in momentum space, and
encoded in the propagation equation as Dpp ∝ |V⃗ 2|Dxx, where, V⃗ , is called the Alfvén
velocity, which is the characteristic propagation speed of the stochastic fluctuations of
the magnetic field.

• Convection, ∇⃗ · V⃗ ψi: This term arises from the fact that galactic winds influence the
transport of CRs. These winds cause an adiabatic expansion of the galactic gas by virtue
of dilution of the energy of the particles. This phenomenon is called ”adiabatic decel-
eration”, and results in energy loss, which is dependent on the galactic wind velocity,
V ≡ V (t, r⃗).

• Nuclear processes, τfrag, τdecay: These two terms denotes the time scales for loss by
fragmentation, and radioactive decay respectively. The decay of unstable nuclei has a
probability per unit time given by, Γ = 1/τdecay, and results in loss rate −ψi/τdecay.

Spallation of CRs with ISM also results in the evolution of the density of a particular
species, the time scale of which is given by, τfrag = 1/nISMσfrag, where, nISM , is
the ISM density, and σfrag is the total inelastic cross-section of the interactions. In this
case, the loss rate is given by, −ψi/τfrag. Combining both the factors, the total nuclear
timescale for nuclear loss is given by

1

τ
=

1

τfrag
+

1

τdecay
. (2.34)

• Continuous energy losses, − ∂
∂p
(ṗψi): CR while propagating through the ISM suffers

continuous energy loss. Nuclei primarily lose their energy through ionisation processes,
while e± lose energy mainly through synchrotron radiation, and inverse compton pro-
cesses.

2.4.4 The Leaky-Box Model

The basic assumptions of the LBM model are as follows:

• The diffusion takes place rapidly

• The CR distribution is homogeneous, where the galaxy is considered as a box.

• CRs are free to propagate in the galaxy with a characteristic escape time τesc

• The CRs have a probability of undergoing inelastic nuclear interactions, i.e., fragmenta-
tion, decay, etc.

As such, the number of escaping particles per unit time is proportional to the number of particles

in the box. We consider a steady-state solution, and hence,
∂ψ

∂t
= 0, and the spatial diffusion
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term is approximated as

∇⃗ ·
Ä
Dxx∇⃗ψi

ä
= − ψi

τesc
(2.35)

Using (D.35),(D.34), and a steady-state, along with, 1/τfrag = nvσi, (D.29) becomes

⟨qi⟩−
ψi
τesc

− ∂

∂p
(ṗψi)−

Ç
−⟨n⟩vσi +

1

τifrag

å
ψi+

∑
j>i

Ç
−⟨n⟩vσij +

1

τijfrag

å
ψj = 0, (2.36)

where, ⟨qi⟩, and ⟨n⟩, represent the time and space averaged source and particle densities. The
experimental input parameter from phenomenology here is the term τesc. In this simplistic de-
scription, other energy changing processes, and convection are neglected.

This model allows us a direct analysis of flux measurements as a function of three fundamental
parameters:

• the escape time

• mean matter density

• source abundance

This model reproduces the main observed features of secondary to primary CR ratios quite
well.

2.4.5 Numerical Solution of Transport Equation

The ever increasing power of computation over the decades has permitted physicists to mod-
elise (D.29), and adopt numerical solutions instead of a simplistic LBM model.

The numerical model that is mostly used for CR physics is GALPROP model [258,268], which
incorporates many different inputs from astrophysical, and astroparticle measurements. It per-
forms CR propagation calculations for nuclei (isotopes of H to Ni), p̄, e±, γ− rays, and syn-
chrotron emission within the same framework. The propagation can be performed in two co-
ordinate systems, i.e., in a 3-D grid in a cylindrical coordinate system (where r is the distance
from the source, z denotes the vertical distance from the galactic plane, and p is the particle
momentum), or in a 4-D Cartesian grid (where x, y, z are the spatial coordinates, and p is the
momentum). In both the cases, the integration steps can be chosen either in the spatial, or the
momentum coordinates.

In GALPROP, the galaxy is considered as a dense central disk with thickness 2h, surrounded
by a cylindrical halo, with CR trapped because of the galactic magnetic field. The CR sources
originates in the central disk, and is the only place where matter-CR interactions take place. The
halo half size is one of the most important parameter that has to be given by the user (ranges
from few kpc to ∼ 20 kpc, as indicated by radioactive nuclei studies and synchrotron radiation
distribution), whereas, the radial halo extension is fixed to 30 kpc. Outside the cylindrical halo,

52



CR are assumed to be free to escape, whereas, diffusion and reacceleration are considered to
be the main propagation mechanisms inside.

Accurate modelisation of the ISM is of prime importance, for secondary CR production, and
estimating energy losses. It’s considered to be primarily composed of hydrogen in three forms:
atomic hydrogen HI , molecular hydrogen H2, and ionised hydrogen HII . The second abun-
dant element in ISM is He, with a ratio to H of, He/H = 0.10± 0.08.

Analysis of scattering of particles by random weak-MHD waves, suggests a spatial diffusion
coefficient of the form:

Dxx = βD0

Å
R

R0

ãδ
, (2.37)

where, δ is the spectral index. In diffusive reacceleration, Dpp, and Dxx, are related as

DppDxx =
4p2v2A

3δ (4− δ2) (4− δ)w
, (2.38)

where, vA is the Alfvén speed in the plasma, and w encodes the MHD wave turbulence.

After defining the spatial distribution of the source, the CR energy spectrum, and composition
at the source, the transport equation is solved initiating from the heaviest nuclei (which is gen-
erally, 64Ni), and then computing all the intermediate resulting secondary source functions, and
progressively proceeding towards the nuclei with mass, A − 1. An iterative process continues
the procedue till it reaches, A = 1.

2.5 Heliosphere and Solar Modulation

Our Sun is located in the spiral arm of Milky Way, at a distance of ∼ 8.5 kpc from the center,
while it is at 1 AU from the Earth. The electric currents in the interior of the sun, along with
high conductivity give rise to a structure which is regarded as a MHD dynamo, that generates
the magnetic field of the Sun. The rotation of the Sun further enhances the magnetic field in a
self-exciting fashion. The field inverts its polarity with a period of 11 years, and hence takes
in total 22 years to return to a previous configuration. The periodicity of 11 years is called
the ”Solar Activity Cyle”. Although the exact mechanism is still a debatable topic, it is well
established that the sunspot number and the periodicity is a direct consequence of the ropes
of magnetic field lines emerging onto the Sun’s Photosphere. Interestingly, the Sun doesn’t
behave like a rigid body, and possesses differential rotation, as the equator rotates with a higher
angular velocity than the poles. As such, the resulting magnetic field is distorted and twisted
over time. These twisted field lines, eventually emerges onto the Photopshere, and manifests
as sunspots.
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Figure 2.13: Comparison between sunspot numbers, and neutron monitor counters. High
sunspot activity has a negative correlation with CR intensity. Source: https://www.sidc.be/

The sunspot number has a positive correlation with the solar activity 2.13, whereas, there is an
anti-correlation between CR intensity and solar activity, as measured by ground-based neutron
monitors. The latter is a very stable counter, that measures the total neutron and muon flux,
produced by the CR interactions with atmospheric nuclei.

The magnetic field behaves as a dipolar one, during a solar minimum, with its axis almost
aligning with the solar rotation axis, whereas, the dipole is tilted during a maximum. The
angle between the rotation and magnetic axis is called the tilt angle α. The dipole term of the
magnetic field dominates, however, as the solar maximum approaches, the dipolarity distorts.
The solar magnetic epoch is referred to as A > 0, or A < 0, depending on whether the dipole
is oriented parallel or anti-parallel to the rotation axis, as shown in fig. 2.14

Figure 2.14: Solar periodicity starting from a solar minimum of positive polarity (A > 0), to
that of a solar minimum of a negative polarity (A < 0).

As a result of the high temperature of the ionised gas inside Sun’s Corona, it isn’t gravitation-
ally bounded well, and constantly blows away from the Sun’s surface to establish hydrostatic
equilibrium. This supersonic solar plasma expanding into space is known as the ”Solar Wind”,
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which consists of a stream of 1−10 keV e, p, andHe nuclei that travel through the solar system
with a velocity v ∼ 400 km/s.

The solar wind can be regarded as an ideal plasma with zero resistivity. This leads to the condi-
tion of magnetic flux freezing, i.e., the magnetic flux through any closed contour in the plasma
is a conserve quantity, given that each element of the plasma within the contour, moves with the
local plasma velocity. Phenomenologically, this means that the magnetic field lines originating
at the Sun’s surface are carried away by the solar wind, as it expands into the interplanetary
space. This results in the formation of a volume of space called the ”Heliosphere” 2.15.

Figure 2.15: Schematic representation of the Heliosphere. Picture taken from [259]

At the Heliopause, the plasma pressure of the solar winds reaches an equilibrium with the ISM.
The solar wind slows down and becomes subsonic beyond the Termination Shock (TS). On the
other side, the point where the ISM travelling in the opposite direction becomes subsonic as a
consequence of collision with the Heliosphere is called the Bow Shock.

The magnetic structure inside the Heliosphere (HMF), is described by a spiral structure of the
form

B⃗ =
A

r2
(e⃗r − tanψe⃗ψ)

[
1− 2H

(
θ − π

2

)]
, (2.39)

where, e⃗r, and e⃗ψ are the radial and azimuthal unit vectors, ψ is the local angle of the HMF
field, H is a Heaviside step function, and A is some constant. The Heliospheric Current Sheet
(HCS), a flat surface (θ = π/2), separates the two heliospheric hemispheres. This is effectively
the extension of the solar magnetic equator into the solar wind. Across the HCS, the polarity
of the HMF changes. Above π/2, the field points in one direction, and below π/2, the field
reverses the direction. This formula is valid only during a solar minimum, i.e., when the dipole
and rotation axis aligns. When this condition is not met, the flat HCS assumes a wavy form.
The tilt angle α is proportional to the latitudinal extent of the HCS. As such, large tilt angles
correspond to a more undulated HCS.

During periods of negative polarity (A < 0), as depicted in fig. 2.16, positive CR particles move
towards the inner Solar System, mostly through the regions near the Solar System plane, and the
movement is dominated by drift along the HCS. Whereas, during periods of positive polarity
(A > 0), charged particles originating from the polar regions of the Heliopause, propagates
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towards the Earth effectively suffering minimal energy losses in the propagation. In such cases,
the propagation is expected to be independent of α, whereas, for propagation through the HCS,
the incurred energy losses is proportional to α.

Figure 2.16: CR propagation through the Solar System [109]. Depending on the polarity of the
HMF, CRs follow different trajectories to reach the Earth. During negative polarity (A < 0),
positively charged CRs drift along the HCS, which is shown as the periodic solid line, and
propagates across layers of HCS via diffusion. Whereas, particles diffuse more directly in
efficient manner with minimal energy losses during periods of positive polarity (A > 0). The
Heliospause is represented by the curved line here.

The propagation of CRs through the HMF was derived by Parker [232], assuming that galactic
CRs reach the Heliosphere isotropically, and is given by

∂ψ

∂t
= −
Ä
V⃗ + ⟨v⃗D⟩

ä
∇ψ +∇

Ä
D̂∇ψ

ä
+

1

3

Ä
∇V⃗
ä ∂ψ

∂ ln p
+ Jsources, (2.40)

where, ψ represents the CR space density, V⃗ is the Solar Wind velocity, v⃗D is the average drift
velocity, D̂ is the diffusion tensor, and Jsource is the source term that encodes the the production
sources of CRs within the Heliosphere, for an instance, the Jovian electrons, or pick-up ions.
The equation, 2.40, can be broken down into five phenomena:

• Convection and Drift :
∂ψ

∂t
= −
Ä
V⃗ + ⟨v⃗D⟩

ä
∇ψ

• Diffusion : ∇
Ä
D̂∇ψ

ä
• Adiabatic Energy losses :

1

3

Ä
∇V⃗
ä ∂ψ

∂ ln p

• CR sources : Jsources

The source term can be ignored without any consequences for CRs with R > 0.5 GV , given
the range of magnetic fields observed at the Earth. Also, even though, the reacceleration of CRs
at the Heliosheath are important for CRs with R < 0.2 GV , adiabatic energy losses dominate
in the case of high energy CRs. The average drift velocity as a result of HMF gradients, and
curvature is given by

⟨v⃗D⟩ =
qv

3
∇× (λdêB) , (2.41)
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where, q,v, êB, are the charge, speed, and the unit vector in the direction of magnetic field
respectively, and, λd is the drift scale given by

λd = rLarmor

Ä
R
R0

ä2
1 +
Ä
R
R0

ä2 ; (2.42)

where, rLarmor is the particle Larmor radius. The Larmor radius at lower rigidities, is much
lower than the HMF curvature, and hence, the particles obey the trajectory dictated by the
local magnetic field configuration, suppressing the drift velocity (along with any perpendicular
diffusion to the HMF lines). In contrast, CRs of high rigidities aren’t affected by the HMF
small-scale structures, and instead can be described by the average HMF configuration, and
intensity (λd ∼ rLarmor). R0 ∼ O(1) GV is the reference rigidity, and is a free paramter that
sets the scale at which the transition between the two limiting regions take place. From (D.37),
and (D.38), we can estimate the timescale for CR drift to be of the following order

τD ∝ 1

|⟨v⃗D⟩|
∝ B(t)

1 + (R/R0)
2

β (R/R0)
3 , (2.43)

where, β = v/c. Hence, the drift timescale is expected to have the same time-dependence as
that of the HMF. This allows us to differentiate the effects of Solar modulation from those as-
sociated with propagation through the ISM. The CR flux is influenced by the Solar modulation
upto 30 GV , such that the resulting CR spectrum is not representative of the true Galactic CR
spectrum, as seen in fig. 2.17.

Figure 2.17: Solar modulation of the galactic p spectrum, as measured in different epochs by
the BESS [220], and PAMELA [17] experiments.

2.5.1 The Force-Field approximation

The galactic CR modulation can be modelled by a spherically symmetric model, in which
particles undergo convection, diffusion, and energy changes resulting from the Solar Wind
expansion as a function of the radial distance r from the Sun. The force-field approximation
model [170] considers the Solar Wind as a radial field with a potential ϕ. With this assumption,
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the density evolution can be written as

k
∂N

∂r
+
V

3

î
T 2 −

(
mc2

)2ó3/2 ∂N
∂T

 N

T
î
T 2 − (mc2)2

ó1/2 = 0, (2.44)

where, N(r, T ) is the differential density, V (r, T ) is the Solar Wind speed, k is the diffusion
coefficient, which is assumed to be constant, T is the kinetic energy, and m is the particle mass.
This equation is then integrated taking in appropriate boundary conditions. This results in a
cosmic ray flux, Φ =

ν

4π
N(E) as

Φ⊙(E) =
E2 −m2c4

(E + Zeϕ)2 −m2c4
ΦIS(E + Zeϕ), (2.45)

where, ϕ⊙ is the differential particle intensity at energy E in the Heliosphere, and is related to
the interstellar differential intensity ΦIS , i.e., beyond the termination of the Solar Wind. The
proportionality factor between the two parameters, is the ratio of two corresponding squared
momenta, p2⊙/p

2
IS . Here, ϕ is the modulation parameter, and depicts the energy loss experi-

enced by the particle as it approaches the Earth from infinity as

ϕ =

∫ ∞

r

V

3K
dr. (2.46)

The characteristic energy loss experienced by a particle of charge Z, in the Heliosphere, is
given by δE = Zeϕ. This parameter is used to denote the Solar activity level that modulates a
measured differential CR intensity.

2.6 Magnetosphere and Rigidity Cutoff

Cosmic Rays arriving on the Earth has to endure the GeoMagnetic Field (GMF), before being
detected, and this field modulates the low-energy part of the observed spectra (≲ 10 GeV/n).
If we take a first order approximation, the GMF field is a dipole that is offset and tilted with
respect to the Earth’s rotational axis. The GMF dipole field has a moment of, M = 8.1× 1025

Gcm3, with an inclination of 11◦ with respect to the Earth’s rotational axis, and is displaced by
400 km from the Earth’s center. The GMF field is particularly weak in a certain region of the
South Atlantic Ocean. This region serves as a mirror point for the trapped particles in the inner
Van Allen Belt. Because of the weak GMF here, charged particles penetrate deeper into the at-
mosphere giving rise to stronger radiation and particle fluxes. This high radiation phenomenon
is named as the South Atlantic Anomaly (SAA).

To efficiently measure the Galactic CR flux, it is essential to identify, and reject the component
of particle flux that isn’t coming from outer space, but indeed is trapped within the GMF. The
components can be decomposed by knowing the the GMF strength at the detector location, and
by noting down the particle energy and arrival direction. In fig.2.18, we can observe the energy
spectrum of downgoing, and upgoing protons as measured by AMS-01 [160] at different lati-
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tudes. Here, we can observe two components in the downgoing population of protons, i.e., the
lower energy component has an energy spectrum that overlaps with the spectrum of upgoing
protons. This means, these component of the spectrum has protons which are trapped in the
GMF. Rest of the higher energy part of the spectrum is of Galactic origin.

Figure 2.18: Downgoing and Upgoing proton spectrum at different geomagnetic latitudes from
AMS-01 [160]. We can observe a part of the downgoing spectrum matching with the upgoing
spectrum. These are the trapped proton population.

The GMF has a source potential ϕ. Hence, the magnetic field can be obtained using, B⃗ = −∇ϕ.
The potential has a multipole expansion of the form given by [228]

ϕ = R⊕ ∞∑
n=0

Å
R⊕
r

ãn+1 n∑
m=0

Pm
n (cos θ) (gmn cos (mψ) + hmn sin (mψ)) , (2.47)

where, R⊕ = 6321.2 km is the mean Earth radius, r is the geocentric radius, θ is the geo-
graphic latitude, and ψ is defined as the East longitude from Greenwich. Whereas, Pm

n (cos θ)

are the Legendre polynomials, hmn , and gmn are the Gaussian coefficients that describes the GMF,
and are experimental input parameters. Because the potential has a (r−(n+1)) dependence, the
higher order terms are rapidly suppressed with distance from the Earth. As such, we can de-
velop the theory of trapped radiation based on the dominant, n = 1, dipole term.

This model of the GMF is called the International Geomagnetic Reference Field (IGRF) [264].
The Gaussian coefficients are estimated upto the order n = 13, every five years and linearly
interpolated between one estimate and the next one, by the International Association of Geo-
magnetism and Aeronomy (IAGA). The latest measurements were done in December 2019 and
can be referred in https://www.ngdc.noaa.gov/IAGA/vmod/igrf.html.
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Figure 2.19: Total Geomagnetic field intensity at the WGS84 ellipsoid surface for epoch 2020
[48].

For any kind of CR measurement, we need to know the Geomagnetic cut-off. The Lorentz
force experienced by a charged particle in the GMF bends its trajectory. CRs can thus suffer
deviation in such a manner, depending on the their rigidity, and incoming direction, that they
aren’t measured by a particle detector. In the case of the Earth, this selection is configured by
three parameters: The rigidity of the particle, the detector location, and the incoming direction
of the particle with respect to the GMF. In other words, for a given arrival direction, and de-
tector location, there exists, a minumum value of the particle rigidity denoted by RC for which
galactic CRs are allowed to penetrate the magnetosphere and then get detected. A formula
derived for RC by Stoermer [256] in a dipolar field geometry is given as

RC =
M cos4 λ

r2
î
1 + (1− sin ϵ sin ξ cos3 λ)1/2

ó2 , (2.48)

where, M is the dipole moment magnitude expressed in Gcm3. The arrival direction is dictated
by the two angles ϵ, and ξ. To understand them, we have to construct a hemisphere with the
point where the particle arrives on the dipole as the center, and the plane of this hemisphere
is the tangent plane at this point; ϵ is then the angle from the zenith direction and ξ is the az-
imuthal angle measured clockwise from the direction to the north magnetic pole. The arrival
location is defined by the geomagnetic coordinates (d, λ), where, d is the distance from the
dipole center, usually expressed in Earth radii units, and λ is the latitude of the dipole.

The Stoermer equation is enough for many practical measurements. However, for precise and
sensitive measurements, a method called Back-Tracing is utilised. It is based on the construc-
tion of the CR trajectory in the GMF, back in time, and reversing their incoming direction. This
is a computationally intensive method, and hence uses a lot of approximations. This involves
the tracing of particles from a well-known position untill they reach the boundaries of the mag-
netosphere (allowed trajectories), or they reach the Earth (forbidden trajectories) [144]. The
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first ones are allowed because it identifies a particle coming from the outer space, while the
latter ones are forbidden because it identifies a trapped particle. At each position, there exists
a Upper Cutoff Rigidity RU , above which all charged particles are allowed, and a Lower Cutoff
Rigidity RL, below which all charged particles are disallowed. However, in most of the cases,
the charged particle transmission diminishes from fully allowed to totally forbidden over a dis-
crete range of charged particle rigidities. The region between the totally allowed, and totally
forbidden trajectories is called Cosmic Ray Penumbra. Usually, the mean value of RU , and RL

is taken as the effective geomagnetic cutoff RC .

2.7 Cosmic Ray Composition as a Tool for Astrophysics

The diffusion-convection equations used to describe CR transport depends on a lot of micro-
physical factors. However, all such complexities are typically averaged out, such that CR
transport equations are simplified, and depends on a few phenomenological input parameters.
Two of those important parameters of interest are the H/D(E), and H2/D(E), where H is so
called the Galactic Halo Half Size as seen in fig. 2.20 , and D(E) is the diffusion coefficient
used in the CR transport equations. Galactic Halo is a roughly spherical envelope around the
visible component of the Galaxy (can be composed of Stellar, Galactic Corona, and Dark Mat-
ter components) as seen in fig. 2.20.

The measurement of secondary-to-primary ratios of CR nuclei for example, B/C is propor-
tional to the H/D(E) ratio. However, this leaves the ratio H2/D(E), which also denotes the
confinement time of galactic CRs within the Galactic Halo, weakly constrained or in other
words degenerate. By which it means that, the same ratio could be obtained with a smaller
Halo size, and consequently a smaller diffusion coefficient, or both quantities larger by the
same amount. However, the ratio of unstable secondary over stable secondary species is sen-
sitive to the H2/D(E) ratio. For example, ratios such as, 10Be/B, or 10Be/9Be, will offer
us sensitivity to this ratio. Hence, such a measurement becomes essential, along with already
existing measurements of primary-to-secondary (and hence, H/D), we can decouple the pa-
rameters, H , and D.

Although AMS-02 wasn’t designed to do isotopic composition analysis, thanks to the unprece-
dented data collection, we can perform ingenious fitting techniques taking in consideration the
underlying chemistry of Be, and its isotopic composition to perform the, 10Be/9Be analysis.
This analysis forms one of the major component of this thesis. This measurement would not
only help us improve galactic CR transport models, but the updated parameters would also be
helpful to understand if the excess observed by PAMELA, and AMS-02 in the antiproton-to-
proton spectrum requires the introduction of exotic physics (read WIMP like Dark Matter ) or
it could be explained with standard physical mechanisms.
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Figure 2.20: Model of our Galaxy with the Galactic Halo. Here, H is the Galactic Halo Half
Size. The red zig-zag line denotes the diffusion of a CR species. Figure taken from [267]

2.7.1 Unstable Secondary to Stable Secondary Ratio

The model outlined here is based on the diffusive halo model, developed by Evoli et al in [153],
based on a modified version of the weighted slab technique [51, 52, 150, 185]. In this model,
the CR sources are assumed to be located in a thin disc with half width h≪ H , where H is the
half thickness of the Galactic Halo. The CR interactions take place in the ISM gas, which is
assumed to be confined within the thin disc, having a surface density, µ = 2.3 mg/cm2 [159].
It is assumed that the decay of unstable nuclei taks places outside the thickness h of the disc.
The relevant time scales for CR transport in the disc are the diffusion time scale h2/D(R), and
the advection timescale h/vA, where, vA is the Alfvén speed. We also assume that the decay of
the unstable nuclei takes place within the Halo

γτd ≫Min

ï
h2

2D
,
h

vA

ò
, (2.49)

where, τd is the radioactive decay time, and in the case of 10Be is τd = t1/2/ln2 ∼ 2 Myr,
γ is the Lorentz factor, and D(R) is the rigidity-dependent diffusion coefficient. A spatially
constant diffusion coefficient is assumed with sole dependence on the particle rigidity R:

D(R) = 2vAH + βD0
(R/GV )δ

[1 + (R/Rb)∆δ/s]
s , (2.50)

where, D0, and δ are experimental input parameters fitted from data, typically from B/C, and
B/0 ratios as functions of energy. Whereas, s = 0.1, ∆δ = 0.2, and Rb = 312 GV are
fixed from observations of primary nuclei [150]. The τd for the 10Be isotope becomes longer
than the CR escape time from the Galactic Halo for rigidity above 10 − 100 GV , depending
on the Halo half sizeH . This is the reason why the flux of 10Be is sensitive to the parameterH .

In the context of modified weighted slab approach, the CR transport equations are given as:
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where fa(p, z) denotes the distribution function of species a in phase space, v(p) = β(p)c is the
particles’ velocity, and µ is the surface density of the disk. While the quantities, τ̂d,a = γτd,a

define the Lorentz boosted decay times of unstable elements.

The particle advection is accounted by the second term in the left-hand side of (2.51) with ve-
locity vA. In this case, we adopt a simplistic picture where the advection speed is constant in z,
which implies dvA/dz = 2vAδ(z). Here, q0,A(p) describes the injection of primary CR nuclei
of type a in the infinitely thin disc. This injection function is assumed to have a power law
behaviour in momentum with a corresponding slope γinj , and it depends weakly on the type of
primary nucleus [150]. Also, hd is the half-thickness of the Galactic Disk. The second terms
on right-hand side of (2.51) accounts for the production of secondary CRs through spallation,
while the third term describes the production of secondaries through radioactive decays of sec-
ondaries, such as production of 10B by the decay of 10Be.

In (2.51), we now consider it for z ̸= 0. So, all terms proportional to δ(z) vanishes, and we are
left with

− ∂
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∂fa
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ò
+ vA

∂fa
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+
fa
τd,a

= 0 (2.52)

The solution of the above equation is of the form

fa = A exp (α+z) +B exp (α−z), (2.53)

where α± are the solution of the quadratic equation, Daα
2− vAα− 1/τd,a = 0. Hence they are

given by:

α± =
vA
2Da

ñ
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1 +
4Da
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ô
≡ vA

2Da

[1±∆a] . (2.54)

Here, ∆a is a dimensionless quantity, and can be written in a convenient fashion in terms of the
timescales involved (τadv,τdiff , and τd) in CR propagation as:

∆a =

 
1 +

2τ 2adv
(τdiff,a)(τd,a)

, (2.55)

where

τdiff,a =
H2

2Da

, and τadv =
H

vA
. (2.56)

The constants of the solution (2.53), can be derived by imposing the boundary conditions per-
taining to the Galactic disc, and at the edge of the halo, i.e.,

fa(p, z) = f0,a(p), and fa(p, z = H) = 0, (2.57)

to obtain
fa(z, p) = f0,a(p)

exp (α−z)− exp (α+z + (α− − α+)H)

1− exp (α− − α+)H
. (2.58)

The value of the distribution function inside the disc, i.e., f0,a(p) , can be derived by integrating
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(2.51) between the limits 0− and 0+ to give,
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represents the diffusive flux at the disc position, and can be derived by dif-

ferentating (2.58) with respect to z to give:ï
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The meaning of ξ can be realised by analysing it for stable elements, i.e., when ∆ = 1, which
gives

ξstable =
2
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ä .
In the limit of diffusion, i.e., Da ≫ vAH , we get

ξstable,diff →
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,

while in advection case, i.e., Da ≪ vAH , we get

ξstable,adv → 2.

While in case of unstable elements, with τd ≪
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Hence, we can write the diffusive flux asï
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where La denotes the maximum propagation distance, i.e.,

La =
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(2.63)
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In accordance to the procedure outlined in [150, 153, 185], we can rewrite the CR transport
equations as function of kinetic energy per nucleon, Ia = Aap

2f0,a, where Aa is the atomic
mass number of the nucleus:
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is the grammage for nuclei with kinetic energy per nucleon E.Å
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»
E (E +mpc2), (2.66)

is the rate of adiabatic energy losses due to advection and

Qa(E) = 2hd
Aap

2q0,a(p)

µv
+
∑
a′>a

Ia(E)

m
σa′→a, (2.67)

is the source term. The solution of (2.64) can be found using the procedure outlined in [150]
for stable species with the grammage expression given by (2.65)

Now, let us analyse the asymptotic behaviour of the grammage (2.65)

X =



µv

2vA
when, τadv ≪ τdiff , τd (advection-dominated)

µvH

2D
when, τdiff ≪ τadv, τd (diffusion-dominated)
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τd√
Dτd

when, τd ≪ τdiff , τadv (decay-dominated)

(2.68)

This exercise hence shows us that a measurement of secondary/primary that constrains H/D,
and a measurement of unstable/stable secondary that constrains H/

√
D together can allow

us to decouple H and D, and have independent values for them, albeit with the systematic
uncertainties coming from experimental data and spallation cross-sections.

2.7.2 Back of the envelope thumb rules for CR transport

To summarise CR transport parameters for quick calculations, we can follow the following
generic rules [149]

• Generic rule of thumb:

Intensity ∼ Injection Rate × Relevant lifetime
Relevant Volume

(2.69)
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• Primary species equilibrium spectrum:

Ip(T ) ∝ Q(T )
τesc(T )

H
(2.70)

where τesc ∼ H2/D.

• Secondary stable species equilibrium spectrum:

Is(T ) ∝ Ip(T )σvndhd
τesc
H
, (2.71)

where σ, v, nd, hd, are the cross-section of CR interaction, advection velocity, CR species
density, and half-thickness of Galactic Disk respectively.

• Secondary unstable(*) species equilibrium spectrum:

I∗s (T ) ∝ Ip(T )σvndhd
τd(T )√

τd(T )D(T )
(2.72)

• Stable secondary over primary ratio:

Is(T )

Ip(T )
∝ χ(T ) ∝ H

D(T )
, (2.73)

where D,H are the diffusion coefficient of CR transport equations, and Galactic Halo
Half Size respectively, and χ(T ) =

∫
ρ(l)dl (where ρ is the material density, and l is the

path length traversed) is the grammage, i.e., the amount of material that a CR go through
along propagation.

• Unstable secondary over stable secondary ratio:

I∗(T )

Is(T )
∝
√
D(T )

H
(2.74)

2.7.3 Beryllium in Cosmic Rays

It is hypothesised that most of the stable Beryllium (Be) in our Universe emerges from the CR
induced fission of heavier nuclei in the ISM. Although, both stable and unstable isotopes are
synthesised in stars, they do not last long. Be is a relatively rare component of CRs as can
be seen in fig.2.21. It is primarily produced by the spallation reaction of C,N , and O with the
ISM. The main isotopes ofBe are four, i.e., 7Be,8Be,9Be, and 10Be. However, 8Be has a very
short life-time (∼ 8× 10−7s), and disintegrates by α−decay into 4He. This is also responsible
for the bottleneck in Big Bang Nucleosynthesis, that necessitates Stellar Nucleosynthesis to
produce elements heavier than Be.
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Figure 2.21: Charge measurement of the Time-of-flight counter and Tracker of AMS-02. Fig-
ure from [33]

As such, Be has three main isotopes in the CR spectra:

• 7Be: It is stable as a bare nucleus in CR. When it is not fully ionised, it decays by
L-electron capture (see fig. 2.22) to 7Li (T1/2 = 53.2 days).

• 9Be: It is the only stable isotope.

• 10Be: It is produced by the CR spallation of O. It decays via β− process (see fig.2.23 )
to 10B, where the atomic number increases by unity along with the emission of an elec-
tron e−, and an electron antineutrino ν̄e. It has a relatively longer half life of T1/2 =

1.39 × 106 years. 10Be is often used as a Solar activity proxy, as the production of it is
inversely proportional to the Solar activity, because increased Solar winds during periods
of high Solar activity reduces the galactic CR flux (see fig. 2.24)

Figure 2.22: Leading-order Feynman diagrams for electron capture decay. An electron interacts
with an up quark in the nucleus via a W boson to create a down quark and electron neutrino.

Figure 2.23: Leading-order Feynman diagram for β− decay of a neutron into a proton, electron,
and electron antineutrino via an intermediate W− boson
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Figure 2.24: Variations in Solar activity, along with variation in sunspot number (red) and 10Be
concentration (blue). Note that theBe scale is inverted, so increases on this scale indicate lower
10Be level. Source: wikipedia

Since the isotope 7Be decays by electron-capture, it is absent on Earth. The large abundance
of it in CR flux points towards the evidence of lack of atomic electrons bounded to CR nuclei.
As discussed in previous section, the relatively small abundance of 10Be as compared to the
stable 9Be offers us a radioactive clock, by virtue of which, we can measure the residence time
of CR in galaxy. As already discussed in the previous section, the parameters H and D aren’t
decoupled and hence there exists degeneracy in the estimated H/D values. For an instance,
GALPROP (refer subsection 2.4.5 for details) estimates for those parameters are degenerate
and gives us a linear correlations between the Halo-half Size and Diffusion Coefficient. In fig.
2.25, you can see the GALPROP propagation parameters as a triangle plot for spectral index
(δ) of the injection spectrum, alfvén velocity (vA) of the magnetic waves, convection velocity
(v0,c), diffusion coefficient (D0), and the Halo-half size (zh). In this particular fit, they had
eleven parameters (refer [196] for the full triangle plot of the parameters).

Three fits are considered in [196]: using only proton data (P ), proton and helium data (PHe),
and proton, helium and antiproton data (main). Fig. 2.25 shows how the propagation parame-
ter space successively constricts by going from data set (P ) to (main). As anticipated, because
of the large degeneracy of the parameters in case of (P ) almost the whole sampled parameter
space is allowed. Adding He data results, a preference towards large values for the convection
velocity vc,0 ≳ 50 km/s, and a diffusive halo height zh ≳ 4kpc is seen. Nonetheless, the
constraints are not extremely strong, and at the ∼ 3σ level again, almost the whole parameter
space is allowed.

Fig. 2.25(b) shows the comparison between (PHe) and (main) results. As one would expect,
the secondary antiprotons give tight constraints on the rigidity dependence of diffusion δ ∼ 0.3,
while the usual degeneracy in D0 − zh appears, and no constraints on zh can be inferred. This
is an expected feature as strong constraints on zh can be achieved only using precise data
on radioactive clocks like 10Be/9Be, which is the prime focus of the present thesis. In the
plot 2.25, the existing measurement of 10Be/9Be are compared with theoretical expectations
coming from different cross-section parametrisation, i.e., GALPROP, Webber(WNEW [274,
275] and YIELDX [250, 265] combined), and DRAGON2 [152], and cross-sections derived
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Figure 2.25: Comparison of fit results for three data sets (P), (PHe), and (main) in the main fit
framework (11 parameters) for a selected set of propagation parameters. [196]

from fitting CR secondary/secondary flux ratios). However, due to the large error of the existing
measurements and smaller kinetic energy window explored, the existing measurements for
10Be/9Be are unable to provide strong constraints on the possible H values. The relative
increase in the amount of 10Be at high energies is because of relativistic time dilation effect.

In theory, it is possible to infer the ratio of 10Be/9Be from measurements of elemental flux
ratios of Be/C,B/C,Be/O,B/O,C/O and Be/B; as well as, from absolute fluxes of C,N
and O. This has been accomplished in [276] using the published Li/C,B/C and Be/B fluxes
of AMS-02 [28, 30, 31] as can be seen in fig. 2.27.

The summary of Galactic halo sizes fitted to the existing 10Be/9Be using various CR propaga-
tion codes can be seen in fig. 2.27. An accurate and precise measurement of 10Be/9Be using
AMS-02 data, which has allowed us to explore a much wider kinetic energy per nucleon range
∼ 10GeV/n in this thesis, will further help us to improve the Galactic halo size estimates in
the future.

2.8 Antimatter in Cosmic Rays

The dominant source of antimatter in CR spectra is the interaction of primary protons and nuclei
with the ISM, as well as, the subsequent production and decay of secondary hadrons. Among
others, antimatter could in principle be produced and accelerated by galactic CR sources like
Pulsars, or they could arrive from more exotic regions like antimatter domains. Positrons and
antiprotons can be produced as secondaries as result of CR propagation in the Galaxy, and rep-
resent a natural background for the search of extragalactic antimatter.

Following secondary particles (primarily mesons) are produced in energetic inelastic scatter-
ing between protons, or a proton with a nucleus (see fig.2.28 for full range of pp−interaction
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Figure 2.26: 10Be/9Be predicted flux ratios compared against all experimental data available
and for every cross section parametrisation studied in [211]. For each parametrisation, various
simulations with different halo sizes are provided, alongside the simulation yielding the best fit
value. Plot taken from [211]

products):

p+ p→ π±,0, k±,0, p̄+ . . . (2.75)

p+A
Z X → π±,0, k±,0, p̄+ . . . . (2.76)

Furthermore the following decay of the secondaries can occur

π0 → γ + γ (2.77)

π± → µ± + νµ/ν̄µ. (2.78)

Further decay of muons take place:

µ± → e± + νe/ν̄e + ν̄µ/νµ (2.79)
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Figure 2.27: Left:Expected ratio of 10Be/9Be by fitting elemental flux ratios of
Li/C,B/C, and Be/B published by AMS-02. [276]. Right: Summary of the results obtained
by fitting experimental data of 10Be/9Be. The error bars here have statistical origin, and the
blue dashed line denotes the mean of all the halo sizes obtained by different methods, and the
red band represent 1σ uncertainty about the mean [211].

Figure 2.28: Particle type abundance in p + p interactions at 190 GeV/c. [13]

Similar to electrons e, positrons e+ suffer heavy propagation energy losses in ISM. Hence,
theoretically, we can expect the e+ flux to have a harder spectrum than the e flux, also as a
consequence of the power law nature of the primary progenitor protons. In principle, primary
high-energy positrons could be produced from a Pulsar source, but it must be relatively close
to Earth for detection.

However, the published AMS-02 results (see fig. 2.29) for the e+ fraction (e+/(e+ + e−))
shows an increase above ∼ 5 GeV . This is marked departure from the theoretical expectation
because assuming e and e+ are of both primary and secondary origin, one expects that the e+

should drop monotonically as function of energy above few GeV . There are several hypothe-
ses to test for the rising e+ fraction. The natural one is to assume the existence of a primary
high-energy e+ source like Pulsar nearby. Pulsars can produce (e+e−) pairs in their highly
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Figure 2.29: The e+ fraction measured by AMS-02 with comparison to other experiments

Figure 2.30: a) The measured p̄/p flux ratio of AMS-02 as a function of rigidity compared with
PAMELA. b) P̄ /e+ (red, left axis) and p/e+ (blue, right axis) flux ratios [27]

magnetised and rapidly spinning magnetosphere. Earlier the Pulsar named Geminga was stated
to be the source [280] but with the recent FERMI-LAT observations of GeV γ− ray flux, now,
PSR B1055-52 is the most promising source of the positron excess, and can well reproduce
both the intensity and the high-energy cut off of the AMS-02 positron spectrum [154]. More
recently, in [201], a total of 20 pulsar’s contribution was used to fit the AMS-02 data very well.
The other exotic explanation is that of new physics, viz. Dark Matter interpretation (for some
references, see [63, 104, 155]). Although the jury is still out, the DM scenario doesn’t seem
promising as compared to the Pulsar interpretation.

In contrast, the published AMS-02 data for the p̄/p spectrum [27] also shows a flat lining
above 60 GV rigidity (see fig. 2.30). This is in disparity with theoretical expectations, which
predicts that the ratio should fall at higher rigidites due to power law nature of progenitor
protons. The observed excess of anti-protons can’t be fitted with any known astrophysical
sources. Therefore, it remains a privileged channel to investigate Dark Matter Scenarios. In
fact, the prime motive of the present thesis is to work towards finding DM explanation for the
anti-proton excess.
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Chapter 3

The AMS-02 Experiment

3.1 Introduction

The Alpha Magnetic Spectrometer (AMS-02) is a state-of-the art precision particle physics
detector mounted aboard the International Space Station (ISS). It was launched by the space
shuttle Endeavour in May 2011 to undertake a long-term mission of fundamental physics re-
search with never before reached precision. The physics objectives of the experimental module
ranges from indirect dark matter, and primordial anti-matter searches; CR composition studies,
as well as space physics research. The AMS-02 collaboration is composed of various institu-
tions across continents of America, Europe, and Asia.

The proposal to built a large acceptance spectrometer to be installed as a satellite or space sta-
tion was put forth under the AMS project in 1994 [36]. The pioneering design was tested as a
pathfinder, AMS-01, which was flown by the space shuttle Discovery in June 1998 for a 10-day
mission. The purpose was to demonstrate the viability of a space based magnetic spectrometer.
The pathfinder mission successfully collected around 8.0×107 CR events and provided impor-
tant physics results [23–26, 42–46].

The development of AMS-02 commenced following the completion of the AMS-01 mission.
Various institutions within the collaboration constructed the sub-detectors, which were even-
tually brought together and assembled at CERN. Unfortunately, the space shuttle program, in-
cluding the planned launch of AMS-02 to the ISS, was put on hold after the Shuttle Columbia
accident on February 1, 2003. However, a positive turn of events occurred on October 15, 2009,
when NASA received authorization to add an additional apace shuttle flight dedicated to trans-
porting AMS-02 to the ISS. On May 16, 2011, the launch successfully took place aboard the
space shuttle Endeavour (see left panel of 3.1). Shortly after, the detector was installed by the
crew at the Upper Payload Attach Point on the ISS S3 Truss (see right panel of 3.1). From that
point onward, AMS-02 has been actively collecting data at a rate of approximately 16 × 109

events per year and is projected to continue its operations until the scheduled end of the ISS in
2028. AMS-02 mounted on the ISS can be seen in figure 3.2.
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Figure 3.1: Left: Space Shuttle Endeavour. Right: AMS-02 installation on ISS by STS-134
crew. Photo copyright- NASA

3.2 The AMS-02 Detector

The AMS-02 detector is a magnetic spectrometer with acceptance of 0.5 m2sr, intended for
conducting accurate assessments of charged cosmic rays originating from the galaxy. It is sit-
uated on the ISS at an inclination of 12◦ relative to the zenith of the station. The ISS orbits
the Earth at an altitude that varies between 370 and 460 km, maintaining an orbital inclination
of 51.6◦. Its velocity ranges from 7.6 to 7.7 km/s, resulting in a period of approximately 93
minutes [194].

The specifications for the dimensions, weight, and power consumption of AMS-02 were estab-
lished to meet the necessary criteria for launch aboard the space shuttle and installation on the
ISS. Specifically, AMS-02 weighs 7.5 tons, has dimensions of 3×4×5m3 (height×width×
length), and operates with a power budget of 2 kW supplied by the ISS.

To achieve its scientific goals, the detector was created with the aim of accurately identifying
particles and specifically discerning between matter and antimatter. AMS-02 consists of a per-
manent magnet and six sub-detectors, which work together to redundantly measure the velocity
β = v/c, momentum p, and charge Z of incoming particles. The arrangement of the detector
can be observed in fig.3.3.

• The Permanent Magnet: It has a magnetic field of 0.15 T which bestows AMS-02
with spectrometric capabilities.
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Figure 3.2: AMS-02 mounted on the ISS with a 12 degree angle to the zenith in order to prevent
the interference of rotating ISS solar arrays with the AMS field of view.

• The Silicon Tracker Detector (STD): It consists of a total of nine high precision silicon
tracker layers, labeled as L1 to L9. These layers are positioned both within and around
the magnet. As particles move through the magnetic field, their trajectories are curved,
and the STD plays a crucial role in reconstructing and measuring the momentum and
charge, including the sign, of these particles.

• The Transition Radiation Detector (TRD): It is based on the principle of transition
radiation and is used to differentiate between protons and positrons. It is located at the
top of the AMS.

• The Time Of Flight (TOF): It comprises two sets of two planes positioned in orthog-
onal directions, situated both above and below the magnet bore. These two components,
namely the upper TOF and the lower TOF, serve two purposes. Firstly, they enable the
measurement of the velocity β = v/c of particles, allowing for precise velocity determi-
nation. Additionally, they play a critical role in triggering the experiment.

• The Anti-Coincidence Counter (ACC): It surrounds the tracker within the magnet
bore, and vetoes particles traversing laterally with respect to the detector.

• The Ring Imaging Cherenkov Detector (RICH): It is based on principle of Cherenkov
Radiation, and is primarily used for velocity measurement in high energy regions. It is
placed below the lower TOF.

• The Electromagnetic Calorimeter (ECAL): It is used to measure the energy of parti-
cles through electromagnetic shower, and is placed below the RICH.
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Figure 3.3: Schematic view of the AMS-02 detector.

3.3 The Permanent Magnet

The magnet employed in the AMS-02 detector is constructed using 64 high-quality Nd-Fe-B
sectors. Each sector comprises 100 blocks measuring 5.08× 5.08× 2.54 cm3. This particular
design generates a consistent magnetic field of 1.5 kG (0.15 T ) in the X direction precisely at
the magnet’s center as shown in the right panel of fig. 3.4. It is located at the central part of
AMS-02, and is assembled in a cylindrical shell structure of 0.8 m height, and with an inner
and outer diameter of 1.1 m and 1.29 m respectively. [105, 207].

Within the magnet, the AMS local reference system is established, where the Y direction aligns
with the bending plane. The dipole moment and the fringe field outside the magnet are inten-
tionally kept insignificant. This approach aims to eliminate any torque effects on the ISS caused
by its interaction with the Earth’s magnetic field. Such measures ensure the safety of the astro-
nauts operating in proximity to the magnet.

Figure 3.4: Left: The Permanent magnet. Right: The magnetic field configuration showing
the field direction of the 64 permanent magnet sectors with negligible dipole moment and field
leakage outside the magnet.
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Figure 3.5: The silicon tracker detector consists of total of nine layers, each situated at different
locations within the detector. Among these layers, three of the planes (L3-L8) are equipped
with layers on both sides, while the remaining layers (L1, L2, and L9) are equipped with a
single layer.

3.4 Silicon Tracker Detector

The Silicon Tracker Detector (STD) consists of nine layers, denoted as L1 to L9, which are
arranged in six planes along the Z-axis. The first layer (L1) is positioned at the top of the
detector, followed by the second layer (L2) just above the magnet. The remaining layers, L3
to L8, are situated within the magnet bore, while the final layer (L9) is positioned just above
the ECAL (refer to fig. 3.5). Among these layers, three planes (L3-L8) have layers on both
sides, as depicted in fig. 3.5. To maintain stability, these planes are securely held in place by
a specialized honeycomb carbon fiber structure designed to match the magnet’s shape. The
STD incorporates a total of 2,264 double-sided microstrip silicon sensors. These sensors are
assembled into 192 readout units known as ladders, resulting in approximately 200,000 read-
out channels. The overall length of the tracker, spanning from L1 to L9, is 3 m, providing a
substantial lever arm for precise tracking measurements.

The combination of the tracker and magnet enables precise determination of the particle’s tra-
jectory through multiple coordinate measurements. Each layer of the tracker achieves a reso-
lution better than 10 µm in the bending direction (Y) and 30 µm in the non-bending direction
(X) [54]. The bending of trajectories induced by the magnet allows for the calculation of the
particle’s rigidity, denoted as R. Moreover, the tracker measures the energy losses, which
provide the absolute value of the charge. This information is then utilized to determine the
momentum, defined as p = RZ.

While maintaining excellent spatial resolution, it is crucial to ensure that the alignment of the
different layers does not introduce any compromise. However, even small shifts in the layer
positions can lead to an inherent bias in rigidity measurement, particularly at high rigidities. To
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address this, the external layers (L1 and L9) undergo dynamic alignment every 2 minutes. This
alignment is achieved by extrapolating the tracks from the inner tracker, with a precision better
than 5 µm for both layers. Once the dynamic alignment of the external layers is complete, the
precision of the rigidity bias is primarily influenced by the inner tracker layers. Overall, the
accuracy of the rigidity scale bias is within 0.034 TV −1 or 3% at 1 TV . This level of accuracy
corresponds to displacements of the layers L2-L8 of less than 0.2 µm [72].

The silicon tracker detector measures the trajectory of particles using a track-finding algorithm.
Initially, this algorithm identifies various track segments within the inner tracker. From these
segments, it reconstructs a single track by utilizing a track quality estimator similar to a χ2 test.
Subsequently, the track is extrapolated to the outer layers, and if additional hits are found, the
track is extended to include these hits [284]. This track-finding algorithm plays a critical role,
particularly in events involving heavy nuclei. In such cases, there are often additional hits or
track segments due to the generation of delta-rays and interactions between the nuclei and the
tracker materials [33].

The track-finding algorithm results in four different tracker patterns:

• Inner: No hits in the external layer. The aperture with respect to AMS zenith direction
is 40◦ (fig.3.6 (a)).

• L1+ Inner: Hit on L1 but no hit on L9. The aperture with respect to AMS zenith
direction is 30◦ (fig.3.6 (b)).

• Inner+L9: Hit on L9 but no hit on L1. The aperture with respect to AMS zenith
direction is 35◦ (fig.3.6 (c)).

• L1+Inner+L9 (Full Span): Hits on L1 as well as L9. The aperture with respect to AMS
zenith direction is 25◦ (fig.3.6 (d)).

Figure 3.6: The four tracker patterns of the AMS-02 Silicon Tracker: (a) Inner (b) L1+Inner
(c) Inner+L9, and (d) L1+Inner+L9 (Full Span).

The determination of rigidity is achieved through the utilization of a track-fitting algorithm that
analyzes the particle trajectory within the AMS-02 magnet. This algorithm takes into consid-
eration factors such as the multiple scattering of charged particles and the energy losses that
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occur within the detector [179]. The resolution of rigidity, ∆R/R, can be approximated using
Monte Carlo (MC) simulations. It reaches 100% at the so-called Maximum Detectable Rigidity
(MDR), primarily influenced by the various patterns observed in the tracker.

The nine tracker layers are able to provide independent precise measurements of the charge
Z of cosmic rays since the energy deposition in the silicon is proportional to the square of
the charge Z of the particle according to the Bethe formula, dE/dx ∝ Z2 [184]. The charge
resolution ∆Z/Z of the inner tracker (L2-L8) allows particle identification till nickel (Z = 28)
as can be seen in fig. 3.7. Furthermore, the measurement of the trajectory inside the magnet
allows to determine the direction of the curvature and therefore the sign of the charge. All this
information provides the precise tools to distinguish matter from antimatter.

Figure 3.7: Inner tracker charge resolution ∆Z/Z.

3.5 The Transition Radiation Detector (TRD)

The Transition Radiation Detector (TRD) is positioned between the L1 and upper TOF sections
of the AMS [33,139,192,193]. It is constructed out of 328 modules arranged in 20 layers. Each
module consists of 16 tubes with a diameter of 6 mm and a maximum length of 2 m. Fig.3.8
(a) illustrates that each layer is intertwined with a fiber fleece radiator, LRP375BK, which is
20 mm thick and has a density of 0.06 g/cm3. To minimize the relative movement of TRD
components caused by temperature changes, the layers are supported by an octagonal carbon
fiber structure with an exceptionally low coefficient of thermal expansion (as depicted in Fig.
3.8 (b). The TRD is composed of 12 layers along the Y -axis, situated in the middle, and the
remaining layers are positioned along the X-axis, with four layers at both the top and bottom.
The tubes are filled with a gas mixture of 90% Xenon (Xe) and 10% Carbon Dioxide (CO2).
Xenon captures the X-rays produced by the transition radiation in the radiator, while CO2 en-
sures the stable functioning of the tubes. The ionization signal is detected by an anode wire
within each tube (see Fig. 3.8 (c).

The gas in the tubes is supplied from two tanks of 49 kg ofXe and 5 kg of CO2 , which ensures
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a livetime of more than 30 years in the space. The measured leak rate is dominated by the CO2

and amounts to 0.47 g/day on average.

The primary objective of the TRD is to effectively detect electrons and positrons amidst a back-
ground of protons. This detection method relies on the phenomenon of electromagnetic transi-
tion radiation (TR) emitted when a charged particle crosses the boundary between two distinct
materials. In the TRD, the Xe gas in the tubes efficiently absorbs this radiation. Consequently,
the total energy loss experienced is directly related to the Lorentz Factor γ = E/m, enabling
the differentiation of particles with varying masses, specifically electrons and positrons from
protons [56, 107, 108]. Fig. 3.9 (a) illustrates the contrasting energy deposition per tube for
electrons and positrons, with electrons emitting TR due to their high Lorentz factor.

(a) (b) (c)

Figure 3.8: (a) TRD Module prototype along with the fiber fleece radiator on top of the layer,
(b) TRD Support Structure, and (c) Detection Scheme: Detection of ionisation due to charged
particles, here p (in blue) are compared to e+ (in red), transition radiation photons (curved red
arrow, TR-γ) are emitted as the e+ traverses the radiator.

To differentiate between electrons/positrons (e±) and protons p, the signals from the 20 layers
are combined using a statistical estimator called TRDLkh. This estimator calculates the ratio
of probabilities for the e± hypothesis and the p hypothesis [166]. Fig. 3.9 (b) displays the
distribution of TRDLkh from 10-100 GeV , alongside the MC simulation [238], which accu-
rately reproduces the data across six orders of magnitude. Electrons/positrons exhibit a peak at
TRDLkh = 0.35, while protons peak at TRDLkh = 1. Consequently, protons can be efficiently
rejected. For instance, implementing a cut-off value of 0.6 in the TRD estimator would result in
a 90% efficiency in detecting electron signals and proton rejection of over 103 up to 200 GeV
(as shown in fig. 3.9 (c)). By further tightening the cut-off in the TRD estimator, the rejection
of protons can be increased in the high-energy range, albeit at the cost of reducing electron
efficiency (fig. 3.9 (c)).

Furthermore, the TRD offers an autonomous particle tracking functionality through the ar-
rangement of layers along the X and Y axes. This configuration allows for the determination
of the charge of atomic nuclei by measuring their energy loss rate (dE/dx).
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(a) (b) (c)

Figure 3.9: (a) The energy distribution of p (represented by blue points) and e− (represented
by red points) exhibits a noticeable distinction in shape. This distinction is leveraged within
the likelihood function to effectively discriminate between these two species of CRs. (b) The
distributions of TRDLkh for p (depicted in blue) and e− (depicted in red) within the energy
range of 10-100 GeV are displayed, along with the MC simulation that accurately represents
the data across a vast range. The vertical dashed line indicates the location of the cut-off point
associated with a 90% efficiency in detecting electron signals. It is possible to enhance the
purity of the electron signal by tightening this cut-off, albeit at the expense of reducing the
efficiency of detecting the e− signal [33].(c) The proton rejection corresponding to a 65 % and
90 % efficiency in the TRD estimator signals [33].

3.6 The Time-Of-Flight (TOF)

The Time Of Flight (TOF) system is composed of four layers of scintillation counters, or-
ganized into two planes: the upper TOF located above the magnet bore and the lower TOF
positioned beneath it [65, 80, 81]. Each layer comprises 8 or 10 scintillating paddles with a
thickness of 1 cm and varying lengths (ranging from 117 to 134 cm). The paddles are al-
ternately oriented in the X and Y directions, with inner paddles having a rectangular shape
(approximately 12 cm wide) and outer paddles having a trapezoidal shape (width ranging from
18 to 26 cm) to maximize the geometric acceptance. Each paddle is equipped with 2 or 3
PhotoMultiplier Tubes (PMTs) at both ends to detect the light emitted by the scintillator. The
PMTs are connected to the scintillators through plexiglass light guides. In total, there are 144
PMTs that collect light from 34 paddles distributed between the upper and lower TOF sections.
Fig.3.10 provides a visual representation of the upper and lower TOF, along with a schematic
illustration of one of the paddles.
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Figure 3.10: Upper and Lower TOF along with a scheme of one of the paddles.

The TOF system serves as a trigger for charged particles by requiring a coincidence of signals
from all four planes. Additionally, the particle’s velocity (β = ∆s/c∆t) can be determined by
measuring the time of flight (∆t) between the upper and lower TOF, along with the particle’s
trajectory (∆s). The velocity resolution (∆β/β) has been measured to be 4% for Z = 1, de-
creasing to 1.2% for Z ≥ 6, corresponding to a time resolution of 48 ps (as shown in left panel
of fig. 3.11). This precise velocity measurement enables the differentiation of downward-going
and upward-going particles at an exceptional level of 10−9 (right panel of fig. 3.11).

Figure 3.11: Left: The measured TOF velocity distribution for Z = 6 (C) with a σ = 1.2%
from a Gaussian fit, which gives a time resolution of 48 ps [82]. Right: The inverse velocity
distribution of the TOF for Z − 2 (He), illustrating a confusion probability of about 10−9 from
downward-going and upward-going particles [33].

Furthermore, the TOF system is capable of determining the charge of a charged particle by
measuring the energy deposited (dE/dx) which is proportional to Z2. The signals from the
PMTs on the anodes and dynodes are utilized in different ranges: anodes for 1 ≤ Z ≤ 3,
anodes and dynodes for 4 ≤ Z ≤ 8, and dynodes for 8 ≤ Z ≤ 30 (fig. 3.12), due to their
distinct dynamic ranges.
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Figure 3.12: TOF charge distribution from Z = 1 (p) to Z = 30 (Zn) [82].

Finally, the signals from the anode are compared to three different thresholds, which are utilised
in the level-1 trigger:

• Low Threshold (LT): It is used for time measurements and corresponds to around 20%
of the Minimum Ionising Particle (MIP) signal.

• High Threshold (HT): It is used for the charged particle trigger (Z ≥ 1) and corre-
sponds to around 60 % of the MIP signal.

• Super-High Threshold (SHT): It is used for the ions trigger (Z ≥ 2) and corresponds
to around 400 % of the MIP signal.

3.7 Anti-Coincidence Counter (ACC)

The Anti-Coincidence Counter (ACC), also known as the veto counter, encompasses the inner
tracker within the magnet bore [92,269,270]. It consists of 16 scintillator panels, each measur-
ing 826 × 826 × 8 mm, arranged in a cylindrical structure spanning 1.1 m (as depicted in left
panel of fig. 3.13). The scintillation panels emit light, which is then absorbed by wavelength
shifter fibers with a diameter of 1 mm. These fibers guide the light to 16 PMTs located at the
top and bottom (as shown in right panel of fig. 3.13). The inefficiency of the veto counter has
been measured to be less than 10−5.

The primary purpose of the ACC is to detect particles that enter the detector from the side
or events generated by interactions with the detector material. It also serves to reduce the
trigger rate during periods of high particle flux, such as in the South Atlantic Anomaly (SAA).
Consequently, the ACC functions as a rapid veto trigger and is integrated into the trigger logic.

83



Figure 3.13: Left: The ACC counters (blue and green coloured panels) along with the collection
system [269]. Right: Scheme of the ACC system.

3.8 The Ring Imaging Cherenkov Detector (RICH)

The Ring Imaging Cherenkov device is positioned between the lower TOF and the ECAL
(Electromagnetic Calorimeter) [205, 234]. It consists of three primary components: a radiator,
an expansion volume, and a photo-detection plane. The radiator comprises two different ma-
terials. The central part is constructed from 16 sodium fluoride (NaF ) tiles, each measuring
85×85×3mm3, with a refractive index of 1.33. Surrounding theNaF tiles is another material
composed of 92 silica aerogel tiles, each measuring 113 × 113 × 25 mm3, and possessing a
refractive index of 1.05.

The expansion volume spans a length of 470 mm and is enclosed by a conical reflector. Lastly,
the photo-detection plane is composed of a matrix of 680 PMTs with sixteen pixels each. These
PMTs are organized into four rectangular grids and four triangular grids, forming an octagonal
configuration. The photo-detection plane features an empty area at its center, measuring 64×64

cm2, corresponding to the size of the ECAL. This design ensures that particles can reach the
ECAL without any interference. Fig. 3.14 provides an illustration of the three components of
the RICH device.

The primary objective of the RICH system is to ascertain the velocity and charge of particles
by detecting and measuring the Cherenkov radiation they emit (a detailed description of the
RICH is given in chapter 5). Cherenkov radiation is typically generated when a charged par-
ticle passes through a dielectric medium with a refractive index (n) and a velocity (β) greater
than the phase velocity of light in that medium. This condition is referred to as the Cherenkov
threshold (βth > 1/n) [98]. The emitted radiation takes the form of a cone, with an aperture
angle (θc) determined by cos (θc) = 1/nβ.

Within the RICH system, the emission of Cherenkov radiation occurs within one of the two
radiators, namely NaF and aerogel. The NaF radiator is capable of detecting particles with
a velocity (β) greater than 0.75, while the aerogel can detect particles with β values exceed-
ing 0.953. By utilizing both materials, the detection efficiency is optimized. NaF produces
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radiation with a larger aperture angle (θc), enabling the detection of particles that fall within
the ECAL region. The emitted photons in the radiator are captured by the PMTs located in
the photo-detection plane, allowing for the reconstruction of the Cherenkov cone. To enhance
the efficiency of this process, a reflector within the expansion volume is employed, redirecting
photons that fall outside the photo-detection plane (as depicted in left panel of fig.3.15).

Lastly, the particle velocity (β) is determined by measuring the angle (θc) of the Cherenkov
cone. By possessing accurate information regarding the refractive indices of the radiators [168],
a velocity resolution of approximately σβ ∼ 0.8× 10−3 is achieved for Z = 2. This resolution
further improves to around σβ ∼ 0.5 × 10−3 for higher Z values [169] (See right panel of fig.
3.15).

Additionally, the precise measurement of the velocity allows us to obtain the mass of the parti-
cle as

m = RZ

√
1− β2

β
. (3.1)

Figure 3.14: Left: RICH radiator with its expansion volume and conical reflector. Right: RICH
photo-detection plane.

and thereby helps in separation of light CR isotopes. This principle is followed in the 10Be/9Be

ratio determination which forms one of the major component of the present thesis.

Along with that, the Frank-Tamm formula, N ∝ Z2 sin2 (θc) helps us to measure the charge of
the particle by counting the number of photons, N [261].
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Figure 3.15: Left: RICH detection system scheme. Right: The velocity resolution as a function
of the charge Z [169].

3.9 Electromagnetic Calorimeter (ECAL)

The Electromagnetic Calorimeter (ECAL) is situated at the lower part of AMS [14, 266]. It
possesses an operational area measuring 648 × 648 mm2, a thickness of 166.5 mm, and an
overall weight of 648 kg, inclusive of the mechanical structure and the readout cables (see
fig. 3.16 (a)). This calorimeter consists of 9 modules referred to as superlayers, each with a
thickness of 18.5 mm. Each superlayer comprises 11 grooved lead foils that are 1 mm thick,
interleaved with 10 layers of scintillating fibers measuring 1 mm in diameter. The fibers are
oriented in a single direction, resulting in the stacking of the 9 superlayers with alternating fiber
orientations, parallel to the X direction (5 superlayers) and the Y direction (4 superlayers). This
configuration allows for the creation of a three-dimensional representation of the electromag-
netic showers (see fig. 3.16 (b)).

To prevent any inactive regions, each superlayer of the ECAL is equipped with 36 four-anode
PMTs that are placed alternately at the two opposing ends. In total, there are 324 PMTs,
amounting to 1296 anodes, responsible for the readout of the ECAL. Each anode covers a 9×9

mm2 area and is composed of 35 fibers, referred to as cells. In fig. 3.16 (c), one of the su-
perlayers is depicted, illustrating the footprint of the PMTs and one of the cells overlaid. The
1296 cells are divided into 18 longitudinal layers (2 per superlayer), with each layer containing
72 cells in the transverse direction. This segmentation provides a high level of detail, enabling
precise sampling.

The primary objective of the ECAL is to accurately measure the energy deposited by electro-
magnetic particles. When charged particles enter the ECAL, they generate showers. These
showers are more contained for electromagnetic particles like electrons and positrons due to
their high number of electromagnetic interaction lengths, approximately 17X0. In contrast, the
ECAL design (as described in references [95, 100]) ensures a significantly smaller number of
nuclear interaction lengths, approximately 0.7λ. As a result, while electromagnetic showers
are well-contained for electron and positron energies up to a few TeV , there is some energy
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leakage for protons, indicating partial containment [199].

The energy of the incoming particle is calculated by incorporating adjustments that account for
the energy leakage at the rear and lateral sides. These corrections are implemented to achieve
energy linearity within a margin of less than 1% up to 300 GeV . The calorimeter’s energy
resolution, denoted as σ(E)/E, was determined through measurements conducted during the
test beam [162] (see left panel of fig. 3.17), and is well parametrised by

σ(E)

E
=

 
(0.104)2

E
+ (0.014)2. (3.2)

Figure 3.16: (a) The ECAL structure. (b)The 9 superlayer distribution with the fibres stacked
in an alternating fashion. (c) One of the 9 superlayers with the PMT footprint with a single cell
superimposed on it.

The ECAL also plays a crucial role in effectively distinguishing between p and e± parti-
cles. Specifically, the shower’s shape enables the creation of an ECAL estimator, known as
ECALBDT , which utilizes a multivariate method based on a Boosted Decision Tree (BDT).
Additionally, discrimination between protons and leptons is achieved by analyzing the ratio of
the energy measured by the ECAL to the momentum determined by the tracker, denoted as
E/p. This distinction arises because proton showers are only partially contained within the
calorimeter, resulting in an E/p ratio smaller than 1. On the other hand, e± particles are almost
fully contained, leading to an E/p ratio close to 1.

The right panel of fig. 3.17 demonstrates the effectiveness of using the ECAL estimator and
applying a threshold of E/p > 0.7 to reject protons. It is evident that by implementing a more
stringent cut in the estimator, the rejection of protons can be enhanced. However, this comes at
the expense of reducing the selection efficiency.
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Figure 3.17: Left: The ECAL energy resolution measured using e− test beams for perpen-
dicularly incident particles [162]. Right: The measured proton rejection for two different e±

selection efficiencies, namely 90% (represented by blue data points) and 65% (represented by
red data points), is compared. It is observed that implementing a stricter cut in the ECAL
estimator leads to a reduction in the proton background by approximately a factor of 3 [33].
This improvement in proton rejection is independent of the rejection capability of the TRD, as
depicted in fig. 3.9 (c).

3.10 Trigger Logic and Data Acquistion System

3.10.1 The Trigger Logic

The primary objective of the trigger system in AMS-02 is to capture and record events that pass
through the detector’s fiducial volume, while discarding all other events. It is crucial for the
decision-making process to be rapid in order to minimize detector dead-time, which refers to
the period during which the detector is occupied and unable to collect events. To achieve this,
the trigger logic is divided into two stages: the Fast Trigger (FT) and the level-1 trigger.

The Fast Trigger (FT) offers an exceptionally swift response by utilizing the combined infor-
mation derived from the TOF and ECAL components. Specifically, the FT is triggered when
any of the following signals are generated:

• FTC: When there is a simultaneous occurrence, within a time window of 240 ns, of
signals in any three out of the four TOF planes, each exhibiting a pulse height greater
than 0.5 times that of a Z = 1 MIP deposit. This criterion is applied to all CRs.

• FTE: When the energy deposited in the ECAL is indicative of an electromagnetic particle
with an energy surpassing 1 GeV . This criterion is specifically applied to e±, and γ.

• FTZ: When there is a coincidence of signals from four TOF planes within 640 ns, each
with a pulse height greater than 3.5 times a MIP. This criterion is used for slow particles.

After the FT signal is produces, the level-1 trigger evaluation commences. In this stage, the
information from the TOF, ECAL, and ACC is combined to generate seven sub-triggers:

• Single Charge (Z = 1): 4/4 TOF planes passing the High-Threshold (HT) and no ACC
hits.
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• Normal Ions (Z ≥ 2): 4/4 TOF planes passing the Super High-Threshold (SHT) and
less than 5 ACC hits.

• Slow Ions: 4/4 TOF planes passing the SHT in an extended time window.

• Electrons: 4/4 TOF planes passing the HT and energy deposited in the ECAL above a
threshold in both projections. The ACC is disabled, once the ECAL trigger is fired.

• Photons: Energy deposited in the ECAL above a threshold in both projections and a
shower angle in the geometric acceptance.

• Unbiased Charged: 3/4 TOF planes passing the HT. As a result of high rate of signals,
the events are prescaled by a factor of 100.

• Unbiased ECAL: Energy deposited in the ECAL above a threshold. In this case, events
are prescaled by an even higher factor of 1000.

3.10.2 Data Acquisition System (DAQ)

Each sub-detector within AMS-02 is equipped with dedicated Front-End (FE) electronics that
have a maximum readout time of 90 µs. The DAQ [96, 244] has been designed to collect
and process signals originating from 300k FE channels. The system’s architecture is based on
a tree-like structure, comprising approximately 300 computational nodes, as depicted in fig.
3.18. Among these nodes, 264 are specifically dedicated to gathering signals from the FE elec-
tronics of each sub-detector and performing initial data reduction. They are denoted as xDR
(where DR represents Data Reduction and x represents the respective sub-detector abbrevia-
tion: E for ECAL, R for RICH, T for Tracker, S for TOF and ACC, and U for TRD). The
signals from the xDRs are then collected by 14 Low Level DAQ computers (JINF) with double
redundancy. Simultaneously, trigger signals from the TOF and ACC are gathered in 8 SDR
nodes and transmitted to the JLV1 nodes, which are also double redundant, where the Level-1
trigger is generated. Finally, the High Level DAQ computers (JINJ), which are quadruple re-
dundant, receive all the signals from the JINF, SDR, and JLV1. They transfer the data to the
main computer of AMS (JMDC), which is also quadruple redundant. The JMDC consolidates
all the event information and determines whether it is of interest or not [198]. This additional
level of software trigger constitutes an essential component of the system.

The interconnection of the DAQ system relies on a serial wired link protocol called AMSWire.
This protocol is specifically designed to ensure low latency, low power consumption, and a
transfer rate of 100 Mbits/s. To minimize dead-time, all event-related information is stored in
internal buffers within each DAQ chain. Notably, the JMDCs possess a larger buffer known as
JBUX, which can store data for approximately one day. This buffer is utilized during periods
when communication between the ISS and the ground is interrupted, allowing for continuous
data storage.
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The DAQ system operates in runs lasting 23 minutes each, resulting in a total of 4 runs per orbit
of the ISS. As part of the operational cycle, a comprehensive calibration of the sub-detectors is
conducted every 2 runs while the ISS is positioned at Earth’s equatorial latitudes.

Data transmission from the International Space Station (ISS) to the ground is facilitated through
the utilization of NASA Tracking and Data Relay Satellites (TDRS). These satellites transmit
the data to the satellite reception dishes located at NASA’s White Sands Test Facility in New
Mexico. Subsequently, the data is transferred from there to NASA’s Payload Operations Inte-
gration Center (POIC) at the Marshall Space Flight Center (MSFC) in Alabama. This center
houses the AMS Ground Support Computers. Eventually, all the data is sent to the AMS Pay-
load Operations Control Center (POCC) at CERN and the Taiwan control center. The payload’s
status and data collection process are continuously monitored in both centers, with 8-hour shifts
being employed for this purpose.

Figure 3.18: The diagram illustrates the configuration of the DAQ system within AMS-02.
The process commences with the Data Reduction Boards responsible for each sub-detector.
The signals originating from these boards are subsequently transmitted to the Low Level DAQ
computers, JINF, where they are collected. Finally, the High Level DAQ computer, JINJ, gath-
ers the data from the JINF computers. The main computer, JMDC, consolidates all the event
information and transmits it to the ground [185].

3.10.3 Livetime

The preceding steps described in DAQ introduce a period of dead-time during which the de-
tector is unable to collect new data. Specifically, the level-1 trigger process, data reduction,
and transmission together consume approximately 220 µs. The status of the DAQ system is
evaluated in samples of 20 ns. As a result, the livetime is calculated on a per-second basis as
the ratio of samples where the detector was not busy to the total number of samples. In essence,
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the livetime represents the efficiency of the DAQ, reflecting the fraction of time in which the
detector is actively collecting data.

As discussed in chapter 2, CRs can only traverse Earth’s magnetic field above a certain rigid-
ity threshold. Consequently, the lowest energy CRs are only observable at high geomagnetic
latitudes. The distribution of CR fluxes is skewed towards lower energies, resulting in a higher
trigger rate in regions where a large number of particles pass through the detector, as depicted
in left panel of fig. 3.19. This elevated trigger rate leads to increased dead time in the detector
electronics and a reduction in livetime, as illustrated in right panel of fig. 3.19.

Figure 3.19: Left: Mean trigger rate. Right: Mean livetime. Near higher latitudes, higher
trigger rates results in DAQ saturation, and consequently lower livetime.

3.11 Data Taking

Various factors can impact the data collection process of the AMS-02 detector and potentially
affect data quality. To ensure optimal analysis, a set of criteria is established to determine which
periods of time are suitable for analysis while discarding the remaining data.

As a first step, a few basic general checks are done. This assessment excludes specific periods
such as the initial commissioning phase, times during detector operations (such as calibrations
or TRD gas refills), and periods of ISS operations that may interfere with AMS, such as move-
ments of solar arrays or the robotic arm within the field of view of AMS-02.

Additional conditions are imposed based on the ISS orbit and AMS-02 DAQ parameters, eval-
uated on a per-second basis. To facilitate this assessment, all relevant ISS orbit and DAQ
parameters are stored in a Real-Time Information (RTI) database. Only seconds outside the
South Atlantic Anomaly (SAA) region are considered as the particle rates are high here (refer
chapter 2), along with those seconds exhibiting a livetime exceeding 0.5 s. This selection cri-
terion aims to exclude saturated detector seconds, ensuring that the data chosen for analysis is
of higher quality.

In order to ensure accurate measurement of directionality, it is crucial to have a precise under-
standing of the detector’s behavior. To enhance the data quality, additional cuts are applied.
This involves excluding seconds where the angle (α) between the AMS pointing direction and
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the ISS zenith is too large, specifically within the range of 10◦ < α < 14◦. This selection
removes time periods when the station undergoes non-horizontal configurations, such as dur-
ing docking or undocking of the Soyuz spacecraft or during Extra-Vehicular Activities (EVAs)
performed by astronauts. Additionally, it is necessary to have a normal occupancy in the TRD
to avoid seconds where this particular sub-detector becomes saturated.

As an example, fig. 3.20 illustrates the long-term stability of the AMS DAQ system over a pe-
riod of 8.5 years, which corresponds to the duration of the data collection phase also analysed
in this study. The light gray region represents the total time spent in orbit, while the red portion
represents the time during which the DAQ system was actively acquiring data, accounting for
approximately 99% of the total time. The cyan color indicates the fraction of seconds selected
for analysis, taking into account the predetermined conditions and the livetime of the detec-
tor. This fraction represents approximately 83% of the entire time spent in orbit, and it also
accounts for the time spent in the SAA, which amounts to 7% of the total time in orbit. The
corresponding total exposure time amounts to 1.83× 108 s.

In general, the AMS DAQ system maintains a high level of stability throughout the entire
duration, with only a few exceptions. The initial gap, as seen in fig. 3.20, corresponds to
the commissioning period spanning from May 19th to June 5th, 2011. The subsequent gap
from October to November 2014 occurred due to detector operations aimed at testing the ther-
mal control system of the tracker. The intermittent and minor gaps observed between August
2018 and November 2019 were a result of non-standard configurations of the tracker caused
by issues with the thermal control system. These problems were resolved by installing the Up-
graded Tracker Thermal Pump System (UTTPS) during four EVAs conducted between Novem-
ber 2019 and January 2020.

3.12 Data Processing and Event Reconstuction

The events recorded by the DAQ of AMS-02, which contain raw data from the various sub-
detectors, are organized into time intervals called ”runs.” These runs have a duration of approx-
imately 23 minutes, equivalent to one-fourth of an orbit around the ISS. On average, each run
consists of around 7 × 105 events. However, the raw data alone is insufficient for conducting
meaningful physical analysis. Therefore, a reconstruction software is employed to convert the
detector readouts into events that carry relevant physical information.

To achieve these goals, a specialized software called the AMS Offline Software was created,
serving two primary purposes: data reconstruction and detector response simulation [111,112].
The data reconstruction process involves extracting meaningful physical quantities from the
raw event data, which will be utilized in subsequent physics analyses. On the other hand, the
simulation aspect involves assessing the performance of the detector by generating simulated
events that accurately replicate the AMS geometry and incorporate all pertinent physics pro-
cesses for individual CR species.
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The reconstructed data format of AMS follows the structure provided by the CERN ROOT
package. Each reconstructed event is stored as a ROOT tree object, which encapsulates essen-
tial high-level information required for the subsequent physical analysis.

Figure 3.20: Time stability of data taking in s/day. The light gray, red and cyan represents
AMS-02 orbit time, DAQ collection time, and the exposure time respectively. Plot taken from
the analysis in [221].

3.13 AMS-02 Monte Carlo Simulation

The AMS Offline Software, is utilized for both data reconstruction and MC event simulation.
The simulation process employs the same reconstruction procedure used for the actual data,
and it relies on the Geant4 package [49, 50]. The simulation incorporates a comprehensive
representation of the detector, including its geometry, material composition, and the various
physical processes that occur when particles interact within the detector (such as elastic and
inelastic interactions). The information from the simulated events is stored in a ROOT tree
object, similar to how data is stored.

Figure 3.21: Scheme for the MC event generation in the AMS-02 Geant4 simulation.

The simulated particles are generated in an isotropic manner from the upper plane of a cube
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measuring 3.9 × 3.9 × 3.9 m3, which surrounds the AMS detector (as depicted in fig. 3.21).
The generated particles have a specified momentum (p) or rigidity (R). The distribution of
generated events follows a spectral shape that is proportional to the inverse of the momentum
(p−1) or the rigidity (R−1). Consequently, the number of events (N ) is uniformly distributed as
a function of rigidity, according to the following relationship:

dN

dR
= kR−1 = N(R,R +∆R) = k

∫ R+∆R

R

R−1dR = k∆ ln (R), (3.3)

where k is a constant.

The motivation behind generating events with a steeper distribution is to ensure an adequate
amount of statistical data at high rigidities while avoiding an excessively large number of low
rigidity events that would be challenging to handle. However, it is important to note that the
generated spectrum does not reflect the natural CR spectrum. As a result, it is common practice
to apply reweighting techniques in order to reproduce the observed variations in the distribution
of different CR species.
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Chapter 4

AMS-02 Be Isotope Data Analysis

The primary goal of this analysis is the measurement of the isotopic fraction of Beryllium in
the CR flux, and in particular the flux ratio, Φ10Be/Φ9Be as a function of the kinetic energy
per nucleon, Ek/n. For relevant literature on the importance of this ratio, one can refer to the
section of 2.7.3 in Chapter 2 of the present thesis.

In the following chapter, we discuss the procedure of obtaining a highly pure sample of Be,
followed by a discussion on the requirements for isotopic distinctions in AMS-02 and the en-
ergy ranges where it is possible to do so. Then we demonstrate how to measure the fractional
contribution of each isotopes. The chapter concludes with the computation of the the isotopic
fluxes and the isotope flux ratio of interest with a brief discussion of its consequence on the
Halo size of the galaxy.

4.1 Data Reconstruction

4.1.1 Data Reduction (Trigger)

In order to perform the analysis, we need to extract a pure sample of Be events from the AMS
CR data. For that purpose, we take advantage of the excellent charge resolution provided by
AMS-02, and hence request the distribution of events in various sub-detectors compatible with
charge, Z = 4. Also, AMS-02 requires pre-processing of events which are subsequently saved
by the electronics as discussed in chapter 3. In particular, only events passing the physical
trigger (LVL1 trigger) are considered for this analysis.

To identify Be events, we need to select events with well measured rigidity and velocity. Each
selection criterion influences a particular variable, setting threshold intended to select the events
with the best reconstruction of physical quantities and to reject badly reconstructed events. The
resulting inefficiencies has to be carefully evaluated and taken into account in producing the
final fluxes of the isotopes.

An event is registered when a particle traverses the AMS-02 4/4 TOF layers without being
rejected by the ACC system (i.e., ACC Hits < 8). A certain amount of information associated
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with the event encoding the interaction parameters of the particle with the sub-detector is stored.
Events are classified into TTree ROOT classes named as ntuple.

4.1.2 Geomagnetic Environment and timestamp (RTI)

AMS-02 is installed on the ISS, and as such it has to endure the geomagnetic field of earth, the
consequences of which have been extensively discussed in Chapter 2 and 3. The geomagnetic
field results in chemical species to be trapped in its influence, which necessitates the decoupling
of particles of cosmic origins from the former. In this regard, a quantity called the geomagnetic
rigidity cutoff, denoted as Rc, which relies on latitude, longitude, and pointing information
comes handy. It signifies the minimum rigidity required for a particle to be confidently iden-
tified as of cosmic origin. Particles below this cutoff may be confined to closed trajectories
around the Earth, having been generated through interactions of cosmic rays with the Earth’s
atmosphere.

Furthermore, temporal data pertaining to the location of AMS and detector conditions is stored
on a per-second basis using a distinct data format. This data, referred to as real-time informa-
tion or RTI, is organized with integer Unix time in seconds as its indexing system. By utilizing
the Unix timestamp associated with a stored event, one can easily access the corresponding RTI.

RTI contains various data, including ISS latitude & longitude, solar beta angle, AMS point-
ing direction, livetime fraction, and the number of triggers occurring in each second. The
positional and pointing information within RTI enables us to perform selections based on the
location. Specifically, this data is instrumental in calculating the geomagnetic rigidity cutoff.

4.1.3 AMS-02 Monte-Carlo Simulations

The AMS-02 collaboration produced a series of officially sanctioned Monte Carlo (MC) datasets
utilising a simulation toolkit rooted in the Geant4 package.

The particle’s trajectory through various sub-detectors is segmented into small steps, and at
each step, interactions and energy losses are randomly generated based on their respective
probabilities.

The event reconstruction process is similar to that of real data, resulting in benchmarks that
may be utilised to build selection criteria and particle identification algorithms. We will use
the same analysis protocols and selection criteria for both the MC and data in the subsequent
sections. In particular, we use the simulations of 7Be, 9Be, and 10Be for the signal, and the
simulations of 10B, 11B, C, 14N , 15N , and O for the background.
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4.1.4 General Quality Selections

4.1.4.1 Time and Location Based cuts

The initial stage of event selection involves a rapid process that doesn’t involve analysing de-
tector signals on a per-event basis. Instead, it relies on promptly implementing certain criteria
using only the run or event timestamp. As a result of specific abnormal conditions on ISS or
AMS, certain runs may be entirely excluded from further processing:

• Commissioning Period: After the installation of AMS, a specific timeframe was al-
located to ensure the optimal performance of all systems, conduct calibrations, and es-
tablish standard operating procedures. This particular period is not taken into account
during the analysis.

• ISS hardware in AMS Field of View: At times, ISS operations necessitate the move-
ment of the Space Station Remote Manipulator System, a robotic arm, which, in turn,
passes through the AMS field of view. Consequently, CRs experience additional material
interaction before reaching AMS, resulting in energy loss and secondary production that
cannot be accurately predicted through modeling. NASA provides information about the
scheduled operations, allowing us to identify and tag all affected runs.

The subsequent selections are conducted using the information provided by RTI:

• Hardware Error Checks: It excludes the seconds in which the data errors are more
than 1% the trigger count.

• Lost Events: It ensures that the number of stored events for a second is at least 99%
of the trigger count. Anamolous large events losses during a period could allude to
underlying temporary problems with the DAQ operation.

• Livetime: The AMS-02 electronics sends a ping every 20 ns and checks if the detector
state is “busy” or “free”, associating with the boolean value 0 or 1. After which, the
AMS-02 event reconstruction software associates to every event the value of this vari-
able, averaged over the last second of the AMS-02 intenal clock (which is out of phase
by 0.5 s with respect to the standard UNIX time). Within a good approximation, this
average gives the fraction of every second in which the experiment was ready to accept
a CR event, which is the live fraction of each second of the measurement time which is
known as the Live-Time fraction.

The live fraction is clearly lower when the event rate is high. The geomagnetic field is
not constant, and it is particularly weak over the poles and in the SAA. In such zones, the
event rate is consequently high, because of weak geomagnetic shielding. As such, the
averaged live time along the ISS orbit varies from a minimum of 0.5 to a maximum of
0.9, and has a mean value of 0.85 as can be seen in fig. 4.1.
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Figure 4.1: The live time fraction values along the AMS-02 orbit. The SAA position is the one
where there is a drop to < 0.4.

We exclude the seconds in which the livetime is under 70 %. There are certain periods
when the event rate is so high that AMS is unable to accept new triggers for a good
fraction of time, and this cut helps eliminate it.

• South Atlantic Anomaly (SAA): The livetime cut efficiently removes a significant por-
tion of the time spent within the SAA region (the region where we observe a livetime
drop to ∼ 0.4 in fig. 4.1), where the geomagnetic field’s configuration causes a notable
surge in CR fluxes at ISS altitude, causing saturation in the AMS detector. To ensure
thorough exclusion, the SAA region is also geographically removed by applying a cut
that encloses a specific polygon in latitude-longitude space.

• Zenith Pointing: AMS is rigidly affixed to the ISS at a constant angular orientation,
typically pointing at a position of ∼ 12◦ degrees from the zenith during regular opera-
tions. However, certain procedures like vehicle docking may necessitate adjustments in
the ISS attitude, causing the AMS to deviate significantly from its zenith direction or
even point towards Earth. In such cases, runs where the AMS is pointing more than 40
degrees away from the zenith are omitted from the analysis.

4.1.4.2 Event Geometry and Reconstruction Selections

In order to reduce or eliminate spurious events of non-cosmic origin, we can exploit the event
geometry and outcomes from AMS reconstruction software. In particular, we use the following
selections:

• Downgoing Particle: Only accept events measured with positive time interval, ∆t > 0,
between upper and lower ToF signals. The time resolution σT is of the order of ∼ 160 ps

while ∆t ∼ 4 ns. As such, the excellent time resolution helps us to unambiguously and
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efficiently distinguish downgoing particles, allowing us to neglect contamination from
upgoing events. We employ the selection βToF > 0.3 for this purpose.

• Single Track: Only consider events that have only one track successfully reconstructed
in the tracker and a single, high-level particle object reconstructed. Additional tracks
and particle objects often arise from interactions of the incoming particle with AMS,
causing other particles to be set into motion. In some cases, an extra object may be
reconstructed due to detector noise. By implementing this selection, the quality of the
sample is improved as it removes events where the incoming particle interacts, potentially
experiencing energy loss, angular deflection, or fragmentation. Additionally, it eliminates
events where inaccurately reconstructed objects could lead to misleading measurements.

4.2 Identification of Beryllium Events

The primary step in our analysis is to have a pure sample of Be. For this purpose, we employ the
different sub-detectors of AMS which are capable of giving independent charge measurements
as explained in Chapter 3, viz. the 9 tracker layers, and the Time-of-Flight (ToF) detectors.
The following section describes the primary charge selections used to obtain our Be sample,
and also the selections used to reduce contamination from heavier nuclei.

4.2.1 Principal Signal Purification with Charge (Inner Tracker)

The charge of the particle, provides the most effective way of selecting a good sample of Be
(or for that matter, any element from AMS data). The best performing sub-detector in AMS-02
for charge selection is the Silicon Tracker . As already explained in chapter 3, it consist of 9
layers which are all capable of providing independent charge estimation. The excellent inner
tracker charge resolution can be visualised from the fig. 4.2. In our analysis, the inner tracker
charge is defined as the truncated average of the independent charge estimations of each of the
inner tracker layers.

In AMS-02, a particle traversing the detector planes deposit energy by ionisation in the detector
material. The Bethe-Block equation tells us that the average energy deposited by ionisation is
proportional to the squared value of its electric charge. Particle with βγ ∼ 3 deposits a con-
stant average ionisation energy (m.i.p), while the slower particles deposit energy proportional
to Z2/β2.

The information pertaining to the energy deposition in the ToF paddles and in the Tracker layers
is recorded in the reconstructed data. In the reconstruction of the charge, the algorithm applies
appropriate correction for the β dependence, and then the square root is taken, and hence, the
reconstructed quantity gives us a linear output of particle charge.
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Figure 4.2: The Inner Tracker Charge distribution. We can interpret that AMS-02 has excellent
charge resolution, which allows us to select a very pure Be sample (σ ∼ 0.23).

As is evident from fig. 4.2, the inner tracker already assists us to select a highly pure sample of
Be. In order to find the charge selection window to obtain the best sample of events of Be, we
follow the following procedure:

1. With the pre-selections, we plot the charge distribution for the three variables described
above

2. Since we are interested in the Be events, the possible contamination influencing the Be
distribution are the ones from Lithium (Li) and Boron (B). We fit the three with Gaussian
fits as shown in fig. 4.3.

3. Then we make a compromise between the efficiency of Be events and the contamination
coming from Li and B distribution at greater than 90 % efficiency and less than 1 %
contamination. In order to achieve this, we consider the integral (efficiency) of the Be
distribution within 3 σ limits [µBe − 3σBe, µBe + 3σBe]; and the contamination of Li by
considering the integral of the Li distribution within the limits [µBe − 3σBe,∞], and the
integral of B distribution within the limits [−∞, µBe+3σBe]. The Be fit integral is itera-
tively reduced with a 0.05 step length in each iterations, and the contamination integrals
are broadened by the same step length in each subsequent iterations. Finally, we plot the
efficiency and contamination versus the number of steps. The step that corresponds to
the best compromise between efficiency and contamination ( >90 % efficiency and < 1
% contamination) is then considered for the selection window (See fig. 4.4).

The procedure outlined above for Inner Tracker charge, can be repeated for the rest of the
sub-detectors of interest.
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Figure 4.3: The Inner Tracker Charge distributions with pre-selections. The Li, Be, and B
distributions are fitted with Gaussians. The selection window defined by the dashed red lines
has a width of 0.90.

(a) Efficiency (b) Contamination

Figure 4.4: The (a) Efficiency and (b) Contamination as a function of the steps for the Inner
Tracker charge. We make a compromise between the two; in this particular case, the com-
promise is achieved at the 1st step which translates to a selection window of [3.55, 4.45] (the
selection window is plotted in fig. 4.3).
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Figure 4.5: Charge distribution of L1 after applying a charge selection on the Inner Tracker,
with Be and B templates from L2.

4.2.2 Background from Heavy Nuclei Fragmentation

The effect of inner tracker charge selections can be appreciated from fig. 4.5 showing the L1
charge distribution. After the application of a selection window on the inner tracker charge, the
Li peak disappears in the charge distribution of Tracker Layer 1. However, we will see that we
still have contamination coming from the fragmentation of heavier nuclei that are reconstructed
as Be events. This motivates the deployment of further selections particularly on the ToF to re-
duce this fragmentation background.

Furthermore, just from the L1 charge distribution we can appreciate the amount of contami-
nation of Li and B on the Be signal. For this purpose, we can plot the charge distribution of
Tracker Layer 1 after applying a selection on it around Z = 4. We observe that heavier ele-
ments such as Boron, Carbon and Oxygen are also reconstructed as Be. Fitting this distribution
with templates of Li, Be and B charge distributions from Tracker Layer 2 (the templates are
obtained by applying selections on tracker layer 1, upper ToF, and Inner Tracker without the
layer 2) shows us the contamination on the Be signal. The resulting plot is shown in fig.4.6.

4.2.3 Reduction of Fragmentation Background

The contamination from heavier species such as Carbon (C) and Oxygen (O) can be reduced
by the application of a charge selection on the upper ToF. The subsequent upper ToF charge
distribution for the selected Be sample is shown in fig. 4.7 . In the distributions only the Be
peak is visible, except for the presence of a long tail. This tail is the result of anomalous energy
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Figure 4.6: The charge distribution of Tracker Layer 1, with Li, Be, and B templates from
Tracker Layer 2.

deposit in events affected by γ rays or fragmentation, where two or more like-charged particles
deposits energy in the same ToF hit. The latter fact has been confirmed through MC simulation
that these tails are mostly related to events where a nuclear interaction occurs within the AMS
volume. A selection requesting a single track to be constructed, and a selection to cut the tail
eliminate these interaction events.

The effect of the selections can be seen from the fig. 4.8, the distribution in red corresponds to
the L1 charge distribution after application of a charge selection on the inner tracker and shows
contamination from heavier species like C and O. After application of charge selection on the
upper ToF, these Z > 4 events go away leaving us with a cleaner sample of Be. There might
be still some spurious Li events falsely reconstructed as Be because of failure in scintillation
paddles. In summary, the following two selections for remove the fragmentation background:

1. Charge Selection on Upper Time-of-Flight (ToF)

2. Requesting a single track to be reconstructed in the tracker

Since, we already have a pure Be sample from the selections on inner tracker and upper ToF
charge, we can have the liberty of selecting a wider window on the charge on the tracker layer
1 as depicted in fig. 4.8. This selection further eliminates some of the B events reconstructed
as Be at the cost of losing some true Be events. Cumulatively, the combined effect of charge
selections on inner tracker, upper ToF, and L1 is such that we get a pure sample of Be events,
however, with the possibility of heavier nuclei fragmentation to produce a Be track.
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Figure 4.7: The Upper ToF charge distribution after the application of selection windows on
L1 and Inner Tracker. The vertical lines represent the selection window on this quantity.

Figure 4.8: Charge distribution of L1 after application of charge selection only on the Inner
Tracker shown in red shows that we have contamination from heavier species such as C and
O. Application of charge selections on the upper ToF detector, and requesting a single track
almost eliminates the background.
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Figure 4.9: Fluxes of Carbon, and Oxygen used for estimating the contamination in Be mea-
surement by AMS-02. These fluxes have been re-weighted according to the ones measured by
the AMS-02 collaboration [29].

In addition to the above detectors, the particle charge can also be extracted from the RICH
detector, as the number of collected Cherenkov photons is proportional to z2. This can be
particularly instrumental in estimating the small amount of fragmentation nuclei produced by
Be nuclei interaction below Lower ToF and above/within the RICH radiators. However, this
effect is estimated to be very small, and the ensuing acceptance loss shall vanish in the Be iso-
topic ratios. As such, we do a loose selection on the RICH charge as discussed in a later section.

4.2.4 Contamination from Interacting Heavier Nuclei

The Be measured by the AMS detectors have two source components: One from the CRs,
and another contribution comes from the fragmentation of heavier nuclei interacting primarily
within the AMS-02 material above the first Tracker layer. The nuclei that have potential to
produce Be isotopes by fragmentation are Boron, Carbon, Nitrogen, and Oxygen. Heavier nu-
clei can neglected since the combination of their absolute flux and probability to generate Be,
contributes negligibly to the Be isotopes measured by AMS-02 detectors.

Since Carbon and Oxygen nuclei are expected to provide the highest contamination, in order to
estimate the amount of Be coming from interactions, we use a combined set of MC simulation
of Carbon and Oxygen nuclei as shown in fig. 4.9 . All these MC sets have been re-weighted
according to their cosmic abundance and to the corresponding spectrum as a function of rigidity
measured by AMS-02 [29].
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(a) ToF (b) RICH-Agl

Figure 4.10: The mass distributions for the ToF and RICH-Agl sub-detectors. The red his-
togram denotes the 7Be mass distribution from AMS-MC. The blue histogram and green de-
notes the amount of contamination due to fragmentation from Oxygen and Carbon respectively.
The contamination from Carbon is estimated to be ∼ 0.1% and ∼ 0.05% for ToF AND RICH-
Agl respectively. Meanwhile, the contamination from Oxygen is estimated to be ∼ 0.2% and
∼ 0.1% for ToF AND RICH-Agl respectively.

This combined MC simulation helps to study the contribution of each of these species to the
measured Be isotopes. The most abundant species in CR, i.e., Carbon & Oxygen give the high-
est contribution. In fig. 4.10 , the contamination from heavier nuclei to Be can be visualised
for the ToF and the RICH-Agl detectors. The contamination from Carbon is estimated to be
∼ 0.1% and ∼ 0.05% for ToF AND RICH-Agl respectively. Meanwhile, the contamination
from Oxygen is estimated to be ∼ 0.2% and ∼ 0.1% for ToF AND RICH-Agl respectively.
The decrease in contamination from ToF to RICH-Agl is in accordance with theoretical expec-
tations because the cross-section of interaction decreases as a function of energy.

Therfore, the contamination from heavier nuclei in our Be sample is negligible. Morever, we
assume that the contamination from fragmentation is taken into account by the effective accep-
tance (see later section) calculated from the AMS-MC data. Hence, we wouldn’t correct for it
in the final results. The contamination from heavy nuclei to Be is tabulated in 4.1.

4.3 Isotopic Distinction with AMS-02

In the previous section we saw how charge measurement helps us to obtain a pure sample
of Be. However, we are interested in the isotopes of Be for which we need a quantity that
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Contamination % From Heavy Nuclei Fragmentation
C → Be ∼ 0.1% (ToF) ∼ 0.05% (RICH-Agl)
O → Be ∼ 0.2% (ToF), ∼ 0.1% (RICH-Agl)

Table 4.1: The amount of contamination coming from fragmentation of heavy nuclei within the
AMS detector volume calculated from AMS-MC.

can be employed to distinguish isotopes. The mass of the isotopes turn out to be an efficient
discriminator which is directly related to the velocity and Rigidity of the CR species. In the
following section, we will establish the latter relationship and describe the selection criteria
developed for each sub-detectors of interest.

4.3.1 The Mass Formula

The momentum of a relativistic particle is given by p⃗ = mβ⃗γ. Hence the mass can be written
as (omitting the vector notations):

m =
p

βγ
=
p

β

√
1− β2; (4.1)

When utilising magnetic spectrometers, it is convenient to use magnetic rigidity rather than
momentum. Qualitatively, the rigidity is the resistance that a constant magnetic field provides
towards bending a charged particle trajectory, and it is related to the magnetic field by,R = Br,
where B is the intensity of the magnetic field, and r is the gyro radius. Also, r is given by,
r = p/BZ, where Z is the charge of the particle. Hence, we also get that, R = p/Z. In
conclusion, the simultaneous measurements of the rigidity R, charge Z, and velocity β, allow
to obtain the particle mass, m using the relation:

m =
RZ

βγ
(4.2)

where γ is the Lorentz factor of special relativity.

Fixing a particular mass in 4.2, we can define characteristic curves of every isotopes in the
β − R phase space, around which the experimental points scatter according to R and β mea-
surement resolution. The mass curves for 7Be, 9Be, and 10Be are shown in fig. 4.11.

As seen in 4.11, the mass curves have very similar behaviour throughout the rigidity range. As
such, it sets demanding requests on the resolution of the rigidity and β measurements to isolate
the isotopes.

4.3.2 Rigidity (R)

As already mentioned in Chapter 3, when a charged particle traverses a magnetic spectrometer,
the trajectory is bent. The curvature of this bending is inversely proportional to a quantity
called Magnetic Rigidity denoted asR. It is defined as the particle momentum over its electrical
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Figure 4.11: Comparison between the theoretical mass curves for 7Be, 9Be, and 10Be isotopes.

charge, R = p/Z, and its unit is GV .

4.3.2.1 Measuring Rigidity

As we have seen earlier in chapter 3, that the AMS-02 Silicon Tracker has 9 layers, out of
which, 7 of them are in the magnetic volume. The two external layers provides the entering
and exiting direction with respect to magnetic field volume, thereby allowing to extend the
rigidity measurement to the TV region. However, the latter comes at the expense of a reduc-
tion in overall geometric acceptance.

In this particular work, we are interested in particles with rigidities up to few tens ofGV , where
the only dominant phenomenon affecting the rigidity measurement is the Multiple Coulomb
Scattering. As such, for these rigidites, the resolution improvement by the inclusion of external
tracker layers is negligible as can be seen from fig. 4.12. As such, for our purpose, the R
measurements are taken only from the Inner Tracker layers. The L1 hit is used to ensure that a
particle consistent with Z = 4, i.e., a Be is entering the detector. A residual background from
heavier nuclei fragmenting before L1 is expected.

4.3.2.2 Track Quality Selections: Improving the R Resolution

To improve R resolution, we request that the track possess an hit on L1 and L2, and at least
one hit on each pair of layers placed within the magnet bore ([Ly3 — Ly4] & [Ly5 — Ly6] &
[Ly7 — Ly8]). This ensures at least 5 hits to for the track reconstruction without sizeable loss
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Figure 4.12: Tracker rigidity resolution for different tracker spans, evaluated by proton MC
simulation. Black: Inner Tracker, Red: L1, Green: L9, and Blue: L1 & L9. Figure from [53]

in statistics.

A selection on the track χ2
y/d.o.f < 10 has been applied. In fig. 4.14 , we can see for MC

events, the log10(χ2/d.o.f) distribution of events with bad R reconstruction (i.e., when MC
generated rigidity, Rgen > 2 GV & MC measured rigidity, Rmeas < 1.2 GV ), juxtaposed
against the distribution for the whole MC sample.

After the application of those selections to select a clean sample of Be on the MC simulated
events, we can look at the Rigidity Migration Matrix, i.e., the relation between true and mea-
sured rigidity. Fig. 4.15 displays the MC migration matrix before and after the selections.

4.3.2.3 Final Rigidity Resolution

The resolution of the velocity and rigidity can be estimated from the Monte Carlo data, where
we know the true/generated momentum. We calculate the expected value of rigidity and β, and
compare them with the measured ones, and extract the resolution from the fit.

There is strong energy dependence in both rigidity and β, and hence the choice of a proper bin-
ning is important. Studying the inverse value of these two variables curtails the Landau-shaped
tails in the distribution and provides us with more Gaussian shapes.

To extract the rigidity resolution function, the rigidity range 1-50 GV was divided into 24 log-
arithmic bins and the |1/R − 1/Rgen| distribution was obtained. The inverse of the rigidity is
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Figure 4.13: Distribution of the Tracker χ2
y/d.o.f from ISS data. Vertical line denotes the

selection upper cut on this variable.

Figure 4.14: Tracker χ2
y/d.o.f distribution of the whole MC sample (red points) and badly

reconstructed rigidities blue points
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(a) (b)

Figure 4.15: The Rigidity Migration Matrix before (a) and after (b) application of charge and
track quality selections.

Figure 4.16: Inverse reconstructed rigidity residual distribution for MC Be events for one of
the generated (true) rigidity bins. The red line is the Gaussian fit used to extract the rigidity
resolution.

taken because this is the quantity that is measured by the tracker and hence approximates the
Gaussian shape the most. The distributions turns out to be Gaussian at the first order. However,
the behaviour of extreme tails deviates from the Gaussian character. For advanced analysis (for
e.g., unfolding on resolution effect), these tails are often modeled with double Gaussians or
Christal-ball functions, but for bulk resolution estimation, a Gaussian fit is sufficient, as shown
in fig. 4.16.

From the fit results, the inverse rigidity standard deviation σ1/R can be obtained. Then using
the following formula from error propagation, we can extract σR as

σR =

∣∣∣∣d(1/R)dR

∣∣∣∣σ1/R
= R2σ1/R.

(4.3)

And from the above, we can define the resolution as Rres = σR/R. Results extracted following
this procedure are depicted in fig. 4.17.
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(a) (b)

Figure 4.17: (a) Rigidity standard deviation as a function of generated momentum in log scale.
(b) Rigidity resolution as a function of generated momentum in log scale.

The measured resolution at low energy (R < 10 GV ) is consistent with a multiple scattering
dominated picture [64], while at higher energy, the gradual degradation of the resolution is the-
oretically expected. The rigidity resolution is however higher than the one needs for isotopic
distinction from inverse masses of the isotopes. This fact would become clearer in subsequent
sections.

4.3.3 Velocity β

AMS-02 is equipped with three sub-detectors to measure particle velocity independently. For
velocities below β ≲ 0.93, the ToF helps us to measure the velocity between the upper and
lower paddles of it. For higher velocities, we can resort to the RICH detector with the NaF or
the Aerogel radiators, that have the nominal thresholds of β = 0.75 and β = 0.953 respec-
tively. The upper threshold is however dictated by the velocity measurement resolution of each
radiator.

4.3.3.1 Velocity Measurement

The energy per unit nucleon can be derived from a simple calculation starting from relativistic
kinetic energy equation, Ek = γmc2, and approximating the mass of nucleon as following:

Mass = Zmp +Nmn − Eb ≈ Amp; (4.4)

where mp, and mn are masses of protons and neutrons respectively, Z is the atomic number,
N is the number of neutrons, and Eb is the binding energy. Since Eb is very small, and masses
of proton and neutron are similar (∼ 0.931 GeV ), the equation can be approximated as Amp

where A is the mass number. After some algebraic manipulation, one can derive the following
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(a) (b)

Figure 4.18: Distribution of ToF (a) χ2/d.of time of flight, and (b) spatial χ2/d.o.f from ISS
data. Vertical line represents the selection upper cut on this variable.

formula for kinetic energy per unit nucleon:

Ek/n = 0.931

 
β2

1− β2
+ 1− 0.931 GeV = 0.931(γ − 1) GeV ; (4.5)

where Ek/n = Ek/A, where Ek is the total kinetic energy of the particle.

4.3.3.2 ToF β Measurement and ToF β Resolution

The ToF velocity is measured by using the time of passage information from each of the 4
layers of the ToF combined with the track length obtained from the track fitted from Silicon
Tracker hits. For improving the beta resolution, we take in consideration the Spatial χ2

S , which
is the χ2 coming from the match between the ToF hit and the extrapolated track position of the
Silicon Tracker. The ToF hit is as large as the ToF scintillation paddle (12 cm) in the orthogonal
direction, while in the longitudinal direction, i.e along the scintillator paddle, it has a position
and a size that depends on the accuracy of time determination at the two scintillator paddle
ends. If we request a good match between the ToF hits, and the track, we get an implicit cut on
the time measurement accuracy on each ToF layer.

After acquiring the time determination for each layer, and a corresponding distance along the
track, we can plot four ”distance-time” coordinates in a plane, with their corresponding uncer-
tainties. After that, we can perform a linear fit, which would give us the slope of the fit as a
value of the β. Consequently, we can also calculate the corresponding time χ2

T .

In order to obtain a good time estimation from the ToF, we apply a suitable cut on both χ2
S . and

χ2
T as can be seen in fig. 4.18.

The average time resolution for each ToF paddle is expected to be 160 ps for Z = 1, and the
overall velocity resolution has been measured to be 3% for proton MIPs. Since the scinitl-
lation photons increase with nuclear charge, the time resolution consequently improve up to
∆t ∼ 60 ps and ∆β/β ∼ 1% for Z ≥ 4.
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Figure 4.19: β migration matrix measured for the ToF detector. See text for explanation.

Fig. 4.19 demonstrates the velocity migration matrix for the ToF detector. The x-axis contains
the MC generated β, and the y-axis contains the MC measured β subtracted by unity so that
it is centered around 0. When the band meet the y = 0 line, it means that we are no longer
able to distinguish subluminal particles from massless particles. The solid line corresponds to
a 3σ quarantile alluding to the fact that the upper limit where the ToF measurement is reliable
is β ∼ 0.97. On the flip side, a measurement below β = 0.5 is quite difficult as it would neces-
sitate stringent corrections pertaining to particle energy loss (also, the probability to have four
hits in the four paddles of the ToF diminishes, as the particle stopping in intermediate layers
would cause a drop in acceptance at lower energy).

Similar to the procedure of finding rigidity resolution, the residuals of the ToF β can be de-
scribed well by a Gaussian in the core. Hence, we use a similar method to quantify β resolution
as a function of an appropriate kinematic variable. As a result of the asymptotic behaviour of β,
plotting the resolution against it doesn’t offer a lucid visual representation. As such, we resort
to the Lorentz factor γ = (1 − β2)−1/2, which is a strictly increasing function on the required
domain β ∈ [0, 1). Furthermore, energy per unit nucleon is directly proportional to (γ−1), and
hence we use the same as the kinematical parameter. The residual that we use has the form:

Residual =
βMeas − βGen

βGen
, (4.6)

where βGen is the generated beta extraxted from AMS-MC at the point of entering the ToF
detector, and βMeas is the measured beta from the ToF beta reconstruction. Fig. 4.20 demon-
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(a) (b)

Figure 4.20: (a) Two-dimensional histogram of ToF β residuals after all selections. Only AMS-
MC 7Be events passing through the ToF detector planes are included here. (b) Projection of
the shaded vertical slice from the plot on the left. A Gaussian fit describes the core of the
distribution well.

strates the beta residuals from 7Be events passing through the ToF detector planes for a wide
kinematic range. The shaded band of the plot is shown in projection on the right side of the
plot, with a Gaussian fit on it. The Gaussian fit is performed for the bins which have values
higher than 10 % of the maximum bin value. This procedure can be repeated for 9Be and 10Be.

The standard deviation of the Gaussian fits is used to quantify the β resolution of the ToF as
shown in fig.4.21. The resolution for each of the three isotopes is similar and largely constant
across the appropriate kinematical range.

4.3.3.3 RICH β Measurement and RICH β resolution

RICH detector possess a resolution that is an order of magnitude better than ToF. The two radi-
ators, NaF and Agl have refractive index, n = 1.33, and n = 1.05 respectively. Which implies
nominal velocity thresholds of β > 0.75 and β > 0.953 for NaF and Agl respectively.

Typical velocity resolution for Z = 4 particles is 0.3 % for NaF and 0.06% for Agl (See fig.
4.22). To ensure a good quality of RICH velocity reconstruction, a list of selections needs to
be applied.

In order to enhance the ring reconstruction, we apply a selection on the minimum number of
PMTs required for the ring, for the NaF and Agl radiator, as shown in fig. 4.23.

Furthermore, we require a good enough ratio for total number of PhotoElectrons collected in
the ring to that of the total number of PhotoElectrons detected, for both the radiators NaF an
Agl as shown in fig. 4.24.

A selection for a not excessively small probability for the Kolmogorov-Smirnov test of an
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Figure 4.21: Magnitude of the resolution on β for 7Be, 9Be and 10Be ions in the ToF, as
determined by the AMS MC. The resolution for each isotope is similar. Refer to the text for
further explanation.

Figure 4.22: The β resolution against the Charge, Z, for the RICH Agl. Figure taken from
AMS-02 website.
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(a) (b)

Figure 4.23: Distribution for the number of PMTs for NaF (a) and Agl (b) radiators of the
RICH. The vertical lines represent the selection lower-cut on these variables.

(a) (b)

Figure 4.24: The distribution for total number of PhotoElectrons collected in the RICH ring to
that of the total number of collected PhotoElectrons; (a) For NaF radiator, (b) For Agl radiator.
The vertical lines denotes the selection lower-cut applied on this variables.
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Figure 4.25: The Kolmogorov distribution for Photoelectrons along a RICH ring. The vertical
line represents the selection lower-cut on this variable.

Figure 4.26: Distribution for the difference in β measured by two different reconstruction al-
gorithm (developed by LIP and CIEMAT groups of AMS-02). The vertical line represents the
selection upper-cut on this variable.

unifrom PhotoElecton distribution along the ring is required as shown in fig. 4.25.

Along with that, the compatibility of RICH velocity reconstruction using two different algo-
rithm (developed by CIEMAT and LIP colleagues in AMS-02) is requested, as shown in fig.
4.26.

In order to be consistent across the sub-detectors, viz., the ToF and RICH; we implement a
selection on the difference between the β measured by the ToF and RICH to not be excessively
different, as shown in fig. 4.27.

Fig. 4.28 and fig. 4.29 demonstrates the velocity migration matrix for the NaF and Agl radia-
tors of the RICH detector respectively. The solid line corresponds to a 3σ quarantile alluding
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(a) (b)

Figure 4.27: Distribution for the difference between the value of β obtained from the ToF
and RICH (NaF (a), Agl (b)). The vertical lines represents the selection upper-cut on these
variables.

to the fact that the upper limit where the NaF measurement is reliable is around β ∼ 0.994, and
β ∼ 0.998 for the Agl radiator. On the flip side, a measurement below β = 0.75 and β = 0.953

is impossible for the NaF and Agl respectively, because of the Cherenkov emission thresholds.

Similar to the procedure followed for the ToF detector, we can quantify the β resolution of the
RICH-NaF and the RICH-Agl detector for the three isotopes by calculating the residual, and
extracting the standard deviation of the Gaussian fits. The resulting resolution plots for both
the detectors are shown in fig. 4.30

4.3.3.4 RICH Charge Measurement

The total number of emitted PhotoElectrons is related to the square of the crossing particle
charge by the Frank-Tamm formula as described in Appendix B. As such, concluding the se-
lection list for the RICH, we do a loose selection for the charge measured by both the NaF and
Agl radiators, as shown in fig. 4.31. As the number of PhotoElectrons is directly proportional to
square of the charge, this selection further helps reduce the PhotoElectrons background coming
from the number of photons released by particle of charge Z < 4 and Z > 4.

4.3.4 Beta and Energy per Nucleon Range for the Analysis

Coming up with a proper binning choice is one of the fundamental aspect of particle data anal-
ysis, in order to minimise systematic errors cropping from bin-to-bin migrations as a result of
the finite resolution in measuring the fundamental physical quantities.

As already stated before, the variable used in isotopic distinction in our analysis is Kinetic En-
ergy per nucleon (Ek/n). This is due to the fact that as a first-order approximation of hadronic
interactions, a nucleus with mass number A and kinetic energy Ek behaves to a large extent, as
the superposition of A nucleons with kinetic energy Ek/A. Hence, kinetic energy per nucleon
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Figure 4.28: β migration matrix the NaF radiator of the RICH.

Figure 4.29: β migration matrix of the Agl radiator of the RICH.
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(a)

(b)

Figure 4.30: Magnitude of the resolution on β for 7Be, 9Be and 10Be ions in the RICH-Naf (a)
and RICH-Agl (b), as determined by the AMS MC. The resolution for each isotope is similar.
Refer to the text for further explanation
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(a) (b)

Figure 4.31: RICH Charge distribution (a) NaF radiator, and (b) Agl radiator. The vertical lines
represent the selection window.

is conserved in spallation reactions, which is how most of the Be is produced in CRs. Furthe-
more, kinetic energy per nucleon determines whether a nucleus is relativistic or not, and hence
is intricately related to β.

The above consideration leads to identifying kinetic energy per nucleon as the natural inde-
pendent variable also for the Be analysis. We did a dedicated MC study using the selection
described above for the three Beryllium isotopes, i.e., 7Be, 9Be, and 10Be for the three sub-
detectors (ToF, NaF-RICH, and Agl-RICH) to select the analysis range. In fig. 4.32, 4.33,
the mass vs R scatter-plot for the three sub-detectors are shown. In particular, it shows that it
is possible to analyse the Be isotopic composition between 2-35 GV rigidity or consequently
between 0.5-12.2 GeV/n kinetic energy per nucleon. After due discussion with other AMS
collaborators, velocity (β) ranges for each sub-detectors were agreed to be analysed, and they
are tabulated in table 4.2.

The three kinetic energy ranges defined to match corresponding β ranges, is divided into 7, 7
and 13 bins for ToF, NaF, and Agl respectively, granting the width in β to be bigger than the
varying β resolution. This helps to minimise bin-to-bin migration effect due to misconstructed
β, specially in ToF energy range.
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Figure 4.32: The two-dimensional histogram demonstrates the mass vs rigidity scatter plot for
the ToF detector for three isotopes 7Be, 9Be and 10Be from AMS MC. The black dashed line
denotes the lower threshold for the detector, and the magneta lines denotes the analysis range
selected.
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(a) NaF

(b) Agl

Figure 4.33: The two-dimensional histogram demonstrates the mass vs rigidity scatter plot for
the (a) RICH-NaF and (b) RICH-Agl detector for three isotopes 7Be, 9Be and 10Be from AMS
MC. The black dashed line denotes the lower threshold for the detector, and the magneta lines
denotes the analysis range selected.
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Common Ntuple Selections: Reduce Data Size
C1 ISS is not in the SAA
C2 Down-going events β > 0
C3 Inner Tracker Z > 2

Charge Selections: Identify Be and remove fragmentations
C4 3.6 < QL1 < 4.7
C5 3.4 < QUToF < 4.5
C6 3.65 < QInner < 4.45

Track Quality Selections: Improve R resolution
C8 L1 & L2 & (L3 || L4) & (L5 || L6) & (L7 || L8)
C9 χ2

y/d.o.f < 10

C10 N trak==1 or bad second trk or R 2nd < 0.5
ToF Quality Selections: Improve βToF Resolution

C11 χ2
s < 5 and χ2

t < 10

RICH NaF Quality Selections: Improve βRICH(NaF) Resolution
C12 NPMT > 10
C13 Npe(ring)/Npe(total) > 0.45
C14 PKolmogorov > 0.02
C15 2.5QRICH < 6.0
C16 |βToF − βRICH |/βRICH < 0.06
C17 |βLIP − βCIEMAT | < 0.01

RICH Agl Quality Selections: Improve βRICH(Agl) Resolution
C18 NPMT > 2
C19 Npe(ring)/Npe(total) > 0.40

C20 2.5 < QRICH < 6.0
C21 |βToF − βRICH |/βRICH < 0.06

Table 4.3: List of Selections used in the Analysis

ToF NaF Agl
β 0.762-

0.926
0.926-
0.978

0.978-
0.997

Ek/n (GeV/n) 0.51-1.55 1.55-3.61 3.61-12.18

Table 4.2: Table of ranges in velocity and kinetic energy per nucleon chosen for the analysis

4.4 Data Selection Summary and Final Mass Distributions

Table 4.3 summarises the selection windows and cuts used to obtain a pure sample of Be events
with a good measurement of rigidity and velocity.

Fig. 4.34 shows examples of mass distribution plot for the three detectors: ToF, RICH-NaF and
RICH-Agl. A priori, we can say that the mass resolution doesn’t permit to do an event-by-event
identification of Be isotopes. Therefore we resort to a model to fit the distributions and extract
the counts of each isotopes which will be discussed in the next section.
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(a) ToF < Mass vs β >

(b) RICH-NaF < Mass vs β >

(c) RICH-Agl < Mass vs β >

Figure 4.34: Left: The < Mass vs β scatter plot. Right: Mass distribution for the highlighted
bin on the left for ToF, RICH-NaF, and RICH-Agl respectively.
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4.5 Fit on Be Mass Distribution

The selection described in the previous section leaves us with a collection of well-reconstructed
CR Beryllium events with quality measurements of Charge (Z), Rigidity (R), and Velocity (β).
We can use this events to measure the relative proportion of the isotopes, and in particular the
important isotope ratio, Φ10Be/Φ9Be as highlighted in the chapter 2.

As would be evident from the text, wherever indicated, 7Be, 9Be, and 10Bewill be indicated by
Red, Blue, and Green respectively. A similar scheme would be followed for the sub-detectors
ToF (Red), NaF (Blue), and Agl (Green). It is emphasised that there is no correlation between
the isotopes’ and the sub-detector’s colour representation.

4.5.1 Fit Method

4.5.1.1 Measurement Principle

Through a series of careful selections, we have arrived at a clean sample of Z = 4 CR species,
which is composed of Be isotopes. We would like to determine the relative composition of this
sample, in particular, the astrophysically important 10Be/9Be ratio. As the two isotopes differ
in mass, the measurement of mass is the distinguishing feature of our analysis. As already
discussed, the mass is calculated using the charge, rigidity, and the velocity from different
sub-detectors with the expression which have been repeated here for completeness:

m =
RZ

βγ
. (4.7)

As already discussed, the high precession on β measurement (∼ 0.1%) with respect to R mea-
surement (∼ 10%) makes the former a more efficient choice from analysis perspective. Fig.
4.35 shows the distribution of measured mass for one bin, superimposed with the theoretical
values of the Be isotope masses.

The fig. 4.35 exhibits significant overlap of the isotope distributions. This overlap renders
event-by-event isotope identification impossible. However, it is still possible to count the over-
all number of each isotope, in a bin. We leverage the following two factors to our advantage:

• Monte Carlo Accuracy: The AMS-MC is a precise, and well-tuned tool for simulating
particles traversing and interacting with the detector components.

• Similar Physics of Be isotopes: The behaviour of isotopes 7Be, 9Be, and 10Be is more
or less similar within the ambit of AMS measurement, with differences that could be de-
ciphered by considering the kinematic quantity pertinent to each process or measurment.
This means, we can exploit the knowledge of one isotope’s resolution distribution and
apply it to the others.

Taking this in consideration, we can tackle the problem of measuring the isotopes through three
orthogonal methods:
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Figure 4.35: Reconstructed mass distribution for a particular β bin from RICH-Agl. The verti-
cal lines represent the theoretical mean value for the three isotopes as indicated.

1. Functional Parametrisation Based on Mass Resolution: A parametrised functional
form based on the shape of 1/m distribution is used to fit both single (AMS-MC), and
triple-isotope distributions of reconstructed 1/m. This method forms the basis of our
work, and would be discussed extensively in the following sections.

2. MC Template Fit: For each Ek/n bin (corresponding to a β bin), MC data is selected
for each of the isotopes using the same selections as that of data. This provides us MC
template for each of the three isotopes. Fitting this MC templates to reconstructed mass
supplies us with the isotope ratio. In the first iteration of the analysis, we used an old
production version of the AMS and AMS-MC data, where we achieved a great fit result
across different energy bins with a good χ2, modulo a constant systematic normalisation
shift with respect to method 1 discussed above. However, moving to new production,
made us realise that we require better tuning of the MC templates. Due to paucity of
time, it was decided to concentrate on method 1. However, work on this method would
be done in the future as an independent cross-check of method 1.

3. Data-Driven Templates: This method is similar to method 2, however, the templates
here are directly obtained from data. With knowledge of the true values of Be isotopes’
masses and a physically motivated scaling of the mass resolution for the three beryllium
isotopes, the shapes of the isotope mass distributions can be self-consistently retrieved
solely from the measured data. This method has been discussed for the Φ10Be/Φ9Be ratio
in [99]. This method has not been implemented in the present analysis.

Within the context of method 1, we analyse 10 years of AMS-02 data, and incorporate the
following algorithm in our analysis:
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1. Scatter plots of the reconstructed mass (x-axis) vs the β (y-axis) for each of the sub-
detectors, viz., ToF, NaF, and Agl, taking in consideration the β as described in the
preceding sections, and the mass range from 4 to 14 with 170 linear bins.

2. Obtain the mass distribution for each β bins for each sub-detector by projecting the x-axis
for each β bins.

3. Since the reconstructed inverse mass shape can be effectively modelled with a double-
Gaussian (one peaked Gaussian, and one diffused Gaussian), we model the individual
isotope mass distribution with a double-Gaussian template.

4. As a first order approximation, parametrise the shape of the single isotope template with
the help of 7Be reconstructed inverse mass distribution.

5. Take three such templates for the three isotopes. Taking advantage of the fact that the
7Be peak is clearly visible in the Mass distribution as shown in fig. 4.35, scale the shape
of the 9Be, and 10Be with respect to the 7Be template.

6. With the help of ROOT framework, TMinuit χ2 minimisation, perform a carefully crafted
fit procedure.

7. After performing the first fit iteration, extract energy dependence trends for the shape
parameters, and do a 2nd order polynomial fit of the shape parameters which would be
the prior parameter estimation of our next fit iteration. In the second iteration of the
global fit, let the shape parameters constrained around the 2nd order polynomials with a
10% degree of freedom around it with equal probability.

8. Integrate out the number of counts of each isotopes from the isotope templates and extract
the desired ratio.

4.5.1.2 Parametrisation on Single-Isotope Template MC

The relative uncertainty on the tracker measurement of R is about one or two orders of magni-
tude worse than the β measurement. This suggests the well-characterised inner tracker resolu-
tion as a natural starting point for deciphering the mass resolution. Since, the tracker measures
the quantity, 1/R, it has the favourable property of Gaussian-like core distribution, which is not
the case for R. Thus, for modelling the templates, inverse mass offers a much more mathemat-
ically and computationally easier starting point:

1

m
=

βγ

ZR
. (4.8)

Fig. 4.36 compares m and 1/m distributions from a MC sample of pure 7Be from the Agl
detector. The inverse mass distribution is more symmetrical about the expected value than the
mass distribution, particularly if the core of the distribution is considered.
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(a) Mass (b) Inverse Mass

Figure 4.36: Distribution of m (a) and 1/m (b) in a.m.u for a particular β bin from the RICH-
Agl. The red and blue dashed lines represent the theoretical 7Be mean location for the mass
and inverse mass respectively. Inverse mass distribution is symmetric and has a Gaussian core
due to it being proportional to 1/R, which guarantees same properties in its error distribution.

A simple, first-order propagation of uncertainty provides us the basic scaling:

σ2
u =

Å
∂u

∂(1/R)

ã2
σ2
1/R +

Å
∂u

∂β

ã
σ2
β, (4.9)

where the covariance term yield zero as β and 1/R measurements are independent. The partial
derivative with respect to 1/R yields:
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, (4.10)

and with respect to β yields:
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Hence, the total relative error on u, which describes the template width, is a quadratic sum of
the above two terms and given as:

σu
u

=

 Å
σ1/R
1/R

ã2
+

Å
γ2
σβ
β

ã2
. (4.12)

One can note from equation (4.8) that a characteristic width σu for a single-isotope distribution
will depend on the tracker rigidity and β measurement resolutions, σ1/R and σβ , with R play-
ing a prominent role in the lower edge of every range and β in the higher. To better cope with
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this joint effect, we chose to model directly the inverse mass instead of attempting a separate
parametrisation of the two variables.

Furthermore, in order to validate our assumption, we produced scatter plots of inverse mass of
7Be distribution vs the generated momentum instead of measured momentum. The resulting
inverse mass 7Be distribution could be well fitted with our single isotope template based on
1/R parametrisation. This confirmed the fact that we have to take in consideration the effect
of measured β. That’s why, a decision was made to directly parametrise the single-isotope
mass template from the reconstructed 1/m distribution. In order to keep the thesis concise, an
extensive discussion on this analysis is not done in the thesis.

The core of the reconstructed inverse mass distribution can be described with a Gaussian form.
Further from the mean, additional tails are observed, which can be described by a second,
concentric (i.e., similar peak position ) Gaussian with a larger width. We call the former, Core
Gaussian and the latter, Residual diffused Gaussian. The standard Normalised Gaussian form
scaled by an amplitude which we used in our work is denoted as N (u), and given as:

N (u;A, µ, σ) ≡ A√
2πσ

exp

ï
−1

2

(u− µ

σ

)2ò
(4.13)

The above form has three free parameters (A, µ, σ) which are called the Norm, Mean, and the
Standard Deviation(std) respectively. The advantage of the above form is that the integral of
(4.13) yields the value of the amplitude or the Norm, A.

Hence, the function that is used to fit the reconstructed inverse mass distribution of the single
isotope from Monte Carlo is:

f(u;Acore, Ares, µ, σcore, σres) = Ncore(u;Acore, µ, σcore) +Nres(u;Ares, µ, σres) (4.14)

where u ≡ 1/m. The above function has 5 free parameters i.e., ⟨Acore, Ares, µ, σcore, and σres⟩.
To avoid correlations between the free parameter, and hence to offer a reliable error, we indeed
parameterise the function (4.14) as

1. Acore : Norm of the Core Gaussian.

2. µ : Mean of the Core and the Residual Gaussian.

3. σcore : Standard Deviation of the Core Gaussian.

4.
Ares

Acore

: Ratio of the Norms of the two Gaussians.

5.
σres
σcore

: Ratio of the Standard Deviations of the two Gaussians.

So, the function (4.14) can be modified as

f(u; P⃗ ) = Ncore(u;Acore, µ, σcore)+Nres(u; (Ares/Acore)·Acore, µ, (σres/σcore)·σcore) (4.15)
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where the parameters of the diffused Gaussian are obtained by multiplying the parameter 4.
and 5. with that of 1. and 2. respectively, whereas the mean remains unchanged. Vector P⃗
includes all the free parameters, 5 in total: ⟨Acore, µ, σcore, Ares/Acore, σres/σcore⟩.

One could in principle, allow for a degree of asymmetry in the diffused Gaussian by allowing
different values for the standard deviation on the two sides of the peak through the asymmetric
Gaussian function:

A(u;µ, σ, ξ) =

®
N (u;µ, σ/ξ), if u ≤ µ

N (u;µ, σ), if u > µ

´
(4.16)

where, ξ is an asymmetry parameter. This would increase the number of parameters to 6, which
is not convenient for the fitting procedure. Furthermore, given the expected ratio of components
in the fit, the precision of a basic model is considered sufficient in this particular analysis, which
would be further corroborated with a good chi-square statistics in the final fit as we see later
in the subsequent sections. As such, including asymmetry in the 7Be template is considered
unnecessary keeping in mind the necessity to have fewer dimensions in the parameter space.

4.5.1.3 Fit Results and Template Verification

Fig.4.37 shows example fits of the function (4.15) to histograms of 7Be Monte Carlo, along
with the component functions that are summed to arrive at the final template.

One would expect the single-isotope peak corresponding to a particular mass to be distributed
around u = 1/m. The mean is extracted with the estimated parameter errors from MINUIT.
As seen in fig. 4.38, we can see that there is very good agreement across the energy range for
all sub-detectors used in the analysis.
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(a) ToF (b) NaF

(c) Agl

Figure 4.37: Example template fits to u = 1/m distribution from 7Be AMS-Monte Carlo
for the ToF, RICH-NaF and RICH-Agl sub-detectors. The green dashed line denotes the core
gaussian, and the blue dashed line denotes the residual Gaussian. The red continous lines
represents the summation of the two Gaussians and the overall fit.
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Figure 4.38: Location of the 7Be peak µ from single-isotope template fits. We see there is good
agreement with the theoretical value 0.143 amu−1 across the energy-range.

4.5.1.4 Full Mass-Distribution Model (The Three-Isotope Template)

The next step in our model construction is to extend the preceding model to that of three iso-
topes; and it is rather straightforward and necessitates minimal model complexity. The tem-
plates for 9Be, and 10Be is build up by scaling with respect to the 7Be template. As stated
before and repeated here for brevity, the isotopes templates are scaled with respect to 7Be, as
it has a clearly visible peak in the mass distribution owing to its higher abundance. The sum of
the three isotopes can then be fitted to ISS data containing the Be events.

The mass templates at the first order of approximation are expected to be similar. We have
directly built our single isotope template based on the mass resolution which is expected to be
similar for the three isotopes too. So, we can scale the template width with the help of the
theoretical mass ratios. Take for example, for species a, and species b, considering they have
similar mass resolution, we have the trivial relation

σa
1/ma

=
σb

1/mb

,

σb =
ma

mb

σa,
(4.17)

where ma, and mb are masses of the respective species. As such, we can scale the template
width of 9Be, and 10Be with the linear mapping:

L(z) =

7
9
z ∀ z ∈ {σ9Be, µ9Be}
7
10
z ∀ z ∈ {σ10Be, µ10Be}

(4.18)
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Figure 4.39: The analytical Gaussian model to fit the Be data is represented pictorially.

Hence, the three isotope templates can be written as (where c: core & r: residual):

• 7Be

f7 ≡ f7(u; P⃗ ) =
7 N c(u;Ac7, µ7, σ

c
7) +

7 N r(u; (Ar7/A
c
7) · Ac7, µ7, (σ

r
7/σ

c
7) · σc7), (4.19)

• 9Be

f9 ≡ f9(u; P⃗ ) =
9N c(u; (Ac9/A

c
7) · Ac7, (7/9)µ7, (7/9)σ

c
7)+

9N r(u; (Ar9/A
c
9) · Ac9, µ9, (σ

r
9/σ

c
9) · σc9),

(4.20)

• 10Be

f10 ≡ f10(u; P⃗ ) =
10N c(u; (Ac10/A

c
7) · Ac7, (7/10)µ7, (7/10)σ

c
7)+

10N r(u; (Ar10/A
c
10) · Ac10, µ10, (σ

r
10/σ

c
10) · σc10),

(4.21)

where P⃗ contains all the parameters; 5 free parameters, and 2 shape parameters; and in total 7
parameters: ⟨Ac7, µ7, σ7, A

c
7/A

c
9, A

c
7/A

c
10, A

r/Ac, σr/σc⟩. We can add the three templates to get
the full model: ftot(u; P⃗tot) = f7+f9+f10. The full model is represented pictorially in fig. 4.39
for a better understanding. Finally, we use the three-isotope template model to fit mass distri-
butions instead of inverse mass distribution. For this purpose, we demand that for every mass
distribution, m(z), the three-isotope mass template ftot(u; P⃗tot) assigns u = 1/z ∀ u ∈ m(z).

As compared to the single-isotope model, we have two more parameters. The mean of the 9Be

and 10Be (i.e., the respective means) have been fixed with respect to the 7Be peak because the
degree of overlap does not leave sensitivity to accurately fit this parameter. However, the mean
of the most prominent peak i.e., µ7 is left as a free parameter. The value of this parameter
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output from the fit acts as a check on the fit, similar to single-isotope case.

4.5.2 Monte-Carlo validation of the Fit-Model

An useful tool of AMS-MC is that we can configure the spectrum of the injected Be isotopes,
which in return serves as a valuable template validation tool. In principle, we can inject differ-
ent isotope mixture in the simulation and check the robustness of our analysis models over a
wide range of isotopic composition. Therefore, we exploit this feature for validation of our fit
model on the MC data.

4.5.2.1 Realistic Mixture of Isotopes in MC (Tuning the Spectrum)

We inject three different mixtures of 10Be spectrum which varies from each other at 30 % level.
We call one of them the (1) Default Spectrum, then the one containing 30% higher 10Be is
denoted a (2) High Spectrum, and the one with 30% lower 10Be is denoted as (3) Low Spec-
trum. Examples arising from RICH-Agl mass distributions for the three different cases are
depicted in fig. 4.40. If one can reproduce the injected spectrum by calculating the final Be
isotope counts from the template fitting procedure, one can be confident about the validity of
the model across different isotopic composition. It is highlighted that the point of this exercise
is a first order validation of the model to have comparable normalisation within error bars, and
that one isn’t interested in reproducing the injected spectrum exactly. A highly involved fit is
only done for real AMS data.

4.5.2.2 Fit on Monte-Carlo Distributions

The three-isotope template can be now fitted to MC data with a composition of the isotopes
that we decide, and then we can determine the raw isotope fractions. We are interested in
two isotope fractions, one is 10Be/9Be fraction, and the other is 7Be/Total Be. Fig. 4.41
shows examples of fits in a certain energy bin of each of the sub-detectors for three different
injected isotopic composition. To simplify the presentation, only a single curve has been used
for each of the single-isotope template. Similar to the single-isotope case, a shape dominated
by a roughly Gaussian core with a diffused residual Gaussian arises from the fit. Validation
of the template fit can be done by looking at the fit parameter µ7 which should agree with the
theoretical value 1/7 within 0.1 % for all the bins across the three sub-detectors. Fig. 4.42a
shows the value of this parameter. The slight decrease from ToF to RICH detector is a result of
energy loss which doesn’t seem significant within the ambit of the analysis.

Goodness of fit serves as another check on the apropriatness of our template for the three-
isotope. Fig. 4.42b shows the reduced chi-squared statistics versus energy per unit nuleon for
the three sub-detectors. The value is χ2 ≲ 2 for all the bins across the sub-detectors and across
the energy-range.
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(a) MC Agl (Default)< Mass vs β >

(b) MC Agl (Low 10Be) < Mass vs β >

(c) MC Agl (High 10Be) < Mass vs β >

Figure 4.40: Left: The< Mass vs β > scatter plot. Right: Mass distribution for the highlighted
bin on the left for RICH-Agl for three different mixtures of Be isotopes in AMS-MC respec-
tively.
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(a) ToF (b) NaF

(c) Agl

Figure 4.41: Example of template fits to mass distribution from Be AMS-Monte Carlo for
the ToF, RICH-NaF and RICH-Agl sub-detectors for the default isotope composition. The
red dashed line denotes the 7Be template Gaussian, and the blue dashed line denotes the 9Be
template Gaussian, and the green dashed line denotes the 10Be template Gaussian. The red
continous lines represents the summation of the three Gaussian templates and the overall fit.
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(a) µ7 (b) χ2/ndf

Figure 4.42: a) Mean of the 7Be peak from three-isotope template. We see that there is good
agreement with the theoretical value within 0.1 %. b) The χ2 statistic for the three sub-detectors
across the enery range. The value is well within χ2/ndf ≲ 2 for all bins.

The number of isotope counts N for a mass distribution f(m) can be figured out in the follow-
ing way:

N =

∑
f(m)∆m

∆m
≡
∫
f(m)dm

∆m
(4.22)

The division of counts for each isotopes should provide us the required isotopic fraction. In fig.
4.43, the ratio of the measured by expected isotopic fraction viz., 10Be/9Be, and 7Be/Total Be
is plotted. It is observed that it closely follows the injected spectrum which validates our three-
isotope template fit model for MC.

Now, we follow the thee-isotope template fit method where 10Be is purposely injected 0.3 times
lower than the default composition, and when 10Be is injected 1.3 times higher than the default
composition. Fig. 4.44 and Fig. 4.45 show typical fit results for three particular bins for each
sub-detector. The former refers to case where the 10Be composition is lower, and the latter
to the case where it is higher. Similarly like before, we can verify the template fitting as seen
in fig. 4.46. If we observe here, the parameter µ7, and the chi-squared statistics are exactly
similar for three different isotopic composition mixture, which offers a further validation of
our model. Finally, fig. 4.47 shows the ratios of the measured by expected isotopic fraction of
interest. Following this exercise, we can be confident enough that our three-isotope template
model based on bi-Gaussian distribution is valid over a wide range of isotopic composition
mixture, and hence offers us a robust model to apply the fit to real AMS data.
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(a) 10Be/9Be ratio (b) 7Be/Total Be ratio

Figure 4.43: Top Panel: The isotopic fraction (a) 10Be/9Be, and (b) 7Be/Total Be for the
default composition in AMS-MC. Here, the points represent the fraction elicited from the fit
model, and the histograms represent the injected spectrum into the AMS-MC. Bottom Panel:
The ratio of the measured by expected isotopic fraction (a) 10Be/9Be, and (b) 7Be/Total Be
for the default composition in AMS-MC. We see that the extracted isotopic fraction closely
follows the injected spectrum, validating our model for the default MC composition.

(a) ToF (Low 10Be) (b) NaF (Low 10Be)

(c) Agl (Low 10Be)

Figure 4.44: Example of template fits to mass distribution from Be AMS-Monte Carlo for
the ToF, RICH-NaF and RICH-Agl sub-detectors for the isotope composition where 10Be is
purposely injected 0.3 times lower than the default composition. The red dashed line denotes
the 7Be template Gaussian, and the blue dashed line denotes the 9Be template Gaussian, and
the green dashed line denotes the 10Be template Gaussian. The red continuous lines represents
the summation of the three Gaussian templates and the overall fit.
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(a) ToF (High 10Be) (b) NaF (High 10Be)

(c) Agl (High 10Be)

Figure 4.45: Example of template fits to mass distribution from Be AMS-Monte Carlo for the
ToF, RICH-NaF and RICH-Agl sub-detectors for the isotope composition when 10Be is injected
1.3 times higher than the default composition. The red dashed line denotes the 7Be template
Gaussian, and the blue dashed line denotes the 9Be template Gaussian, and the green dashed
line denotes the 10Be template Gaussian. The red continous lines represents the summation of
the three Gaussian templates and the overall fit.
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(a) µ7 (Low 10Be) (b) χ2/ndf (Low 10Be)

(c) µ7 (High 10Be) (d) χ2/ndf (High 10Be)

Figure 4.46: a) & c) Location of the 7Be peak from three-isotope template where 10Be is
purposely injected 0.3 times lower than the default composition, and when 10Be is injected
1.3 times higher than the default composition. We see that there is good agreement with the
theoretical value within 0.1 %. b) & d) The chi-squares statistic for the three sub-detectors
across the enery range. The value is well within χ2/ndf ≲ 2 for all bins.
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(a) 10Be/9Be ratio (Low 10Be) (b) 7Be/Total Be ratio (Low 10Be)

(c) 10Be/9Be ratio (High 10Be) (d) 7Be/Total Be ratio (High 10Be)

Figure 4.47: Top Panel: (a) & (b) The isotopic fraction 10Be/9Be, and 7Be/Total Be where
10Be is purposely injected 0.3 times lower than the default composition, and (c) & (d) where
10Be is injected 1.3 times higher than the default composition. Here, the points represent the
fraction elicited from the fit model, and the histograms represent the injected spectrum into
the AMS-MC. Bottom Panel: (a) & (b) The ratio of the measured by expected isotopic fraction
10Be/9Be, and 7Be/Total Be where 10Be is purposely injected 0.3 times lower than the default
composition, and (c) & (d) when 10Be is injected 1.3 times higher than the default composition.
We see that the extracted isotopic fraction closely follows the injected spectrum, validating our
model for the MC composition mixture employed here.
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Figure 4.48: The energy per unit nucleon dependence of the shape parameters as explained in
the text for 7Be Monte-Carlo inverse mass distributions for the ToF detector. The solid red line
shows the linear fit on the points.

4.6 Measured Be Isotopic Fraction on Data

4.6.1 Fit Procedure on Data

Before proceeding, for the sake of completeness, the 7 parameters of the three-isotope template
model are listed below.

• “Free” Parameters of the Model

1. A7,core : Norm of the 7Be Core Gaussian.

2. µ7 : Mean of the Core and the Residual 7Be Gaussian.

3. σ7,core : Standard Deviation of the 7Be Core Gaussian.

4.
A9,core

A7,core

: Ratio of the Norms of 9Be and 7Be Core Gaussians.

5.
A10,core

A7,core

: Ratio of the Standard Deviations of the 10Be and 7Be Core Gaussians.

• “Shape” Parameters (Studied from 7Be Monte-Carlo)

1. Ares/Acore : Ratio of the Norms of the Residual and Core Gaussians.

2. σres/σcore : Ratio of the Standard Deviations of the Residual and Core Gaussians.

As a starting point for the fit, the 7Be MC distributions were fitted with the single-isotope tem-
plate as explained in the preceding section. The shape parameters, Ares/Acore, and σres/σcore
were plotted with respect to energy per unit nucleon for each of the sub-detectors. For e.g., the
two parameters for the ToF detector is shown in fig. 4.48. After which, they are fitted with
linear functions, which are then used as a starting point of the fit procedure.

The fit procedure is performed in two steps. In the first attempt, the free parameters of the
model are constrained very loosely, and the shape parameters are constrained around the MC
parametrised values within a 10% band. Once, the fit is executed, trends of the free parame-
ter with respect to energy for all the sub-detectors are extracted, for e.g., the trend of the µ7,
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Figure 4.49: The energy-dependent trends of the free paramter µ7 and σ7 respectively. They
are fitted with second-degree polynomials for each sub-detector range separately. The energy
dependent polynomial values are used as a starting point for the second step of the fit for the
free parameters.

and the σ7 parameter is shown in fig.4.49. Those free parameter trends are then fitted with a
second-order polynomial. The second fit is done, by constraining the free parameters around
those polynomial values with a 10 % equi-probable band around the values.

An example of the fits to the ToF, RICH-NaF, and RICH-agl is shown in fig. 4.50, 4.51, & 4.52.
For clarity, the components of the single-isotope templates are not shown. However, each of
them can be resolved into its individual components as shown in fig. 4.53.

For template verification, the energy-dependent trend of the location of 7Be is shown in fig.
4.54 . We see that the location of the peak of 7Be traces the theoretical value well. The
chi-squared statistics of all the bins across the energy range for each sub-detector is show in
fig. 4.55., and it is well within, χ2 ≲ 2. The fit on the data enables us to extract the counts
of each isotopes as explained earlier. The ratio of the counts of interest, i.e., 10Be/9Be and
7Be/Total Be along with it’s associated relative error is shown in fig. 4.56 and fig. 4.57 respec-
tively. It is to be noted that the ratio of counts is only a proxy of the true isotope flux ratio since
the difference in the isotope acceptance has not been accounted yet.

4.6.2 A note on the Energy Binning

The binning choice is a compromise between measurement granularity and precision. Narrow
bins helps us to have a higher density of measured energy values in an energy interval, helping
us to unravel fine structures that gets obscured in wider binning, at the cost of lower statistics
leading to higher statistical uncertainties. In general, CR fluxes obey a decaying power-law
spectrum with energy. The latter necessitates widening of bins at higher energies to have suf-
ficient statistics. Keeping that in mind, one sound choice is a binning uniform in logEk/n.
Which means that for n energy bins covering an energy interval ∈ [E0, En), we have the bin
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Figure 4.50: Fit on one of the ToF bin. The dashed red represents the 7Be bi-Gaussian, dashed
blue represents the 9Be bi-Gaussian, and the green represents the 10Be bi-gaussian. The thick
red line denotes the sum of the three bi-Gaussians.

Figure 4.51: Fit on one of the RICH-NaF bin. The dashed red represents the 7Be bi-Gaussian,
dashed blue represents the 9Be bi-Gaussian, and the green represents the 10Be bi-gaussian. The
thick red line denotes the sum of the three bi-Gaussians.
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Figure 4.52: Fit on one of the RICH-agl bin. The dashed red represents the 7Be bi-Gaussian,
dashed blue represents the 9Be bi-Gaussian, and the green represents the 10Be bi-gaussian. The
thick red line denotes the sum of the three bi-Gaussians.

Figure 4.53: Fit on one of the bins. The dashed red represents the 7Be core and residual
Gaussians, while the the continous red line denotes the sum of the two Gaussians.
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Figure 4.54: The location of the 7Be peak with respect to energy per unit nucleon for all the
sub-detectors. The location is consistent with the theoretical value of the peak ≈ 0.1423, and
all points are within ≈ 0.5% of the theoretical value.

Figure 4.55: The chi-squares statistic for the three sub-detectors across the energy range. The
value is well within χ2/ndf ≤ 2 for all bins.

148



Figure 4.56: The counts ratio of 10Be/9Be along with its associated relative error. The bins
have been merged to reduce statistical error and fluctuations, as well as for comparison with
other analysis groups within the AMS collaboration.

Figure 4.57: The counts ratio of 7Be/Total Be along with its associated relative error. The bins
have been merged to reduce statistical error and fluctuations, as well as for comparison with
other analysis groups within the AMS collaboration.
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width, Wk defined as:

Wk ≡

exp
Ñ

(k − 1) log
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n

é
E0, exp

Ñ
k log

Ä
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E0

ä
n

é
E0

é
, k ∈ {1, 2, · · · , n}

(4.23)
Along with the above, another consideration stems from bin migration. An experimentally
measured β value will always have an inherent error with respect to the true value, which
translated to an error in Ek/n. This means, the measured energy per unit nucleon, Emeas

k/n is:

Emeas
k/n = Etrue

k/n + δE; (4.24)

where δE is the error. Based on the sign of δE, events can either migrate to higher bins or
lower bins. The cumulative effect of bin migrations on a measurement is contingent on both
the δE, and the shape of the measured quantity. Bin migration is impossible to avoid altogether,
as there will always be a measurement error, and some events near the bin edges. However,
one can limit the migration of events from their true bins by using the criteria that the bin width
shouldn’t be smaller than the resolution on the binning quantity. With the bin width defined as
in (4.23), we widen the upper bins, as Ek/n (or β resolution) degrades as β → 1.

4.6.3 A note on Template Fitting Procedure

Fitting a parametrised function to data is a complicated procedure, and the complexity in-
creases with the dimension of the parameter space. If the variable space is one-dimensional, a
parametrised function, f(x; p1, p2, · · · , pn) with n-dimensional fit parameter space can be fitted
to a series of m points (xi, yi ± σi), where σi is uncertainty, and i ∈ {1, 2, · · · ,m}; with the
help of χ2-squared statistics:

χ2 =
m∑
i=1

Å
yi − f(xi)

σi

ã2
. (4.25)

The aim is to minimise the χ2 over the n-dimensional parameter space, {p1, p2, ·, pn} ∈ Rn.
To help the minimisation process, physical or other constraints can limit the meaningful search
space for the individual parameters. Such a minimisation procedure is impossible to be achieved
without the aid of computational power, and hence dedicated packaged to achieve such min-
imisation is generally used. The minimisation procedure’s complexity scales with the absolute
value of n, and hence it is necessary to implement necessary dimensional reduction schemes
from physical consideration to help the program. This is because, in general, the minimisation
programs cannot absolutely be certain, whether it has found a local minimum or the true mini-
mum, i.e., the global minimum.

For our template fitting, we used the robust suite of ROOT toolkit’s MINUIT minimsation
program. Despite it’s efficiency, it is subject to several limitations, and hence user input is
necessary to achieve the desired results. The fitting of our bi-Gaussian template to the Be mass
distributions consisting of three isotopes, and poor mass resolution is a complex, and high-
dimensional problem. A physically thoughtful process, and a great deal of trail-and-error was
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neccessary to find a reliable solution.

4.6.4 A note on the Nature of the Data

The χ2 statistic is computed as sum over (x, y) data points as can be seen from (4.25). However,
we employ this method to a histogram of many measured values {X1, X2, · · · , Xn which are
samples of some underlying random variable. The x-axis including most of the measured val-
ues,Xk is selected, and divided into a sequence ofm subintervals or bins, [b0, b1), [b1, b2), · · · , [bm−1, bm).
In order to form ordered pairs, the bin center is typical taken as the x-value: xi = (bi−1+ bi)/2.
As such, the corresponding y-value is the number of measurements Xk that lies within this bin.
The uncertainty is assigned to be the square root of the y-value, which is an approximation
of the standard deviation: σi ≈

√
yi. This assumption relies on the approximation of Poisson

errors as Gaussian for sufficiently large values of y.

As such, we get a set of m points, (xi, yi ±
√
yi) to which we fit our parametrised function.

We say that we have a good fit results when the χ2-squared statistic is near unity, where the
number of degrees of freedom (ν) is taken to be the number of data points (non-empty bins)
in the fit range minus the number of fit parameters,i.e., ν = m − n. The fitted function then
approximates the distribution of the underlying random variable, except for some normalisation
factor. Along with that, the integral of the function over the binned range approximates the
number of measurements in the range.
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Chapter 5

Isotope Fluxes and Experimental Results

This chapter illustrates the important ingredients required for the calculation of fluxes, viz.,
the counts extracted from the fit, the acceptance of the detector corrected by efficiency losses,
the exposure time of the detector, and the unfolding applied on the detector-level spectra. The
chapter finally culminates with the results of final isotopic fluxes and ratios of interests, and a
short note on it’s theoretical implication.

5.1 Flux of Cosmic ray species

The differential flux of CR species (Φ) can be defined as the number of particles hitting a
surface per unit of energy E, area, solid angle, and time t. In general, it is dependent on E, t,
and the spatial coordinate x⃗, along with the arrival direction in the solid angle ω, and it is
written as:

Φ(E, t, x⃗, ω) =
dN(E, t, x⃗, ω)

dtdEdσdω
, (5.1)

where N is the number of incident particles, dσ and dω = dϕd cos θ are the infinitesimal
elements of area and solid angle respectively. If the flux is isotropic, Φ(E, t, x⃗, ω) can be
factorised as:

Φ(E, t, x⃗, ω) = Φ(E, t)F (E, t, x⃗, ω). (5.2)

In our analysis, Φ(E, t) is the physical quantity of interest that we want to measure, while
F (E, t, x⃗, ω) is a geometrical detector-dependent factor. As a consequence, the number of
counts experimentally detected is given by:

N(∆E,∆T ) =

∫
S

∫
∆E

∫
∆t

∫
Ω

Φ(E, t)F (E, t, x⃗, ω)r̂ · dσ⃗dEdtdω, (5.3)

where S is the area of the detector and Ω is the total field of view. In particular, the F (E, t, x⃗, ω)
factor can be factorised as:

F (E, t, x⃗, ω) = Lϵcutoff (E,ω, t)ϵ(E,ω, t, x⃗), (5.4)

where

• L is the fraction of time in which the instrument effectively accepts the events.
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• ϵcutoff is the factor that measures the effective time in which the detector is in appropriate
spatial location such that the rigidity cutoff is lower than the rigidity corresponding to the
energy E.

• ϵ(E,ω, t, x⃗) is the detector response function

The integral of ϵ(E,ω, t, x⃗) over the whole physical dimensions of the detector is the effective
corrected acceptance, Acorr(E, t).

Grouping together τ(E,ω, t) = Lϵcutoff (E,ω, t), and considering a measurement time inter-
val, ∆t, and energy interval, ∆E, we obtain:

N(∆E,∆t) =

∫
∆t

∫
∆E

∫
Ω

Φ(E, t)τ(E,ω, t)Acorr(E, t)dEdω

≈ Φ(E, t)Texp(∆E,∆t)Acorr(∆E,∆t)∆E,

(5.5)

where we assume constant flux in the bins of ∆E, and ∆t. As such, we finally obtain the
expression:

Φ(E, t) =
N(∆E,∆t)

Texp(∆E.∆t)Acorr(∆E,∆t)∆E
, (5.6)

where, Texp(∆E,∆t) =
∫
Ω
τ(E,ω, t)dω is the expsoure time for the energy bins ∆E above

the rigidity cutoff. In the next few sections, we will discuss the methodologies to extract the
Acorr(∆E,∆t), Texp(∆E,∆t) and N(∆E,∆t) values.

5.1.1 The Exposure Time

The exposure time measures the amount of time the detector was effectively exposed to cosmic
rays. Computation of the exposure time in AMS is not straightforward, as it traverses the geo-
magnetic field of earth by virtue of being installed on the ISS. The following section illustrates
the methodology employed to arrive at the exposure time by exploiting the rigidity cut-off value
at each latitude.

5.1.1.1 Avoiding Bias to the Isotope Ratio

In the current analysis, our focus is solely on galactic CRs, which originate from beyond Earth’s
magnetosphere. To distinguish these particles from those potentially trapped within the magne-
tosphere, we utilize the geomagnetic rigidity cutoff. However, it is essential to apply this cutoff
in a manner that ensures the measurement remains unbiased.

When employing rigidity as the independent kinematic variable for binning in the analysis, it
becomes straightforward to exclude events below the cutoff. Only events with Rmeasured >

αsfRcutoff are considered for the analysis. The flux can then be determined by correcting for
the exposure time within each bin, denoted as ∆t(Rmeasured > αsfRcutoff ).
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However, application of the rigidity cut-off to the isotope analysis binned in β warrants a differ-
ent treatment to avoid biasing the measurement. We would like to use the same β measurement
for the rigidity cut-off selection as we use for binning. Similar to above, we apply a safety fac-
tor to the calculated rigidity cut-off. However since the rigidity is directly proportional to the
mass, we see that for the same measured β, R(7Be) < R(9Be) < R(10Be). This means that
for a fixed value of measured β, a given second of data-taking falls into one of the following
four categories:

1. R(7Be) < R(9Be) < R(10Be) < Rcutoff

2. R(7Be) < R(9Be) < Rcutoff < R(10Be)

3. R(7Be) < Rcutoff < R(9Be) < R(10Be)

4. Rcutoff < R(7Be) < R(9Be) < R(10Be)

Clearly category (1) contains under-cut-off events and should be excluded from the analysis.
Meanwhile, events satisfying (4) have free, unbound trajetories irrespective of the isotope, and
hence these events are included in the sample. However, the events falling in either category
(2) or (3) between the cut-off value of the three isotopes have no analog in the rigidity binned
analysis. The events should be excluded altogether so that the sample do not admit any under
cut-off 9Be and 10Be, which cannot be distinguished a priori. This choice maintains the same
expsoure time at each measured β for the three isotopes, so that this quantity cancels out in the
flux ratios. Hence. the rigidity cut-off selection applied n all cases uses the rigidity correspond-
ing to the measured β under the hypothesis of 7Be, i.e., R(7Be) > αsfRcutoff . The criteria
for a CR particle to be of primary origin and not coming from secondary interactions with the
atmosphere is that its rigidity should be higher than the estimated rigidity cutoff value at that
particular position.

To understand the ”cutoff” phenomenon, we can consider the scenario of a pure dipole magnetic
field without any physical barrier at Earth’s surface. In this ideal case, a strict cutoff occurs,
with only bound orbits below the cutoff and only unbound orbits above it. (Unbound orbits are
those extending to infinite distance from the dipole, indicating cosmic origin.) Although the
Earth’s magnetic field structure is more intricate, resulting in a transitional range of rigidities
where both bound and unbound orbits coexist, the fundamental principle remains the same in
the analytical theory: there exists a rigidity at the upper limit of this transition range, beyond
which only unbound orbits are present. More details of how it is done can be found in Chapter 2.

The process of determining Rc involves retracing the motion of particles backward in time for
a wide range of rigidities. This backtracing starts from a selected latitude-longitude position at
the altitude of the ISS and follows the direction of particle motion. During this procedure, the
particles experience the influence of the geomagnetic field, as described by the IGRF model.
Based on whether the particles reach a distance of 50 Earth radii or remain in the vicinity of
Earth for an extended period, their orbits are classified as either free or trapped, respectively.
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The cutoff rigidity for the chosen position and pointing is then determined as the rigidity above
which no trapped particles are found. To obtain the maximum cutoff value for particle tra-
jectory angles within 40 degrees of the zenith, a fine grid of latitude-longitude positions is
considered. To be cautious in light of uncertainties surrounding the local magnetic field, par-
ticularly its interaction with the variable solar wind, a ”safety factor” of 1.1 (denoted as αsf ) is
applied during the selection process.

The AMS-02 analysis software has an estimation of the rigidity cutoff Rc(θ, ϕ), which is cal-
culated taking advantage of the Stoermer cutoff formula, and using the IGRF measurements of
the geomagnetic field (See Chapter 2 for details).

In the case of AMS-02, owing to its finite field of view of 40◦, a corresponding maximum value
of rigidity cutoff is considered given by:

Rmax
c = max{Rcutoff (θ, ϕ)}, where θ, ϕ ∈ ΩAMSFoV

40◦ (5.7)

Given the approximations of the Stoermer formula, a conservative approach has been em-
ployed, i.e., the albedo particles trapped in the geomagnetic field lines were excluded by con-
sidering the ones in which the measured rigidity is above Rmax

c , with a safety factor of 10%,
i.e., a particle is tagged primary if it satisfies the following condition:

R > 1.1 ·Rmax
c . (5.8)

As can be seen in fig. 5.1, the value of Rmax
c is plotted for the different values of geomagnetic

latitudes and longitudes, with a simplified map of the Earth surface. As can be seen, it reaches
values of ∼ 30 GV at equatorial regions, while events with rigidities ≲ 5 GV are allowed only
in the extremely polar regions. Such values show that the whole energy range in which the
Beryllium measurement is possible, with AMS-02, is influenced by the geomagnetic field.

5.1.1.2 Live-time Fraction and Exposure Time

As expounded before in the previous section, Texp(∆E,∆t) is a convolution of the AMS-02
Live Time L and the exposure due to the geomagnetic rigidity cutoff ϵcutoff (E,ω, t), which
have to be measured simultaneously due to the way in which AMS-02 measures its dead time.
The instrument dead time normally associated to the processing of every CR is on an average
200 µs, and it is slightly variable due to different complexity of events.

As explained in section 4.1.2 direct evaluation of the ∆t adding all the live fractions of each
second would be incorrect, as it wouldn’t take in consideration the rigidity cutoff. Since the
rigidity cutoff varies with latitude, if one is interested only in the primary (over cutoff) flux, for
every ∆E energy bin and independent live time count is necessary, i.e., to consider only the
effective time in which the energy bin was observed above the cutoff.
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Figure 5.1: Values of Rmax
c in GV along the AMS-02 orbit

As the rigidity cutoff value Rmax
c depends only on the ISS geographical position, and given the

ISS speed during its orbit, its value can be considered constant during each second. As such, to
obtain the correct over cutoff expsoure time, it is sufficient to add the average live time only for
seconds in which the Rmax

c is lower than the lower rigidity edge of the energy bin considered.
Performing this procedure yields the appproximation of Texp(∆E,∆t) used in this analysis.
The total result for the duration of the present analysis is shown for the three different isotopes
in fig 5.2.

5.1.2 Acceptance

Similar to telescopes, AMS-02 has a preferential direction of observation (from top to bottom
of the instrument), along with a finite field of view contingent on its geometry. As such, the flux
observed by the instrument in Monte-Carlo simulations doesn’t reflect the real flux of incoming
particles. The flux in general is also a function of the direction and distance from the source.

5.1.2.1 Geometric Acceptance

The Monte Carlo simulated flux is generated only from the top of the instrument, with an angu-
lar range of 45◦. Whereas, actual CR fluxes are isotropic in earth’s vicinity, and hence particles
have equi-probability of coming from all the directions. As such, the event reconstruction ef-
ficiency needs a correction for this geometrical limitation, called the Geometric Acceptance
factor, A0. This quantity can be calculated by considering all possible directions in which the
events are randomly generated.
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Figure 5.2: Values of the exposure time Texp(∆E,∆t) obtained for the bins of the three differ-
ent energy ranges of the analysis.

In the case, where events are generated from source points on the top of the cube used in Monte
Carlo simulations, this factor assumes the form:

A0 =

∫
Ω

dω

∫
S

dσr =

∫
Ω

∫
S

cos θdσdω, (5.9)

where dσ is the differential surface element of S, and dω = dϕd cos θ is the differential solid
angle element of Ω, with θ and ϕ being the polar and azimuthal angles respectively. The above
yields:

A0 = 2πS

∫ 45◦

0

cos θdθ = πS. (5.10)

Substituting the values of generation surface, S = l2 = 3.9 × 3.9 m2, the geometrical accep-
tance factor becomes, A0 = πl2 = 47.78m2Sr.

5.1.2.2 Monte Carlo Acceptance

In Monte Carlo simulations, it is possible to simulate events according to a power-law energy
spectra similar to that of CRs to have maximal similarity to that of real data. However, con-
sidering a power-law would lead to a flux which is several orders of magnitude bigger at low
energy, and would be computationally expensive, and storage intensive. So, in general, we opt
for a flatter spectrum for Monte Carlo generation.
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The generated momenta Pgen distribution is given by

pgen = 0.5 exp

Å
log

Å
pmax
pmin

ã
RAND[0, 1]

ã
= 0.5 log

Å
pmax
pmin

ãRAND[0,1]

,

(5.11)

where pmax & pmin are the limits of the generated momenta, and RAND : {ϕ} → [0, 1] is a
random number generator.

The generated spectrum, i.e the Probability Distribution Function (PDF) can be extracted from
the Cumulative Distribution Function (CDF(P̃ )), i.e., the probability for a random variable to
have a value lower than a real value p̃:

CDF (p̃) = P (pgen < p̃) = P (0.5 log

Å
pmax
pmin

ãRAND[0,1]

< p̃)

P (RAND[0, 1] logK < log p̃) = P (RAND[0, 1] < logK(p̃)) = logK(p̃),

(5.12)

where, K = 0.5 log
Ä
pmax

pmin

ä
. The PDF can be the derived as

PDF (p̃) =
d(CDF (p̃))

dp̃
=
d(logk (p̃))

dp̃
∝ 1

p̃
. (5.13)

Identifying the p̃ variable with the momentum p, a generation spectrum of MC datasets propor-
tional to p−1 or R−1 can be obtained.

Generating such a spectrum also have the advantage that spectral measurements in CR physics
are generally performed in logarithmic bins, due to the large span of the energy range. This
kind of spectrum has the property to be completely flat when binned in log bins as can be seen
from:

Ngen(p1, p1) =

∫ p2

p1

dp

p
= ∆ log (p), (5.14)

but if log bins are used, then
∆ log (p) = constant. (5.15)

As such,
Ngen(p1, p2) = constant (5.16)

Since, R ∝ p, (5.14) can be also written as

Ngen(Rmin, Rmax) =

∫ Rmax

Rmin

dR

R
= log

Å
Rmax

Rmin

ã
. (5.17)

From the above, we can obtain the relation formula for the ith rigidity bins:

Total Generated Events (T)

log
Ä
Rmax

Rmin

ä =
Number of Generated Events in each bin (gi)

log
Ä
Rmax

Rmin

ä
i

(5.18)
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So, we obtain the number of generated events in each bin, gi to be:

gi =
T × log

Ä
Rmax

Rmin

ä
i

log
Ä
Rmax

Rmin

ä . (5.19)

Since the minimum rigidity used by AMS MC is ∼ 4 and the highest rigidity used is ∼ 8000,
the factor in the denominator becomes log 2000.

The Monte Carlo acceptance is given by:

AMC =
Number of events that survives the selections in each bin (#survived)

Number of events generated by MC in each bin
(5.20)

Using (5.19) above, (5.20) becomes:

AMC =
#survived

T×log
(
Rmax
Rmin

)
i

log
(
Rmax
Rmin

)
=

#survived

T×log
(
Rmax
Rmin

)
i

log 2000

(5.21)

For storage issues, only a number of generated events are saved. The generated events are
scaled by a more or less constant factor which we name “MC Trigger Ratio”(ϵtrig). As such, to
get the total number of generated events, T, we have the relation

T =
Total Saved Events (S)

ϵtrig
(5.22)

So, finally the Monte Carlo acceptance (5.23) becomes:

AMC =
#survived

log
(
Rmax
Rmin

)
i

log 2000
× S

ϵtrig

(5.23)

The final MC Acceptance, A shown in fig. 5.3 is obtained by multiplying with the geometric
acceptance A0 = 47.78m2sr. Hence, we get

A = AMC × A0

A =
#survived

log
(
Rmax
Rmin

)
i

log 2000
× S

ϵtrig

× 47.78 (5.24)

5.1.2.3 Data Driven Efficiency Corrections

The cost one pays of having a clean sample of events comes with efficiency losses. As such,
one has to take those efficiency losses in consideration, and correct for those losses in the ac-
ceptance to get the final fluxes.

For this purpose, a set of efficiency corrections to be performed are identified. Then a number
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Figure 5.3: The Monte-Carlo acceptance for the three isotopes as indicated. In the RICH-NaF
region, the markers for 9Be aren’t visible because of similar acceptance of 9Be and 10Be and
the nature of the scale.

of events of Be from data are sampled with selections that are maximally independent from the
selections that are used for the analysis. This form the sample events, Nsample, against which
we study the effect of efficiency loss caused by the selections in question, Nsel. The efficiency
is then given by:

Effdata =
Nsel

Nsample

. (5.25)

The procedure is repeated for AMS-MC data with the same set of selections to give us,EffMC .
After which, the efficiency correction, Effcorr to be applied to the acceptance is obtained by:

Effcorr =
Effdata
EffMC

. (5.26)

Then, Effcorr are fitted with a linear function with 1σ confidence interval as the error on the
trend. These fitted linear functions are then mulitplied to the acceptance to obtain the effective
acceptance.

We identify the following class of corrections:

1. L1 pickup Efficiency (Effpickup): Efficiency loss after application of charge and qual-
ity selections on the layer 1 of the tracker as shown in fig. 5.4a & fig. 5.4b

2. Tracking Efficiency (Efftrack): Efficiency loss as a result of applying selections for
good tracker reconstruction of the rigidity and charge as shown in fig. 5.4c & fig. 5.4d.

3. Against Interactions Efficiency (Effint): Efficiency loss as a result of demanding
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single track in the tracker and a strict charge selection on the upper ToF as shown in fig.
5.4e & fig. 5.4f.

4. Beta ToF Efficiency (EffβToF ): Efficiency loss as a result of quality selections on the
ToF reconstructed beta as shown in fig. 5.5a & fig. 5.5b.

5. Beta RICH Efficiency (EffβNaF&EffβAgl): Efficiency loss as a result of quality
selections on the RICH-NaF/Agl reconstructed beta as shown in fig. 5.5c & fig. 5.5d.

6. Trigger Efficiency ϵ: Efficiency loss arising from different treatment reserved to events
passing the only unbiased trigger condition defined in Monte Carlo and in data.

5.1.2.4 Corrected Acceptance and Uncertainty

The final effective acceptances for ToF (ÃToF), RICH-NaF (ÃNaF), and RICH-Agl (ÃAgl) is
obtained as follows :

ÃToF = AToF × Effpickup × Efftracking × Effint × EffβToF,

ÃNaF = ANaF × Effpickup × Efftracking × Effint × EffβNaF,

ÃAgl = AAgl × Effpickup × Efftracking × Effint × EffβAgl,

(5.27)

The Effective acceptance is shown in fig. 5.6 and we observe the following features:

• The plateau values for the three detectors are quite different, and this is related to the
geometrical acceptance and relatively lower acceptance of RICH in general.

• Above the rigidity threshold, the acceptance absolute value seems inversely proportional
to the isotope mass. This effect is anticipated as heavier isotopes possess larger nuclear
cross-section and consequently higher probability of interaction with AMS material.

5.1.3 Unfolding

One of the prime impediment in unravelling nature’s phenomena is that we don’t have direct
access to the probability distribution function (PDF) of an event. The true flux or the true PDF
of CR species is distorted by our measurement apparatus, i.e., AMS-02 detector in our case.
The following section describes the problem of folded fluxes, and the the D’Agostini iterative
Bayesian unfolding used to retrieve the particle level fluxes.

5.1.3.1 Detector Smearing of True Spectrum

If the true value of an event is denoted by y, the true PDF, ftrue(y) is distorted by the detector
through two ways:

• Finite Resolution: A measuring apparatus has a resolution that is finite. Any measured
value x in an event given the true value is a random variable. In the trivial case, the
measured PDF might be a Gaussian distribution (∼ G(x, y, σ)) with the mean being
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(a) Pickup Efficiency Curve (b) Pickup Efficiency Correction

(c) Tracking Efficiency Curve (d) Tracking Efficiency Correction

(e) Against Interactions Efficiency Curve (f) Interactions Efficiency Correction

Figure 5.4: The efficiency curves and corrections for Be nuclei selections. On the left column
of the figure, the red denotes the loss in efficiency in data, and the blue in Monte-Carlo. On
the right side, the data/MC ratio is shown which forms the correction to be applied to the
acceptance. They are fitted with a linear function with the 1σ confidence band shown.
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(a) ToF β Efficiency Curve (b) ToF β Efficiency Correction

(c) RICH-NaF β Efficiency Curve (d) RICH-NaF β Efficiency Correction

(e) RICH-Agl Efficiency Curve (f) RICH-Agl Efficiency Correction

Figure 5.5: The efficiency curves and corrections forBe velocity selections. On the left column
of the figure, the red denotes the loss in efficiency in data, and the blue in Monte-Carlo. On
the right side, the data/MC ratio is shown which forms the correction to be applied to the
acceptance. They are fitted with a linear function with the 1σ confidence band shown.
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Figure 5.6: The MC acceptance corrected with the data-driven efficiency corrections with it’s
associated errors in the bottom panel. Here, the acceptance curves of 7Be is shown in red,
9Be in blue, and 10Be in blue. Because of close values, some of the curves may not be clearly
visible within the granularity of the plot’s scale.

equal to the true value y and some non-zero variance σ. In essence, the true PDF is
always smeared by the resolution function.

• Finite Acceptance: A detector cannot have 100 % acceptance. In our case, although CR
flux is isotropic, AMS-02 is restricted by its field of view and geometry. Furthermore,
there might be events below the minimum threshold of a particular sub-detector. For e.g.,
the RICH detectors won’t be triggered below the beta threshold of the radiators. As such,
AMS-02 or for that matter, any detector has event reconstruction efficiency lower than 1.

5.1.3.2 Mathematical Formalism of the Unfolding problem

As a consequence of the above effects, the true distribution of y gets convoluted and can be
described by the following expression:

f(x) =
1

N

∫
dyS(x|y)ϵ(y)ftrue(y), (5.28)

where S(x|y) is the Resolution function, ϵ(y) is the reconstruction efficiency, and N is the
normalisation factor. It is helpful to define the Response function (R(x|y)) which is given by:

R(x|y) = S(x|y)ϵ(y). (5.29)
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Mathematically, the true PDF is said to be folded with the response function. The inverse oper-
ation to reveal the true PDF is regarded as “Unfolding”, which is also called as deconvolution
or unsmearing. In principle, if we know the parametrisation of the true PDF along with the
folded spectrum, we can estimate the true parameters using the maximum likelihood method.
The folded spectrum is also called detector level spectrum or reco spectrum meanwhile the true
PDF of unfolded data is called the truth or particle level spectrum. In principle, we can unfold
to the parton level, but the latter would also include unfolding physics processes. Most of-
ten, we don’t have an analytical expression for the response function. Instead, in experimental
physics, the response function is encoded in a Monte-Carlo detector simulation, and accessed
by a set of Monte-Carlo events.

The probability Pj of a true value y to fall in to a true bin j is given by:

Pj =

∫
Bin j

dyftrue(y). (5.30)

Let the number of bins of true distribution be M and the number of expected events in a true
bin j be given by

µj = µtotalPj, (5.31)

where µtotal is the expected total number of events. The observed data is a distribution with N
bins and it is not necessary that N =M . In each bin of the observed (or measured) histogram,
there are ni events and typically it is distributed according to Poissonian statistics, i.e. :

ni ∼ Pois(ni, νi), (5.32)

where the expected value νi can be expressed in true quantities as:

νi = µtotal

∫
bin i

dx

∫
dyR(x|y)ftrue(y)

= µtotal

∫
i

dx
∑
j

∫
j

dyR(x|y)ftrue(y)

=
∑
j

µj
1

Pj

∫
i

dx

∫
j

dyR(x|y)ftrue(y) Using (5.31)

=
∑
j

Rijµj,

(5.33)

where Rij is the response matrix given by:

Rij =

∫
i
dx
∫
j
dyR(x|y)ftrue(y)∫
j
dyftrue(y)

=
P (x ∈ Bin i ∧ y ∈ Bin j)

P (y ∈ Bin j)

= P (x ∈ Bin i|y ∈ Bin j).

(5.34)
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So, we see mathematically that the response matrix is nothing but the conditional probability
that a measured value x belongs to a measured bin i given that a true value j belongs to a true
bin j. However, the response matrix depends on ftrue(y) which is the distribution which we
want to determine with the unfolding procedure in the first place.

The primary and unavoidable approximation in the unfolding procedure is the assumption that
the response function is approximately constant in each true bin j. Given, this assumption, the
response matrix doesn’t depend on the true distribution within that interval. However, we have
to assign a systematic uncertainty to the unfolding result as a consequence of this assumption.

Practically, the response matrix is a two-dimensional histogram and it is estimated by Monte-
Carlo simulations. One can generate a true spectrum, and propagate the outgoing particles
through the detector and fill bin ij. The MC simulation assumes some underlying true PDF
which is some good assumption of ftrue(y). The response matrix normalisation is given by∑

iRij = ϵi, where ϵj is the average reconstruction efficiency in true bin j. The off-diagonal
elements of Rij are responsible for smearing of any fine structures of the true PDF.

5.1.3.3 D’Agostini’s Iterative Bayesian Unfolding Method

In our analysis, we use the iterative Bayesian unfolding prescription by D’Agostini [129, 130].
It starts with building the unfolding matrix R̃ij given as the conditional probability that a true
value y falls into a true bin j given that a measured value x falls into a measured bin i:

R̃ij = P (y ∈ Bin j|x ∈ Bin i)

=
P (x ∈ Bin i)|y ∈ Bin j)P (y ∈ Bin j)

P (x ∈ Bin i)
(Using Bayes’ Theorem)

=
RijP (y ∈ Bin j)∑
iRijP (y ∈ Bin j)

(5.35)

Hence, the expected number of events in true bin j is given by:

µ̂j =
1

ϵj

∑
i

R̃ijni, (5.36)

where ϵj is the average reconstruction efficiency in bin j and ni is the measured data. We
observed from (5.35) that the unfolding matrix again depends on the true spectrum. This calls
for some iterative method to solve the equation. D’Agostini’s method takes some first guess of
the truth spectrum and follows the following algorithm:

• Build the version k of the unfolding matrix: R̃k
ij

• Evaluate the k+1th version of the truth spectrum: µ̂k+1
j , where the true spectrum is built

as:
P (y ∈ Bin j) =

µ̂j∑
µ̂j
. (5.37)

166



• Then build a version k + 1 of the unfolding matrix: R̃k+1
ij

• The stopping criterion of this iterative procedure is found by evaluating the minimum of
the χ2 function:

χ2
k+1,k =

∑
j

((
µ̂k+1
j − µ̂kj

)2
µ̂kj

)
(5.38)

5.1.3.4 Unfolding Factor for the Be isotope fluxes

The D’Agostini Bayesian iterative unfolding method is implemented in the RooUnfold pack-
age, and we use the same for our analysis. It requires the response matrices which as already
mentioned is a two-dimensional migration matrix and for our purpose, we built them for the
quantity: Energy per unit nucleon (Ek/n). The package also requires the true and measured
normalisation distributions to normalise the migration matrix which are nothing but the one-
dimensional projections of the migration matrix. The last ingredient are the counts that we
extract from our fit method for each sub-detectors. After performing the unfolding on the
counts, we take the ratio of the unfolded to the folded counts and define an Unfolding Factor.

The unfolding procedure is performed for 7Be only since the mass resolution of all the isotopes
are similar. As such, without any loss of generality, the same unfolding factor can be applied
to other isotopes. As a cross-check, we indeed performed the unfolding on other isotopes
and ended with comparable results. This unfolding factor is employed on the final fluxes to
consequently obtain the unfolded fluxes. The response matrix, normalisation distributions, and
the unfolding factor are show in fig. 5.7 for ToF, in fig. 5.8 for RICH-NaF, and in fig. 5.9 for
RICH-Agl.

5.1.4 Systematic Uncertainties, Final Flux and Flux Ratios result

A ratio of the flux has the advantageous quality that most of the systematic uncertainties cancel
out. However, there are few systematics that comes from individual isotopes that cannot be
removed in a flux ratio. This includes differences in the isotopic efficiency in our selection, and
the different survival probability among the Be isotopes. The systematic uncertainties that we
need to take care are listed below:

• Selection: Systematic emerging from the different behaviour of Be isotopes with re-
spect to our selection criterion.

• Survival: Systematic coming from the MC model of the different interaction probabili-
ties for the three Be isotopes.

• Detector Top: Systematic coming from the MC modelisation of heavier nuclei frag-
menting within AMS-02 to Be

The three sources of systematics correspond to the acceptance correction we described in the
preceding section. Since these corrections have been determined using the MC simulation only,
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(a) ToF Response Matrix (b) ToF normalisation distributions

(c) ToF Unfolding Factor

Figure 5.7: (a) The response matrix for the ToF detector (b) The true and measured normal-
isation distributions (c) The unfolding factor for ToF detector. The analysis is performed for
7Be counts and applied to other isotopes, taking advantage of similar mass resolution for all
the three isotopes.
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(a) RICH-NaF Response Matrix (b) RICH-NaF normalisation distributions

(c) RICH-NaF Unfolding Factor

Figure 5.8: (a) The response matrix for the RICH-NaF detector (b) The true and measured
normalisation distributions (c) The unfolding factor for RICH-NaF detector. The analysis is
performed for 7Be counts and applied to other isotopes, taking advantage of similar mass res-
olution for all the three isotopes.
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(a) RICH-Agl Response Matrix (b) RICH-Agl normalisation distributions

(c) RICH-Agl Unfolding Factor

Figure 5.9: (a) The response matrix for the RICH-Agl detector (b) The true and measured
normalisation distributions (c) The unfolding factor for RICH-Agl detector. The analysis is
performed for 7Be counts and applied to other isotopes, taking advantage of similar mass res-
olution for all the three isotopes.
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we decided to estimate a cautious systematic error of 5% added in quadrature to the overall er-
ror in the flux ratios.

In summary, now we have the counts of each of the isotopes from our fit model, the acceptance
from the Monte-Carlo simulation which has been corrected for efficiency losses, and the expo-
sure time calculated from the AMS-02 RTI information. This helps us to calculate the detector
level flux or reconstructed spectra as explained in preceding section. Finally, the unfolding fac-
tor helps use to calculate the unfolded fluxes for the three isotopes and total Be flux as shown
in fig. 5.10 and 5.11 with their respective relative errors. These individual fluxes can be di-
vided to obtain the required flux ratios for Φ10Be/Φ9Be, and Φ7Be/ΦTotal Be , which are shown in
fig. 5.12 and fig. 5.13 respectively. It was unanimously decided together with other analyses
groups working on the Be isotope analysis to merge the original 27 bins of the analysis into 13
bins to reduce the statistical uncertainties and fluctuations. The similar scheme for bins is also
instrumental in cross-checking the agreement of results between the different analysis groups.
The ratio is plotted along with the measurement of previous 14 experiments in fig. 5.14 and
fig. 5.15. Not only, AMS-02 extends the energy per unit nucleon range up to ∼ 12 GeV/n but
it also has significantly reduced uncertainties.

5.1.5 Comparison with theory and sensitivity to halo thickness parameter

The preliminary Φ10Be/Φ9Be flux ratio measurements from AMS-02 is significant, in particular,
the extension to relatively higher energy provides relevant information which combined with
the complementary Φ7Be/ΦTotal Be flux ratio will improve CR production/propagation models.

The other significant characteristics of the AMS-02 result is the relatively small uncertainty.
As stated in previous chapters, the ratio Φ10Be/Φ9Be will help us decouple the degeneracy in
the H/D propagation parameters.

As an example, we give an estimation of the sensitivity of the AMS measurements to the
H parameter, i.e., the halo thickness, of the models (DRAGON2 5.16a, GALPROP 5.16b,
DERIVED 5.16c, & WEBBER 5.16d) discussed in [211]. The plot 5.17 shows the χ2 of all the
models discussed in the section. The fit is performed in the whole data range of the AMS-02
results. We conclude the following:

• A priori it seems that two models, i.e., GALPROP and DRAGON2 support a halo size
greater than 8 kpc, with the exception of the DERIVED and WEBER model. However,
the cross-section data of WEBBER are obsolete and last updated in the 2000s. While the
first three models uses parametrisations supported by the most recent data.

• The cross sections of 10Be suffer from ∼ 20 % uncertainties. Therefore, also our predic-
tions are uncertain by, at least, 20-40 % only from the cross section issue.

• The errors of the AMS-02 data might be correlated and hence underestimated.
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Figure 5.11: The total Be flux found by adding the individual fluxes of the three isotopes with
their relative error. The Statistical errors is shown in magenta, Systematic errors in cyan, and
Total errors in black.

Figure 5.12: The flux ratio of Φ10Be/Φ9Be from our analysis show in red.
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Figure 5.13: The flux ratio of Φ7Be/ΦTotal Be from our analysis show in red.

Figure 5.14: The flux ratio of Φ10Be/Φ9Be from our analysis show in red, and plotted with previ-
ous measurements. ACE-CRIS (1997/08-1999/07) [279], ACE-SIS (1997/08-1999/07) [279],
Balloon (1973/08) [176], Balloon (1977/05) [94], Balloon UNH (1977/09) [272], IMP7&8
(1972/09-1975/09) [163], IMP7&8 (1974/01-1980/05) [164], ISEE3-HKH (1978/08-1979/08)
[277], ISOMAX (1998/08) [177], PAMELA-CALO (2006/07-2014/09) [225], PAMELA-
TOF (2006/07-2014/09) [225], Ulysses-HET (1990/10-1997/12) [121], Voyager1&2 (1977/01-
1991/12) [209], Voyager1&2 (1977/01-1998/12) [208]
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Figure 5.15: The flux ratio of Φ7Be/ΦTotal Be from our analysis show in red, and plotted with
previous measurements. Balloon (1973/08) [176], Balloon (1977/05) [94], Balloon UNH
(1974/07+1974/08) [273], Balloon UNH (1977/09) [272], IMP7&8 (1972/09-1975/09) [163],
IMP7&8 (1974/01-1980/05) [164], ISEE3-HKH (1978/08-1979/08) [277], PAMELA-CALO
(2006/07-2014/09) [225], PAMELA-TOF (2006/07-2014/09) [225], Ulysses-HET (1990/10-
1997/12) [121], Voyager1&2 (1977/01-1991/12) [209], Voyager1&2 (1977/01-1996/12) [210],
Voyager1&2 (1977/01-1998/12) [208]
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(a) Dragon Model (b) Galprop Model

(c) Derived Model (d) WEBER Model

Figure 5.16: The model simulation [211] for various H sizes superimposed on the 10Be/9Be
flux ratio from AMS-02. a)DRAGON2, b) GALPROP, c) DERIVED, d) WEBER

However, our analysis results suggest that our understanding of the Halo size is severely chal-
lenged by the AMS-02 data. Further in-depth investigation is necessary in this regards, and
would be part of the future course of work.
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Figure 5.17: The χ2 plot of the models fitted to the 10Be/9Be flux ratio in its entire energy per
unit nucleon range. Three models, i.e., DRAGON2, GALPROP, & DERIVED suggest different
halo sizes and calls for further investigation.
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Chapter 6

Conclusion

Cosmic Rays have been at the forefront of accelerating high energy physics for more than a cen-
tury, and this messenger of physics have time and again broken scientific knowledge plateaus.
At a time, when production and direct detection of Dark Matter poses serious technological,
and theoretical challenges; Cosmic Rays have again come to the rescue by providing us with
a privileged channel of investigating DM through possible products of annihilation of WIMP
like DM, which appears as excess in the rare component of Cosmic Rays. However, our ability
to draw definite conclusion is limited by our knowledge of cosmic ray propagation model un-
certainties, and cross-section uncertainties of production.

The excess in contention is that of anti-proton spectrum of cosmic rays. AMS-02 published
high precision result of the p̄/p ratio which showed flattening above 60 GV rigidity. This is in
conflict with theoretical predictions that expect the p̄ component to decrease faster. Hence, the
AMS-02 results showed an excess of p̄ over standard astrophysical processes of p̄ production,
the latter primarily because of the interaction: p+p/He→ p̄+X . However, to completely de-
couple the possible exotic component of p̄ from standard production, we need accurate knowl-
edge of cosmic ray propagation model parameters, and p̄ production cross-section. This leads
to two source of uncertainty: Astrophysical and Nuclear uncertainty. In order to reduce the
astrophysical uncertainty, one of the important parameters is to constrain the ratio H2/D, and
for that purpose, we set on the endeavour to analyse the 10Be/9Be ratio. 1

We performed the analysis of the Beryllium isotope ratio, 10Be/9Be to relatively higher en-
ergy ∼ 12 GeV/n as compared to existing measurements, along with necessary corrections
required by detector systematics, and measurement methodology. Firstly, we prepared a sam-
ple of Beryllium Z = 4 events with high-quality measurements of speed, β, from the three
sub-detectors: ToF, RICH-NaF, and RICH-Agl; and the Rigidity, R measured using the inner
tracker through a series of selection based cuts on the data. A bi-Gaussian model with mass
resolution modelled from AMS-02 Monte Carlo simulation was used to fit our data in 27 en-

1Along with that, to reduce the nuclear uncertainty, we conducted the measurement with proton beams at
several energies directed at a liquid Helium target at the CERN M2 Beam line within the COMPASS++/AMBER
facility. For this measurement, the COMPASS-RICH was used to detect the anti-protons. As such, we developed a
Monte-Carlo simulation of the COMPASS-RICH, and also developed the preliminary scheme for the improvement
of the reconstruction algorithm of the RICH rings.
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ergy per unit nucleon bins. After agreement with AMS-02 collaborators, the final results were
rebinned in 13 bins to reduce statistical uncertainty. We were able to extend the energy range
by almost 500 % as compared to existing measurements, the latter being afflicted by huge un-
certainties. Our analysis results would be a valuable tool to constrain cosmic ray propagation
models by breaking the degeneracy of H2/D parameter. As expected from theoretical consid-
eration, we do see a flattening of the ratio at higher energies as a result of time dilation. This
flattening also is majorly responsible for the severe challenge that our analysis provides to the
understanding of Halo size. Our analysis results pose interesting challenge to phenomenolo-
gists, and would help us expand our knowledge of cosmic rays, dark matter, and universe in
general.

As with previous publication of flux ratios, our knowledge about cosmic ray propagation mod-
els, and the universe have been increasing in incremental steps. Our work will be one compo-
nent among all major efforts to help reduce the astrophysical and nuclear uncertainties required
to have a definitive understanding of the exotic p̄ component, and hence increase our signal
sensitivity to Dark Matter.
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Appendix A

AMBER experiment at CERN

A.1 Introduction

AMBER (Apparatus for Meson and Baryon Experimental Research) [13] is a newly proposed
QCD facility at the M2 beam line of the CERN-SPS. It would use the COMPASS (Common
Muon and Proton Apparatus for Structure and Spectroscopy) [9,10] facility to conduct various
experiments ranging from Proton-radius measurement, and Drell-Yan process, to antiproton
production cross-section as its phase-1 physics programs. It consists of a two stage spectrom-
eter, the stages being seperated by two spectrometer magnets. Both stages are equipped with a
multitude of layers of trackers, electromagnetic and hadronic calorimeters, and particle identi-
fication detectors. The first stage of the spectrometer hosts a 3.3m long gaseous Ring Imaging
Cherenkov Counter for hadron identification. The layout of the spectrometer is presented in
fig. A.1

Figure A.1: The COMPASS setup for measurements with hadron beams. The beam arrives
from the left side. Figure from [9]
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At the relevant length scales probe of ∼ 10−15 m (low-energy regime), the strong coupling
constant αs approaches unity (becomes strong). The running coupling constant of QCD can be
written as

αs(q
2) =

αs(µ
2)

1 +Bαs(µ2) ln
Ä
q2

µ2

ä , (A.1)

where, q2 is the four-momentum squared, µ is some arbitrary scale at which the QCD charge is
known, and B = (11Nc − 2Nf )/12π, where Nc, and Nf are the number of quark flavours and
colours respectively. For Nc = 3 colours and Nf ≤ 6 quarks, B is greater than zero and hence
αS decreases with increasing q2 (energy). At |q| ∼ 1 GeV , αS is of O(1) and perturbation
theory breaks down, and we enter the domain of non-perturbative QCD regime.

Experiments with hadron beams for precision spectroscopy of light mesons and baryons with
masses up to 3 GeV/c2 require state-of-the-art spectrometer with high acceptance and reso-
lution for charged and neutral particles, so as to perform precise measurements of the multi-
particle final states over a wide kinematic range. The three different mechanisms that contribute
towards the production of a system X are (see fig. A.2): diffractive dissociation, central pro-
duction which proceeds via exchanging one or two Reggeons R (virtual particle involved in t−
channel exchange of resonances for which the spin is bigger than 1) respectively between beam
hadron and target nucleus N , and photo-production in the Coulomb field of a nucleus at very
low values of momentum transfer.

Figure A.2: Diffractive dissociation, central production, and photo-production by quasi-real
photons γ, with π denoting the beam particle (can be also p,K), and N is the target nucleon or
nucleus. These are the production mechanism in COMPASS [9].

A.2 Spectrometer for Hadron Physics

A.2.1 Beam line

The CERN SPS M2 beam line was originally built for high-intensity muon beam. Later the
beam line was calibrated to include a high-intensity hadron beam, as well as, a low-intensity
electron beam. Two CEDAR (Cherenkov Detector with Achromatic Ring Focus) detectors are
added just before the spectromer for particle identification.

To produce secondary hadron or tertiary muon beam, 400 GeV/c protons from the CERN SPS
are slowly extracted onto a primary production target (T6). It takes 9.6 s for these protons to
arrive once evy 30 − 48 s (depends on other users of the SPS). The primary target provides
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the facility to select five positions: an empty target or one out of four Be targets. For e.g., a
negative 190 GeV/c hadron beam with a nominal intensity 5 × 106 s−1, is achieved by using
9× 1012 protons/cycle on T6 and the 500mm Be target.

A.3 Beam particle identification

The beam particles are identified by two CEDAR detectors installed 30 m before the COM-
PASS target region. These detectors are used for fast identification at high rates upto particle
momenta of 300 GeV/c [89].

A.3.1 CEDAR detector

The working principle is based on the fact that for a beam containing particles of different types
but of the same momentum, the angles of the emitted Cherenkov photons are different in accor-
dance with their masses. The photons are focused onto the photon detector using a mirror and
a system of lenses. At the focal plane, we find rings of photons compensating for the chromatic
aberration of the gas, which is essential for proper separation of the rings. A ring shaped di-
aphragm located at the focal plane perpendicular to the beam direction is used to select photon
rings with a fixed radius. The radius of the diaphragm is regulated by manipulating the pressure
of the helium gas in the vessel so as to match the radius of the photon ring. The photons are
detected with PMTs (Photo Multiplier Tubes).

Each CEDAR detector of COMPASS consists of a 6m long vessel with pressurisedHe gas (see
fig. A.3). The beam tracks have to be parallel for efficient working of the CEDARs. As such,
a pair of scintillating fibre detectors (one horizontal, and one vertical) are installed upstream
(FISC1,2) and downstream (FISC3,4) of the CEDARs. Also, two scintillating discs (TRIG 2)
are installed as beam counters. They are used to normalise the CEDAR count during pressure
scans. In a pressure scan, the CEDAR count rate normalised to the rate in the FISC counters is
plotted as a function of the vessel pressure and PMT signal multiplicity. The refractive index is
proprotional to p/T , and hence, during data taking, He pressure in the CEDARs is adjusted to
compensate for He leakage and to keep p/T constant.
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Figure A.3: Working principle of a CEDAR. Two particles with same momentum but different
masses (full green and dashed red lines here) radiate Cherenkov photons at different angles,
resulting in rings with different radii. A diaphragm adjusted to the photon ring radius selects a
particle type. Figure from [9]

A.3.2 Positive Beam Separation

The proton component is dominant in the high-energy positive hadron beam. In CEDAR, a
difference of 1 mm width is expected between protons and kaons at 190 GeV/c. Fig. A.4
shows a pressure scan for three different requirements on the minimum number of PMT hits
(multiplicity). Pions and protons have a clear separation, while the kaon signal is hidden under
the pion, and can’t be distinguished here. Taking in consideration the measured rates, and the
beam composition, a PID efficiency of 90% can be achieved for the protons using a multiplicity
≥ 4. One CEDAR is set to identify protons, the other to identify pions.

Figure A.4: CEDAR 1 pressure scan for a positive hadron beam with different multiplicities.
The kaon peak cannot be distinguished from the pion peak.

A.4 Target Region

The target region consists of the target [89] systems, the Recoil Proton Detector, the Sandwich
Veto Detector and the Silicon Detectors (see fig. A.5). Liquid hydrogen, liquid helium, and
solid targets can be used for measurements with hadron beams.
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Figure A.5: Liquid hydrogen target system

A.4.1 Recoil Proton Detector

The target is surrounded by a time-of-flight and energy loss detector called Recoil Proton De-
tector (RPD). The RPD is made of two cylindrical layers of scintillator with diameter of 120
mm and 775 mm surrounding the target. The inner ring is composed by 12 scintillator slabs
of 50 × 6.6 × 0.5 cm3, while the outer ring of 24 slabs of 115 × 20 × 1 cm3. The RPD helps
us in fast particle identification and trigger on recoil proton via time-of-flight and energy loss
measurement. The RPD measures times and hits of the track by a calculation of the effective
speed of light in the scintillator slab. Combining measurements of time-of-flight and positions,
one can measure the velocity of the particle. Each scintillator at both sides is read out by PMTs.

The momentum resolution as a function of proton momentum is evaluated though pion-proton
elastic scattering events. The transverse momentum of the proton is measured in the RPD, and
then it is compared to the value of momentum calculated from the kinematics of the pion de-
tected in the spectrometer. The resulting width of the momentum distribution as a function of
the proton momentum can be seen in fig. A.6.

Also, the energy loss in the outer ring as a function of the velocity measured by the RPD in
elastic pp scattering is shown in fig. A.6. It can concluded that for velocities up to β = 0.34,
the protons are stopped in the outer ring. Above this, the protons escape the scintillator, and
deposit only a part of its energy. Therefore proton PID is reliable only upto β < 0.4.
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Figure A.6: Left: Momentum resolution of the RPD for protons detected at an angle of 70◦ with
respect to the beam axis. Right: Energy loss ∆E in the outer ring of the RPD as a function of
the velocity of the particle in elastic pp scattering. Figures taken from [9]

A.4.2 Sandwich Veto Detector

The Sandwich Veto Detector is used to veto events containing photons and charged particles
that lies outside the acceptance gap of the RPD and Large Angle Spectrometer (LAS). It con-
sists of a 2m× 2m stack of five layers of steel-covered lead plates and scintillators with a total
thickness of 5.1 radiation lengths. It is segmented into 12 elements and has central hole that
matches the acceptance of the spectrometer (see fig. A.7 ). Each of the lead layer is composed
of 5 mm Pb plates with 1 mm steel plates on each side to ensure structural integrity. Each
layer of scintillator is made of a pair of 80 × 20 cm2 scintillator bars lying side-by-side. Out
of which, the first three layers have a thickness of 1 cm, while the last two is of 0.5 cm. The
light is extracted from th scintillators using wavelength-shifting fibres connected to PMTs. The
detector have a measured efficiency of 98 % for minimum ionising particles.

Figure A.7: Sandwich Veto Detector. Figure from [9]

A.5 Tracking Detectors

The tracking system is composed of several stations, each with a set of planar tracking detectors
of the same type. Far downstream, to track low-momentum particles scattered at large angles,
several variants of wire-based gas detectors like Multiwire Proportional Chambers (MWPC),
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Figure A.8: Left: SciFi plane fibre configuration. The number of fibre layers per plane is 8,12
or 14, depending on the station. Right: Time resolution of a single SciFi plane across the beam
region with the beam profile. Figures taken from [9]

Drift Chambers (DC), and Straw Tube Chambers are used. Near the beam, where the particle
hit rate is high, fast detectors with a good resolution is required, micropattern gaseous detectors
with strip readout, namely the Micromegas and Gas Electron Multiplier (GEM) are used. In the
beam region, where rates are of the order of 105 mm−2s−1, Scintillating Fibre Detectors and
novel GEM detectors with pixel readout (PixelGEM) are used. Tracking immediately upstream
and downstream of the target is accomplished with the help of Silicion Microstrip Detectors.

A.5.1 Very Small Area Tracker

A.5.1.1 Scintillating Fibre Detectors (SciFi)

It was designed to provide tracking of incoming and scattered beam particles as well as of all
other charged reaction products in the vicinity of the primary beam. As the hit rate is quite
high, hits are assigned to the corresponding track by time correlation only, as spatial correla-
tion would be ambigious. A total of eight SciFi detector stations are used. Two pair of stations
are placed upstream (nos. 1,2) and downstream (nos. 3,4) of the target, two more pair upstream
(nos. 5,6) and downstream (nos, 7,8) of the second spectrometer magnet (SM2). Each station
consists of at least two projections, one vertical (Y), and one horizontal (X). Apart from these,
three stations (nos, 3,4,6) have an additional inclined (∼ 45◦) projections (U).

To provide enough photoelectrons for detection, several layers of fibres are stacked for each
projection with an offset from one layer to another (see fig. A.8). The light output of a group
of fibres lined up in beam direction (labelled ”coloumn” in fig. A.8) is collected by one Photon
Detector (PD) channel.

The time resolution using one plane is nearly constant for all channels. R.M.S values between
350 and 450 ps is seen for the central regions of the various planes. In fig. A.8 , we can see that
time resolution across the plane shows a smooth curve with slightly better values in the outside
region, because of low intensity.
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Figure A.9: Left: Front view of a Silicon Microstrip Detector. Figure from [10]. Right: The
conical cryostat with the upstream beam window dismounted. The bent cooling capillary is
fixed to the PCB close to the sensitive area of the detector. Inside the cryostat, the readout
cables are directly soldered to the detector module and plugged to vacuum-sealed feedthrough
connectors also visible on the outer surface of the cryostat. Figure taken from [9]

A.5.1.2 Silicon Microstrip Detectors

The Silicon Microstrip Detectors comprise of three stations upstream of the target used as a
beam telescope, and two stations downstream of the target used for vertex reconstruction. The
high beam intensity necessitates a radiation hard detector design with an excellent spatial and
time resolution.

Each station has two silicon detectors with a stereo angle of 5◦ between their respective strip
orientations to resolve multi-track ambiguities. Each detectors consist of a 300 µm thick silicon
sensor with an active area of 50 × 70 mm2. The signals are read on both sides independently
by 1280 strips on the n-side, and 1024 strips on the p-side oriented perpendicular with respect
to the n-side.

The silicon wafer is glued with silicon glue to a frame consisting of two L-shaped printed circuit
boards (L-board). The readout strips are tilted by 2.5◦ with respect to the wafer edge, and are
connected with a 25 µm aluminium wire bonds and a glass pitch adapter to the front-end chips.
Besides that, a capillary is soldered along two wafer edges onto the back side of the L-Board
which is electrically insulated by a epoxy connector. The capillary is used to cool the front-end
chips by flushing gaseous nitrogen through it. The analog signals induced on the microstrips
are read out by a APV25 front-end chip. The whole setup can be seen in fig. A.9

These detectors are prone to radiation damage as they are traversed by the beam particles, and
forward-boosted reaction products. The damage in the bulk material changes the doping, and
damage to the surface leads to decrease of insulation, and consequent increase of depletion
voltage and hence the leakage current. So, cooling is done using liquid nitrogen to minimise
damage. The leakage current drops with temperature which consequently decreases the radi-
ation damage noise. On top of that, cooling also ensures better spatial and time resolution.
The cooling technology used relies on evapaoration of liquid nitrogen in thin capillaries on the
PCBs. The downstream Conical Cryostat used for cooling can be seen in A.9. For more details
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Figure A.10: Left: Spatial resolution of a single silicon detector plane. “RMS1” and “RMS2”
refer to the cases of clusters with one and two hit strips, respectively. Right: Time resolution of
a single silicion detector projection. Figure taken from [9]

on the cooling, one can refer [9].

The spatial resolution is in the range of 4 − 6 µm for clusters when two strips are hit and a
technique of amplitude weighting can be used to determine the track position [172]. If only
one strip is hit, the resolution drops to 7− 11 µm. The time and spatial resolution can be seen
in fig. A.10

A.5.1.3 PixelGEM Detectors

To reduce the amount of detector material exposed to the hadron beam, some of the SciFi de-
tectors were replaced with thinner detectors based on gas electrom multiplier (GEM) foils (See
following section on small area tracker for its working principle). GEM detectors are able to
cope with high particle fluxes in the beam centre, but the strip readout makes it impossible to
separate individual hits close to the beam due to high occupancy. As such, a read-out method
was realised using the GEM patterning and wet-etching printed-circuit board (PCB) technolo-
gies. As seen in fig. A.11 , the central area of 32 × 32 mm2 is patterned with 1024 pixels of
1 × 1 mm2 size of 50 µm thick polyimide foil. The rest of the total active area of 100 × 100

mm2, where the occupancy is sufficiently low is covered by two orthogonal sets of 512 strips
with a pitch of 400 µm, realised on a second 50 µm thick polyimide foil. The spatial resolution
is shown in fig. A.12, while the time resolution is shown in fig. A.13.

A.5.2 Small Area Trackers

A.5.2.1 Micromegas Detectors

The Micromegas (Micromesh Gaseous Structure) detector is based on a parallel plate electrode
structure and a set of parallel microstrips for readout. The distinguishing feature of this detector
is the presence of a metallic micromesh that separates the gaseous volume into two regions: a
conversion gap where the ionisation takes place, and the resulting electrons drift in a moderate
electric field (about 1 kV/cm over 3.2 mm), and an amplification gap with a higher field (50
kV/cm over 100 µm) which produces an Townsend avalanche which leads to production of

188



Figure A.11: Left: Schematic view of the pixel and strip region of the readout circuit. The
pixel region consists of 32 × 32 pixels of 1 mm2 size each, while only 4 × 4 are shown for
clarity. Right: A fully assembled PixelGEM detector, equipped with 16 APV front-end cards.
The digitisation of the analog signals from the APVs is done at an external ADC card, which is
connected via the grey cables. Figure taken from [9]

Figure A.12: The residual distribution, i.e., the difference between measured cluster position
and track penetration point in x− direction for the pixel (left) region, and the strip region (right)
of a pixelGEM. The residulas are obtained by fitting a bi-gaussian with a constant background.
After taking track uncertainty in consideration, spatial resolution of 106 µm (pixels) and 54
µm (strips) are obtained. Figure taken from [9]

Figure A.13: The time residual distribution, i.e., the difference between measured cluster time
and track time, for the pixel (left) region, and the strip (right) region in the x− direction of a
pixelGEM. Figures taken from [9]
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Figure A.14: Left: Principle of a Micromegas detector. Right: A Micromegas doublet (U and
V projections) in the COMPASS setup. The active zone is the 40 × 40 cm2 internal square
(1). Strips are extended (2) to keep the front-end electronics (3) outside the acceptance of the
spectrometer.

large number of electron/ion pairs as shown in fig. A.14 . The electric field configuration in
the vicinity of the mesh is such that most of the ions from the avalanche are captured by the
mesh and do not drift back into the conversion gap. As such, the ion drift time over a maximum
distance of 100 µm and the signal width induced by the ions do not exceed the ion drift time
over that distance, which is around 100 ns. This results in a fast evacuation of positive ions
which combined with reduced transverse diffusion of the electrons, and the higher granularity
of the detector result in a high rate detection capability.

The experimental facility of AMBER has twelve Micromegas detectors, with 1024 strips each,
assembled in 3 stations of four planes each (X, Y, U, V ), that tracks particles in the 1 m long
region between the polarised target solenoid and the first dipole magnet. The gas mixture used
is Ne/C2H6/CF4 (80/10/10), which is optimised for good time resolution. It also minimised
the discharge rate to 0.03 discharges per detector and per beam spill. The detector has an active
area of 40 × 40 cm2 with a central dead zone of 5 cm in diameter. The strip pitch is 360 µm
for the central part (512 strips), and 420 µm for the outer part (2× 256 strips).

The mean time resolution has a value of 9.3 ns and is shown in fig. A.15 . To evaluate the
spatial resolution, incident tracks are reconstructed using the hits in 11 Micromegas, and the
residuals in the 12th one are evaluated as shown in fig. A.15 that shows the distribution of
residuals for the full active area of one Micromegas. After that, deconvoluting the precession
of the tracks, a spatial resolution of 90 µm is obained by averaging over all Micromegas at
nominal beam intensity.

A.5.2.2 GEM Detectors

The GEM consists of a 50 µm thin Polyimide foil with Cu cladding on both sides. A large
number of holes have been chemically etched on it using photolithography. On application of
several hundreads of volts across the foil by inserting it between parallel plate electrodes of a
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Figure A.15: Left: Distribution of the mean time measured by a Micromegas with respect to
the track time for nominal intensity data. Right: Distribution of residuals of a Micromegas at
high intensity. The r.m.s width is 113 µm to which the detector contributes 92 µm. Figures
taken from [10]

Figure A.16: Left: Triple GEM detector with its associated electric field configuration. Right:
Two-dimensional readout structure of the GEMs. Figures taken from [10]

gas-filled chamber, avalanche multiplication of primary electrons is accomplished. Appropriate
electric fields extract the electrons from the holes on the other side of the foil, and then guide
them into the next amplification stage or to the readout anode. Fig.A.16 shows the working
principle and the electric field configuration of a GEM.

The COMPASS GEM consists of three GEM amplification stages, stacked on top of each other,
and separated by 2 mm height spacer grids. It consists of Ar/CO2 (70/30) gas mixture which
is chosen for its large drift velocity, low diffusion, non-flammability, and non-polymerising
properties.

The electron cloud emerging from the last GEM stage induces a fast signal on the readout
anode. The latter is segmented in two sets of 768 strips with a pitch of 400 µm each, perpen-
dicular to each other and separated by a thin insulating layer as seen in fig. A.16. The detector
records two track projections with highly correlated amplitudes for each particle, and thus re-
duces multi-hit events amibguities. The spatial resolution can be seen in fig. A.17. It shows
the distribution of residuals which is the difference along one corrdinate of expected track and
measured cluster position, which is then plotted for all hits on one projection of a GEM detec-
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Figure A.17: Left: Residual distribution of one GEM projection in standard high intensity
muon beam conditions. In this particular plane, the r.m.s width is 78.7 µm, out of which the
detector contributes 66.4 µm. Right: Distribution of cluster time measured by a single GEM
plane by sampling the analogue signal at 40MHz, with respect to the track time. Figures taken
from [10]

tor. After deconvolution of the track error, the resolution has an average value of 70 µm. The
analog readout method also allows to extract time information by sampling the signal at three
consecutive points in time. With the knowledge of the detector response to a minimum ionising
potential, the hit time can be measured from the ratios of the three measured amplitudes. Using
this method, an average time resolution of 12 ns is achieved for the GEM detectors for high
intensity muon beam as shown in fig. A.17. For a better description, one can refer [191].

A.5.3 Large Area Tracker

A.5.3.1 Drift Chambers

Three identical Drift Chambers (DC) optimised for operations upstream of SM1, where the to-
tal particle flux is three times the flux on the downstream due to low-energy background which
is bent away by the magnet are installed in the facility. One DC is installed upstream, and two
DCs downstream of SM1. The three DCs have an active area of 180× 127 cm2 that covers the
whole acceptance of the SMC target magnet upstream as well as downstream of SM1.

Each DC is constructed out of eight layers of wires with four different inclinations: Vertical
(X), horizontal (Y ), and tilted by 20◦ (U), and −20◦ (V ) with respect to the vertical direction.
The tilt angles and the ordering of the planes (XY UV along the beam) was selected to min-
imise the construction of fake tacks.

Each layer of wires is comprised of 176 sensitive wires of 20 µm diameter, alternated with a
total of 177 potential wires with 100 µm diameter. These are enclosed by two Mylar® cathode
foils of 25 µm thickness, coated with ∼ 10 µm graphite, which leads to a gas gap of 8 mm.
Two consecutive layers of the same inclination are staggered by 3.5 mm (half a drift cell) in
order to solve left-right ambiguities. During operation, the cathode foil is kept at -1700 V , the
sensitive wires at 0 V , and the potential wires at 1700 V . The drift cell boundaries are defined
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Figure A.18: Left: Drift cell geometry of the COMPASS Drift Chambers. Right: Hit rate
versus wire number for one DC wire layer upstream of SM1 at nominal beam intensity with
central zone deactivated. Figures taken from [10].

by the cathode foils, normal to the beam direction, and by two potential wires separated by
7 mm as shown in fig. A.18. The particle hit rate per wire at a distance of 15 cm from the
beam reaches 800 kHz as shown in fig. ??. Downstream of SM1, the maximum hit rate per
wire comes down to 300 kHz. In order to avoid higher rates near the beam, a central dead
zone of 30 cm diameter is implemented for all layers. This part is segmented from the whole
cathode foil, and has an independent high voltage (HV) supply. During standard data taking,
the central zone is deactivated by keeping the HV supply low, and hence decreasing the local
efficiency. During alignment with low beam intensity, the dead zone is activated by setting HV
to the nominal value of the potential wires, i.e., -1700 V .

The gas mixture of Ar/C2H6/CF4 (45/45/10) was chosen to ensure good spatial resolution,
a linear time-vs-distance dependence (RT relation), minimisation of occupancy time, good ef-
ficiency, and a large HV plateau. Argon ensures high primary electron rate, C2H6 is used as
a quencher, and CF4 is used to increase drift velocity. Fig. A.19shows the RT relation for
one layer of a DC, measured in low intensity beam. The spatial resolution is evaluated using
the residuals of the fitted tracks for each wire layer. The residuals from two wire layers with
same orientation are combined which allows us to separate the intrinsic layer resolution from
the track fitting uncertainty. At nominal muon beam intensity, a resolution of 270± 20 µm was
measured averaged over all layers and full active surface of DC as seen in fig A.19.

A.5.3.2 Straw Tube Chambers

Straw drift tubes are used for tracking of charged particles at large scattering angles (15-200
mrad) downstream of SM1.

They are made of two layers of thin plastic films. The inner layer is made of carbon loaded
Kapton® foil with a thickness of 40 µm. The second layer consist of aluminised Kapton® foil
of 12 µm thickness. The anode wires are made of gold-plated tungsten with 30 µm diameter,
which are centered in the straw tubes by two end-plugs and four small plastic spacers positioned
at intervals of 60 cm along each tube. The counting gas is supplied through the end-plugs and
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Figure A.19: Left: RT relation for one layer of a DC. Right: Residual distribution for a single
DC layer (DC1 X) in high intensity beam. Figures taken from [10].

Figure A.20: Schematic view of a Straw Detector. Figure taken from [10]

a gas-manifold, which is integrated into the aluminium frame.

A total of 12440 straw tubes are brought together into 15 detectors. Each detector consists
of two staggered layers of straws to resolve left-right ambiguity, they are glued together, and
mounted onto an aluminium frame for stability. The detectors have an active area of 9 m2 and
is divided into three sections as shown in fig. A.20. The central part (section B) is close to the
beam axis and is exposed to higher rates, and is made out of 190 long and 64 short straws per
layer, with an outer diameter 6.14 mm, that forms a central dead zone of about 20 × 20 cm2.
It consist of a rectangular hole without material of about 20× 10 cm2 for the beam. The outer
part, i.e., the section A and C, each have 96 straws with 9.65 mm outer diameter. A mixture
of Ar/CO2/CF4 (74/6/20) is used as a counting gas. The Straw Tubes operate at an HV of
1950 V .

One station consists of three detectors to measure three projections of a particle trajectory: one
with vertical, one with horizontal, and one with inclined straw tubes. The inclined straw tube
detector is rotated by 10◦ with respect to the vertical ones. The vertical and inclined straw de-
tectors have the same geometry (called type X), while the horizontal one has a slightly different
geometry.

The straw tubes increase lengthwise with humidity. The relative elongation was found to be
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Figure A.21: Left: RT relation for a single 6 mm straw tube for particle tracks with the 160
GeV/c muon beam. Right: R.M.S widths of single-channel residual distributions versus chan-
nels number for all 6 mm straw tubes of one layer. Figures taken from [10].

∼ 3 × 10−5 for a 1 % humidity change that can result in increased tension on the frame, or
even bending of the straws. In order to avoid this, the humidity is kept constant by surrounding
each straw by a protective N2 gas, enclosed by 12 µm thin Mylar® foils which are aluminised
on both sides.

At nominal beam intensity, the relation between the measured drift times and the distance of the
tracks to the anode wires were measured and is shown in fig. A.23 . Once the RT relation has
been established, the resolution of a given straw can be determined from the R.M.S width of the
distribution of the track residuals. Averaging over several layers of 6 mm straws, a mean value
of 270 µm resolution is computed for one straw layer under nominal muon beam conditions as
shown in fig. A.23.

A.5.3.3 Multiwire Proportional Chambers

At large radial distance to the beam, the tracking of particles in the SAS (Small Angle Spec-
trometer) is based on Multiwire Proportional Chambers (MWPCs). It consists of a total of 34
wire layers, which translates to 25000 detector channels. All layers have wire length of about
1 m with diameter of 20 µm and a wire pitch of 2 mm and anode/cathode gap of 8 mm.

COMPASS has three different types of MWPCs: Type-A, Type-A∗, and Type-B. The Type-A
detectors have three anode wire layers, one vertical (X) and two tilted by ±10.14◦ with respect
to the vertical axis (U, V ) with an active area 178 × 120 cm2. While Type-A∗ are similar to
Type-A but has an additional horizontal wire layer (Y ). On the other hand, Type-B detectors
have only two wire layers, one vertical (X) and one tilted by 10.14◦ (U or V ), with a smaller
active area of 178 × 90 cm2. All wire layers are enclosed from both sides by 10 µm thick
graphite coated Mylar® cathode foils, which provides field symmetry and encloses the gas. It
has a central dead zone of 16-22 mm diameter depending on the location of the chamber along
the beam axis, and is realised by removing the graphite coating from the foils.

The MWPCs have a gas mixture of Ar/CO2/CF4 (74/6/20). The CF4 is fast gas crucial for
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Figure A.22: Left: The MWPC residual distribution calculated as the difference between wire
cluster postion and extrapolated track position along axis perpendicular to the wire layer. Right:
MWPC residual distribution for cluster sizes 1 and 2. Figures taken from [10].

operation in high rate environment, with excessive dead time. An ionising particle may induce
a signal on several neighbouring wires. The position of a hit is calculated from the wrighted
mean of coordinates of the adjacent wires with signals (clusters). The residual distribution has
an r.m.s width of 1.6 mm as shown in fig. The wire clusterisation improves spaital resolution
as evident from the figure.

A.5.3.4 Large Area Drift Chamber

The tracking of charged particles deflected by a large-angle in the SAS is provided by a system
of six large area DCs. Each chamber has an active area of 5×2.5m2 consisting of four sensitive
anode wire layers with a wire pitch of 4 cm, separated by layers of cathode wires with a pitch
of 2 mm. All chambers have two planes, each plane consisting of two wire layers. Four of the
chambers have X layers, coupled with Y (XY ) type, V (+ 30◦ with respect to the X layer, XV
type), or U (-30◦, XU type) layers. The two other chambers are of Y V− type and Y U− type.
The two wire layers with the same orientations in the same chamber are shifted by haf the wire
pitch.

The anode wire has a diameter of 20 µm, while the cathode has 100 µm wires. The an-
ode/cathode gap is 10 mm. The cathode wires have an inclination of 5◦ with respect to the
vertical to provide better field homogeneity. The signal wires are separated by field wires of
200 µm diameter. A dead region with a diameter of 0.5 m and of 1 m is made in the centre
of each layer of XY− type, and of XV , XY , Y V , and Y U− type chambers, respectively, as
shown in fig. A.23 .

A gas mixture of Ar/CF4/CO2 (85/10/5) is used to increase the drift velocity, which is im-
portant for track reconstruction. The signal wires are kept at an HV of 1925 V , while the field
wire is at -800 V . The RT relation for one large area DC is shown in fig. A.23, and it has a
mean spatial resolution of 0.5 mm.
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Figure A.23: Left: Large area Drift Chamber dead region. In the central part, the sensitive wire
thickness is five times larger than in the active part. Right: RT relation for one Large Area Drift
Chamber. Figures taken from [10].

Figure A.24: Left: Mini Drift Tube module sketch. Right: Front view of an X-plane of the
Rich Wall detector. The number of MDT modules in each sector is represented by the numbers
outside, while the dimensions in mm are given by the numbers inside. Figures taken from [9].

A.5.3.5 Rich Wall

The Rich Wall detector was built to improve tracking accuracy at large angles (150 < θ < 300

mrad) downstream of RICH-1. It is positioned between RICH-1 and ECAL1. The additional
track points helps in better determination of large-angle particle trajectories through RICH-1,
and hence helps in accuracy of Cherenkov Ring reconstruction.

The detector has dimensions of 5.27 × 3.91 m2 with a central hole of 1.02 × 0.51 m2. It is
made out of eight planes of Mini Drift Tubes (MDT). An MDT module consists of an eight-cell
aluminium comb extrusion with a wall thickness of 0.44 mm, and covered on top with a 0.15
mm thick stainless steel foil. Gold plated tungsten wires of 50 µm diameter are strung in the
centre of the cells. The wire pitch is 10 mm. A schematic representation of an MDT module
can be seen in fig. A.24.

The gas mixture used is Ar/CO2 (70/30). The spatial resolution is shown in fig. A.25, and the
improvement in Cherenkov Ring resolution is also shown in the same figure.
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Figure A.25: Left: The Rich Wall residual distribution, i.e., the difference between recon-
structed cluster position and extrapolated track position along the axis perpendicular to the
wire layer is shown. The standard deviation is obtained by fitting a double gaussian. Right:
Resolution of reconstructed Cherenkov rings for pions as a function of the track angle. The
resolution improves by 20 % on an average. Figures taken from [9].

A.6 Particle Identification Detectors

The hadron physics programme requires the reconstruction of final states with charged and/or
netural particles in a large angular bandwidth. Protons, charged pions and kaons, with mo-
menta upto 50 GeV/c are identified in the RICH-1, and their energy is measured in two hadron
calorimeters, HCAL1 and HCAL2. The photons emitted during interaction and decay pho-
tons are detected in two electromagnetic calorimeters, ECAL1 and ECAL2. The description
of RICH-1 would be done in details in the following chapter. Hence, a brief description of
calorimeteres are provided in the following sections.

A.6.1 Calorimeters

In each stages of the spectrometer, viz., LAS and SAS, the elctromagnetic calorimeter is up-
stream of the hadronic calorimeters (LAS: ECAL1, HCAL1, SAS: ECAL2, HCAL2). The
hadronic calorimeters are sampling calorimeters, i.e., the materials for the generation of hadronic
shower and scintillation by the particles of the shower are different. Meanwhile, the electro-
magnetic calorimeters are mostly homogeneous. To extend coverage at large angle, another
electromagnetic calorimeter called the ECAL0 was installed downstream to the RPD in 2016-
17 run.

A.6.1.1 Electromagnetic Calorimeter

The ECAL0 is constructed out of sampling shashlik structure. Each of them is mafe out of
a lead/scintillator stack with the readout done by Multipixel Avalanche Photo Diode (MAPD)
(15k pixels per mm2).

The ECAL1 and ECAL2 are made of lead glass, where the EM shower is generated. The elec-
trons and positrons from the shower emit Cherenkov light proportional to the energy deposited
in each counter. There is a PMT which measures the light intensity at the end of each block.

198



Figure A.26: Trigger elements in the Spectrometer. Figure taken from [9].

A.6.1.2 Hadronic Calorimeter

The hadronic calorimeters are built out of modules having a modular structure, as they are made
out of alternating layers of iron and scintillators. The hadron shower is generated by the iron
plates and it is detected by the scintillators. The hadronic calorimeters are larger in size than
EM calorimeters, as the hadron showers are larger in size.

Each module of HCAL1 is composed of 40 layers of alternating iron and scintillators plates,
which are 20 mm and 5 mm in thickness respectively, amounting to 4.8 nuclear interaction
length. The HCAL2 is a matrix of 22× 10 modules. Most of the modules consits of 36 plates
of 25 mm thickness and inter-leaved with 5 mm thick scintillators. This makes the overall
thickness to be 5 nuclear interaction length for the pions and 7 nuclear interaction length for
the proton.

A.7 Trigger

A trigger system is required to select events that carries information for exclusive measure-
ments. A fast response is necessary to provide a time reference for the readout of all detectors.
A physics trigger can be broken down into three elements: selection of beam particles crossing
the target, veto detectors for particles not produced in the target or outside spectrometer ac-
ceptance, and specific detector systems that takes in consideration particular physics case. The
trigger elements can be visualised in fig.

A.7.1 Beam trigger

The beam trigger is used for the selection of incoming beam particles and to define event
reference time. It also reduces the geometric acceptance of the beam in the transverse plane to
match the target geometry. It consist of a coincidence of a SciFi with a beam counter.

A.7.2 Veto Detectors

A.7.2.1 Beam Killers

Beam killers are used to inhibit a trigger signal coming from non interacting beam particles. It
introduces an angular cut-off of 0.97 mrad with respect to the nominal beam axis. It consist of
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two scintillating counters positioned along the beam axis. It reduces the trigger rate by half.

A.7.2.2 Sandwich Veto Detector

It is used to veto particles outside spectrometer angular acceptance and the RPD. It improves
the purity of the physics trigger by 3.5 times.

A.7.2.3 Hodoscope Veto System

The Hodoscope Veto System remove events with large multiplicites in the RPD. For a detailed
description, refer [10, 76].

A.7.3 Proton Trigger

The proton trigger is used to select events recoiling from the target. The RPD is used for target
pointing and discrimination of protons from pions and delta-electrons with energy loss mea-
surements in each RPD rings. The target pointing is executed by allowing for combinations
in which hits in one scintillator of the inner ring is folllowed by a signal in one of the three
corresponding outer ring scintillators as shown in fig. A.27

If a particle traversed the RPD, its energy losses in the inner and outer ring are highly correlated.
This fact is used to reject electrons coming from the target as well as part of the low-energy
pions. IN fig. A.27, we can see the energy losses for both protons and pions, for minumum and
maximum polar angles of the RPD acceptance. The rejected area is defined using two levels of
discriminator thresholds in both rings. The coincidence of low-threshold signals for upstream
and downstream PMTs of the inner (outer) ring is denoted by ALowi BLow

j , where i and j are
respective scintillator elements. In a similar manner, the coincidence of two high-threshold
signals is denoted by the superscript ”High”. The trigger logic for recoil prtons is given by

RPD =
12∨
i=1

ALowi,down ∧
2i+1∨
j=2i−1

Ä
ALowi BHigh

j ∨ AHighi BLow
j

ä
(A.2)

Here, the signals from the downstream PMTs of the inner ring denoted by Alowi,down, are used to
minimise the time jitter with respect to the beam trigger. The trigger logic rejects electrons that
crosses both rings as well as pions that cross ring A but leaves few MeV in ring B. We can see
the rejected region in fig. A.27 as the shaded region.

A.7.4 Multiplicity trigger

Multiplicity triggers were implemented to extend measurements to events with momentum
transfer −t smaller than −t < 0.07 GeV 2/c2 outside the acceptance of the proton trigger. It
makes use of the multiplicity counter to estimate the charged-particle multiplicites in the beam
region or tag events with at lease one track at large angles.
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Figure A.27: Left: Target pointing logic description. Right: Energy loss correlation between
protons and pions traversing ring A and stopping (or traversing) ring B of the RPD. Figures
taken from [9].

A.7.5 Calorimeter Trigger

The calorimeter trigger is usd to select high-energy photons detected by ECAL2 within 12×12

cells, and eight cells surrounding the beam hole is excluded due to high rates.

A.8 Data Acquisition and Reconstruction

The Data Acquistion (DAQ) is responsible for the collection of data from the spectrometer. The
logical steps for the DAQ are illustrated in fig. A.28. It is composed of several layers. The layer
closest to the detectors have around 300k channels, and are called Front End Electronics (FEE),
which records signals directly from the detector and digitises them with the help of Analog to
Sampling Digital Converters (SADCs) or Time to Digital Converters (TDCs), depending on the
detector type. The readout is done by CATCH (COMPASS Accumulate, Transfer and Control
Hardware) or GeSiCA (GEM and Silicon Control and Acquisition) and Gandalf concentrator
modules, based on VME standard and grouped into sub-events, that are read out, assembled
and buffered by FPGA (Field Programmable Gate Array) based cards. The data taking is syn-
chronised with the Trigger Control System (TCS). The TCS trigger signals are transferred to
all FEE via CATCH. The CATCH initialises all the FEE, the GeSiCA is similar but it has been
optimised for GEMs and Silicon detectors and for RICH-1. Furthermore, the data is transferred
to FPGA based multiplexers and then via a FPGA/Multiplexers switch it is connected to the
8 Readout Buffer (ROB) PCs, and are stored in 512 MB spill buffer cards. As part of further
processing, the information of each sub-event in the ROB which doesn’t contain the full in-
formation from all detectors, are transferred via three Gigabit Ethernet switches to the Event
Builder (EB) computers. Each of the events are built by 12 EBs and then written to multiple 1
GB files (chunks) which are labelled by the run number and their associated chunk number. Af-
ter which, the data is finally transferred to the CERN central data recording facility (CASTOR).
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Figure A.28: Scheme of the COMPASS DAQ system. Data coming from the detectors are first
digitised in the front-end cards and then merged in the concentrator modules, either CATCH or
GeSiCA (HotGeSiCA). The data from the concentrator modules are first sent to the ROB and
then transmitted to the EBs. The data are temporarily saved on disk, before being migrated to
CASTOR. Figure taken from [9]
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Appendix B

Ring Imaging Cherenkov Detector

B.1 Introduction

Primal to high energy particle physics is Particle Identification (PID) techniques. In the initial
days of the field, several crude methods like bubble chambers, nuclear emlusion, and streamer
chambers allowed one to kinematically reconstruct particle tracks and vertexes, in a pain stak-
ing and tedious process for e.g., as shown in fig. B.1. Couple with the time-consuming event
reconstruction, it also had limited rate capability and triggerability, the latter two being of ex-
treme relevance for modern day particle physics. To quantify this, we can look at the LHC with
a centre-of-mass energy

√
s = 13 TeV , the inelastic p − p collisions have a cross-section of

∼ 78mbarn [3]. Considering nominal luminosity of the order of 1034 cm−2s−1, the event rate
measures to 7.8 × 108 Hz. This has triggered the search for newer, faster and efficient PID
techniques [203], out of which Ring Imaging Cherenkov Detector (RICH) [223] holds central
relevance in almost all detector facilities.

One of the most important parameter to be determined throughout this thesis as we will see
later in the analysis section, and also in general, in particle physics is that of the mass of the
particle. However, mass of a subatomic particle cannot be determined directly, and rather we

Figure B.1: Reconstruction of an event recorded with the BEBC hydrogen bubble chamber
facility at CERN in 1978. Figure from [223].
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have to rely on the particle momentum p, and the velocity normalised to the speed of light β,
as both of them can be put in a trivial relativistic formula to give us the mass m of the particle
as

m =
p

cβγ
, (B.1)

where γ is the Lorentz factor. The value of momentum of a charged particle can be extracted
by using a constant magnetic field which bends the tracks, and the curvature gives us a quantity
called Rigidity, R = p/Z, where Z is the particle charge. The velocity can be measured in
various ways: 1) Measuring the time-of-flight (TOF) of the charged particle over a known dis-
tance, ionisation energy loss, and through RICH detection techniques, as well as from transition
radiation. Using error propagation formula for (B.1), we getÅ

dm

m

ã2
=

Å
γ2
dβ

β

ã2
+

Å
dp

p

ã
. (B.2)

It is evident from (B.2) that the proper estimation of the mass would be dependent on how
accurately we measure the momentum and velocity. For argument purpose, if we consider the
momentum to be accurately determined, and consider the second term in (B.2) to be negligible,
we are left with the error on the velocity. The Lorentz factor coupled to the latter makes the
situation more critical as this forces us to be more accurate in the velocity determination as we
move up the momentum.

Assuming two particles with masses m1, and m2 that posseses the same momenta p, we can
write using (B.1)

m2
1 −m2

2 = p2
∆β(β1 + β2)

c2(β1 · β2)2
, (B.3)

where, ∆β = |β1 − β2|. With the assumption that, β1, β2 ∼ β, the above equation becomes

∆β

β
=

(m2
1 −m2

2) · c2

2p2
. (B.4)

In fig. B.2, we can understand how the beta resolution decreases and hence become important
with momentum. For an instance, above 40 GeV/c, if we want to separate pion and kaon, we
need the beta resolution to be as good as of the order of 10−5.

B.2 Theory of Cherenkov Radiation

When a charged particle travels through a refractive medium with a speed greater than the
speed of light in that medium, it leads to the creation of an electromagnetic shock front in the
medium, similar to a fighter jet breaching the sound barrier in the atmosphere. The shockwave
leads to the emission of isotropic radiation called Cherenkov Radiation in the form of a cone.
The mechanism can be visualised with the Huygens’ construction of wavelets as show in fig.
B.3. The Huygens’ construction also helps us realise the classical radiation condition by triv-
ial trigonometric relation, and given that each wavefront give rise to a coherent plane wave
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Figure B.2: Beta Resolution versus momentum. Figure taken from [102].

front. For a detailed description, refer [223]. However, the quantum theory gives us a more
comprehensive picture, and is straightforward and hence explained below.

Figure B.3: Huygens’ construction of Cherenkov Radiation. Figure from google.

B.2.1 Cherenkov Emission Angle

Consider a charged particle of rest mass m, travelling through a refractive medium of refractive
index n with a constant velocity u. Assume that a certain point in its trajectory, it emits a
photon of energy ℏν at an angle θ with respect to its original direction, where ℏ is the planck’s
constant, and ν is the frequency of the photon. The ensuing energy loss of the particle leads to
the particle changing its trajectory, and now it travels at an angle ϕ with respect to the original
direction with velocity v, as shown in fig. B.4.
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Figure B.4: A particle of mass travelling in a refractive medium with refractive index n. At
some point in its trajectory, it emits a photon of energy ℏν and the particle itself scatters at an
angle from the original direction.

Conservation of relativistic momentum in the longitudinal direction leads to

mv»
1− v2

c2

cosϕ+
ℏ
λ
cos θ =

mu»
1− u2

c2

, (B.5)

where, λ is the wavelength of the wave associated with the emitted photon. The conservation
of relativistic momentum in the transverse direction leads to

mv»
1− v2

c2

sinϕ =
ℏ
λ
sin θ. (B.6)

Meanwhile, conservation of energy leads to

mc2»
1− u2

c2

=
mc2»
1− v2

c2

+ ℏν. (B.7)

Using the relation, ν = c/nλ, and eliminating ϕ and v, we arrive at

cos θ =
c

nu
+ ℏ

»
1− u2

c2
(n2 − 1)

2mun2λ
, (B.8)

which can be repharased as

cos θ =
1

βn
+

Å
Λ

λ

ãÅ
n2 − 1

2n2

ã
, (B.9)

where Λ is the de Broglie wavelength of the particle given by

Λ =
ℏ
√
1− β2

mu
=

√
1− β2

β
λ0, (B.10)

where λ0 = ℏ/mc is the Compton Wavelength with a value of 0.024 Å.
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The second term in (B.9) is extremely small for all practical purposes. For e.g., for electrons
with β = 0.75 in water, we can calculate Λ ≈ 0.021 Å, and (Λ/λ) ≈ 5× 10−6. So, the second
term is suppressed and the dominating term is the classical radiation condition, cos θ = 1/βn.

B.2.2 Qualitative Description of the Cherenkov Process

To see the Cherenkov emission qualitatively, we can take the help of the fig. B.5. Consider
this to be some refractive medium like water, and the approximately circular (spherical in 3-d)
shape represents unpolarised atoms. In the ideal situation, there’s a symmetry in the plane of the
paper for any arbitrary point. In the left side, a negatively charged particle travels through the
medium. At point P, it induces charges in the atoms which distorts its shape with the negative
side facing away from the charged particle. Although locally, the symmetry breaks a little, the
overall symmetry is conserved, and the dipoles generated cannot radiate electromagnetic waves
coherently. However, in the right side, when the particle breaks the light speed barrier in the
medium, the symmetry is broken axially (along the axis) about point P, the dipoles generated
can radiate coherently and can give rise to a resultant field intensity at a given point at a distance.

Figure B.5: The passage of a negatively charged particle in a refractive medium. At velocity
lower than the speed of light, there is overall symmetry conservation. Breaching light speed
barrier in the medium, results in a broken symmetry, and subsequent emission of coherent
dipole radiation.

B.2.3 Cherenkov Energy Spectrum (Frank-Tamm Formula)

The Frank-Tamm formula gives us the Cherenkov radiation emitted at a given frequency when
a charged particles travel through a refractive medium at superluminal velocity. The derivation
of the relation relies on Classical Electrodynamics and one can refer [180] for relevant relations
and notational clarity. The derivation relies on certain assumptions as illustrated in [183]:

• A continous media with a constant refractive index (or dielectric constant) is considered,
and the microscopic structures are neglected

• At zeroth order, dispersion is neglected

• The chemical properties of the medium are unperturbed by the Cherenkov process
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• The refractive medium is considered to be an isotropic dielectric with a macroscopic
dielectric constant ϵ(ω), and hence has zero conductivity and magnetic permeability µ =

1.

• Multiple Coloumb scattering and ionisation processes are ignored, and the charged par-
ticle (electron in case of original Frank-Tamm derivation) is assumed to move with a
constant velocity.

• the medium is considered to have no boundaries (hence no boundary effects), and the
track length of the charged particle is considered to be infinite

We will determine the energy radiated in distant collisions, i.e, when the the impact parameter
b ≤ a, where a is the radius of the dielectric sphere. If we use the Fourier tansform for the
vector potential Aµ(x), and source density Jµ(x), in the following general rule

F (x⃗, t) =
1

(2π)2

∫
d3k

∫
dωF (k⃗, ω)eik⃗·x⃗−iωt, (B.11)

we can show that the wave equations becomeï
k2 − ω2

c2
ϵ(ω)

ò
Φ(k⃗, ω) =

4π

ϵ(ω)
ρ(k⃗, ω),ï

k2 − ω2

c2
ϵ(ω)

ò
A⃗(k⃗, ω) =

4π

c
J⃗(k⃗, ω),

(B.12)

where, ρ(x⃗, t), and Φ(k⃗, w) are the charge density and scalar potential respectively. The charge
and source density in coordinate space is given by

ρ(x⃗, t) = zeδ(x⃗− v⃗t),

J⃗(x⃗, t) = v⃗ρ(x⃗, t).
(B.13)

The above equations can be Fourier transformed to give us the quantities in frequency-wave
vector space as

ρ(k⃗, ω) =
ze

2π
δ(ω − k⃗ · v⃗),

J⃗(k⃗, ω) = v⃗ρ(k⃗, ω).
(B.14)

Using (B.14) in (B.12), we can find out that the potentials are given by

Φ(k⃗, ω) =
2ze

ϵ(ω)

δ(ω − k⃗ · v⃗)
k2 − ω2

c2
ϵ(ω)

,

A⃗(k⃗, ω) = ϵ(ω)
v⃗

c
Φ(k⃗, ω).

(B.15)

If we write the electromagnetic fields in terms of the potentials, and do a Fourier transform, we
get

E⃗(k⃗, ω) = i

ï
ωϵ(ω)

c

v

c
− k⃗

ò
Φ(k⃗, ω),

B⃗(k⃗, ω) = iϵ(ω)k⃗ × v

c
Φ(k⃗, ω).

(B.16)

208



The energy loss by an electron in an atom at impact parameter b is given by

∆E = −e
∫ ∞

−∞
v⃗ · E⃗dt = 2eRe

∫ ∞

0

iωx⃗(ω) · E⃗∗(ω)dω. (B.17)

To find the electric field at a certain coordinate point (0, b, 0), we can perform the inverse
Fourier transform to go back to coordinate space as

E⃗(ω) =
1

(2π)3/2

∫
d3kE⃗(k⃗, ω)eibk2 . (B.18)

Note that in the above equation, that we have only inverse Fourier transformed in one variable
(⃗k → x⃗), and we still have the field in frequency domain. Also, only the k2 component of the
wave vector k⃗ survives because we take the special coordinate (0, b, 0), where b is the impact
parameter as shown in fig. B.6

Figure B.6: The coordinate system considered for the Frank-Tamm formula

Now, inserting the equation (B.15) in (B.16) and using them in (B.18), and after that taking the
component of E⃗ along the direction of velocity v⃗, we get

E1(ω) =
2ize

ϵ(ω)(2π)3/2

∫
d3keibk2

ï
ωϵ(ω)v

c2
− k1

ò
δ(ω − vk1)

k2 − ω2

c2
ϵ(ω)

. (B.19)

The integral over dk1 is trivial because of the delta function and it gives us

E1(ω) = − 2izeω

(2π)3/2v2

ï
1

ϵ(ω)
− β2

ò ∫ ∞

−∞
dk2e

ibk2

∫ ∞

−∞

dk3
k22 + k23 + λ2

, (B.20)

where,

λ2 =
ω2

v2
− ω2

c2
ϵ(ω) =

ω2

v2
[
1− β2ϵ(ω)

]
. (B.21)

The integral over dk3 yields the value π/(λ2 + k22)
1/2, so we can write E1(ω) as

E1(ω) = − izeω√
2πv2

ï
1

ϵ(ω)
− β2

ò∫ ∞

−∞

eibk2

(λ2 + k22)
1/2
dk2. (B.22)
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The remaining integral over k2 is a representation of a Modified Bessel function (Macdonald)
[66], which gives the result,

E1(ω) = −izeω
v2

Å
2

π

ã1/2 ï 1

ϵ(ω)
− β2

ò
K0(λb). (B.23)

Similarly, we can show that the other fields are given as

E2(ω) =
ze

v

Å
2

π

ã1/2 λ

ϵ(ω)
K1(λb), (B.24)

B3(ω) = ϵ(ω)βE2(ω).

We now consider that the impact parameter to be much greater than the radius of the dielectric
sphere, i.e., b ≫ a, and consequently |λb| ≫ 1. This is the Cherenkov Regime, and here we
can approximate the Bessel functions with their asymptotic forms. Hence, the fields in (B.23)
and (B.24) become,

E1(ω, b) → i
zeω

c2

ï
1− 1

β2ϵ(ω)

ò
e−λb

λb
,

E2(ω, b) →
ze

vϵ(ω)

…
λ

b
e−λb,

B3(ω, b) → βϵ(ω)E2(ω, b).

(B.25)

To find the energy transferred to the atom at impact parameter b, we use the generalisation of
(B.17)

∆E(b) = 2e
∑
j

fjRe
∫ ∞

0

iωx⃗j(ω) · E⃗∗(ω)dω, (B.26)

where x⃗j(ω) is the amplitude of the jth type of electron in the atom. We express the sum of the
dipole moments in terms of the molecular polarisability and the dielectric constant as:

−e
∑
j

fjx⃗j(ω) =
1

4πN
[ϵ(ω)− 1] E⃗(ω), (B.27)

where N is the number of atoms per unit volume. Thus the energy transfer can be expressed as

∆E(b) =
1

2πN
Re
∫ ∞

0

−iωϵ(ω)|E⃗(ω)|2dω. (B.28)

Hence the energy loss per unit distance in collisions with impact parameter b ≥ a is given byÅ
dE

dx

ã
b>a

= 2πN

∫ ∞

a

∆E(b)bdb. (B.29)

If the fields (B.23) and (B.24) are inserted into (B.28) and (B.29), we findÅ
dE

dx

ã
b>a

=
2

π

(ze)2

v2
Re
∫ ∞

0

iωλ∗aK1(λ
∗a)K0(λa)

Å
1

ϵ(ω)
− β2

ã
dω, (B.30)
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where λ is given by (B.21). Alternatively, we can also consider a cylindrical cross-section of
radius a around the path of the incident particle. Then, the electromagnetic energy flow can be
found by conservation of energy, which gives the energy lost per unit time to beÅ

dE

dx

ã
b>a

=
1

v

dE

dt
= − c

4πv

∫ ∞

−∞
2πaB3E1dx. (B.31)

Using, dx = vdt, we get Å
dE

dx

ã
b>a

= −ca
2

∫ ∞

−∞
B3(t)E1(t)dt. (B.32)

Fourier transforming the above to convert into a frequency integral yieldsÅ
dE

dx

ã
b>a

= −caRe
∫ ∞

0

B∗
3(ω)E1(ω)dω. (B.33)

Using (B.25) in (B.33) gives us for the integrand

−caB∗
3E1 →

z2e2

c2

Ç
−i
…
λ∗

λ

å
ω

ï
1− 1

β2ϵ(ω)

ò
e−(λ+λ∗)a. (B.34)

Taking the real part of the above integrand, and then intergrating it over frequencies, yields the
energy deposited far from the path of the particle. If λ has a positive real part, the exponential
factor above would cause the expression to vanish rapidly at large distances. All the energy is
deposited near the path. Only when λ is purely imaginary, this fact isn’t true. In that case, the
exponential becomes unity, and hence the dependence of the expression on ’a’ vanishes, which
further means that some of the energy escapes as radiation.

From (B.21), we can see that λ can be purely imaginary if ϵ(ω) is real (no absorption) and
β2ϵ(ω) > 1. In reality, there would be mild absorption but for mathematical simplicity, we can
consider ϵ(ω) to be essentially real. We can write the condition, β2ϵ(ω) in a more convenient
form as

v >
c√
ϵ(ω)

, (B.35)

which shows that the speed of the particle must exceed the phase velocity of the electromagnetic
fields at frequency ω in order to realise the emission of Cherenkov radiation of that frequency.

Again, from (B.21), if β2ϵ(ω) > 1, and assuming that ϵ(ω) has an infinitesimal positive imagi-
nary part when ω > 0, we have

λ = −i|λ| for β2ϵ > 1, (B.36)

which means that (λ∗/λ)1/2 = i, and that turns (B.34) real and independent of ’a’. Then the
(B.33) represents the energy radiated by Cherenkov radiation per unit distance along the path
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of the particle as Å
dE

dx

ã
=

(ze)2

c2

∫
ϵ(ω)>(1/β2)

ω

Å
1− 1

β2ϵ(ω)

ã
dω. (B.37)

The Cherenkov radiation is emitted in a region below anamolous dispersion, where ϵ(ω) > β−2

as indicated in fig. B.7

Figure B.7: Cherenkov band shown in shaded region

We can also realise the classical Cherenkov emission formula by noticing in fig. B.6 that

tan θC = −E1

E2

. (B.38)

From the asymptotic fields in (B.25), we arrive at

cos θC =
1

β
√
ϵ(ω)

=
1

βn(ω)
. (B.39)

For being complete, we also note that the Frank-Tamm relation (B.37) can be realised in a
double-differential fashion, which gives us the differential energy radiation per unit length of a
charged particle moving at superluminal speed in a medium as

d2E

dxdω
=

Å
Ze

c

ã2
ω

Å
1− 1

β2n2(ω)

ã
. (B.40)

The number of photons produced by the charged particle can be obtained from the above equa-
tion, as a function of radiated photon wavelength (ωλ = 2πc/n(λ)) as [223]

N = 2πLZ2α

∫
βn>1

Ç
1−
Å
βt(λ)

β

ã2å dλ

λ2
, (B.41)

where βt = 1/n(λ), and α is the fine structure constant. The particle traverses a distance L in
the dielectric medium and has a photon wavelength λ. We can simplify the expression to write
the number of emitted photons in 1cm of length in the spectral range of 1 eV by a particle of
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charge Ze with a β ∼= 1 as

N(cm−1eV−1) ∼ 370Z2

Å
1− 1

n2

ã
. (B.42)

From the above equation, we can derive the following conclusions,

• Cherenkov radiation causes a loss of energy at a rate of approximately keV/cm.

• The amount of Cherenkov radiation emitted is directly proportional to the square of the
particle’s charge. Eq. (B.41) shows that the particle charge can be generalized to Ze for
particles with more than one electronic charge. The mass of the particle, however, does
not affect the amount of Cherenkov radiation produced.

• The photon yield per unit wavelength interval dλ is proportional to dλ/λ2, which implies
that most photons are emitted in the UV region.

• The number of photons emitted per unit length and per unit frequency remains constant.

B.2.4 Velocity Measurement from Cherenkov Angle

To construct a detector that measures the velocity of the particle, we can take help of the
Cherenkov angle, in the following manner [102]

cos θC =
1

nβ,

β =
p

E
=

p√
p2 +m2

,

cos θC =

√
p2 +m2

np
,

⇒ m2 = p2
(
n2 cos2 θC − 1

)
.

(B.43)

We can further show that the error in velocity determination is given byÅ
σβ
β

ã2
= (tan θCσθC )

2 +
(σn
n

)2
. (B.44)

This error has irreducible parts since the refractive index of the gas is a function of temperature,
pressure and photon wavelength. The latter fact is also important for the Geant4 simulation of
the RICH detector that I would describe in the successive chapter. The error estimation can
be done by extracting values of the refractive index at different temperatures and pressure,
and interpolating it. The chromatic aberration of the refracting medium is quantified by the
2nd term in (B.44), σn/n, which is due to the variation of refractive index with the frequency
of light, and is usually what determines the detector performance. In a small interval ∆θ,
with a corresponding variation ∆n, we can assume that the spread in Cherenkov angle due to
dispersion is given by

∆θ =
∆n

n tan θ
. (B.45)
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An effective way to reduce chromatic aberration is by constructing the detector to operate in
the visible band. For an instance, in the case of a gas detector, the chromatic dispersion reduces
by a factor of two in the visible region as compared to that of UV.

In a RICH detector, each of the photoelectrons that are detected offers a separate measurement.
Hence, for Npe photoelectrons, the Cherenkov angle resolution can be improved by minimising
σθ in the single-photoelectron angle measurement and maximising the number of photoelec-
trons as

σθC =
σθ√
Npe

. (B.46)

For light gases, the refractive index is defined as n− 1, which gives us its units in ppm. In the
error estimation of the mass, we can ignore contributions of the order of ∼ 10−6, which yields
the following expression [102]

(σm2

m2

)2
=

Å
2m2σp

p

ã2
+

Å
p2

2θCσθC
(n− 1) + 1

ã2
+

ñÄ
2p2 − (pθC)

2
ä σ(n−1)

[(n− 1) + 1]2

ô2
. (B.47)

The above expression shows that the mass resolution deteriorates with increasing momentum.

A RICH detector must take into account the transparency of the medium, and the photon detec-
tor inefficiences to reduce the losses in the number of detectable Cherenkov photons. Further-
more, the Cherenkov radiation is lineraly polarised with its electric vector lying in the plane
defined by the particle and the photon direction as shown in fig. B.8. So, we must take in con-
sideration the reflection losses, as well as ensure the the material is fully isotropic to polarised
light.

Figure B.8: Schematic representation of the Cherenkov light polarisation vectors. The electric
field vector lies in the polarisation plane.
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If we consider the case, where the Cherenkov photons are emitted in a frequency range where
the refractive index is more or less constant away from the absorption bands, the resulting
number of photoelectrons can Npe can be written as

Npe = N0L sin2 θC , (B.48)

where N0 is called the figure of merit and is defined as

N0 =
2πα

h

∫
ε · QE · T · R · dE, (B.49)

where QE is the photon detector quantum efficiency, ε is the single-electron detection effi-
ciency, T is the total transmission of radiator and windows, and R is the mirror reflectivity.
The lower limit of the integral is given by the photoionisation threshold and the top limit
by the medium transparency. The perfomance of the detector scales with N0. For, β → 1,
the Cherenkov angle tends to the asymptotic value θmax, which is related to the threshold
γt = n/

√
(n2 − 1) as

sin2 θmax =
1

γt
, (B.50)

with a maximum expected number of detected Cherenkov photons given by

Nmax =
N0L

γ2t
. (B.51)

If we consider the fraction of Cherenkov photons at a given angle θ over the maximum yield,
we get

N

Nmax

=
sin2 θ

sin2 θmax
. (B.52)

In the case of gas radiators, we find that

sin2 θ

sin2 θmax
∼=

θ

θmax
∼= 1− p2th

p2
, (B.53)

where p and pth are the actual particle’s momentum and the threshold momentum for Cherenkov
emission.

B.2.5 Upper Momentum limit for Separation of Two Particles

Let us consider two particles with masses m1 and m2. Then we can write the upper momentum
limit pup1,2 for separation of the two particles. To accomplish that, we note the relation, β =

1/n cos θ, which we insert in (B.4). Since, we can derivate, ∆β = (sin θ∆θ)/n cos2 θ, we get,

∆β

β
= tan θ∆θ =

∆m2

2p2up1,2
. (B.54)
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So, we can express pup1,2 as

pup1,2 =

Å
∆m2

2∆θ tan θ

ã1/2
. (B.55)

Defining the separation power in number of standard deviations such that ∆θ = nσσθ/
√
N , we

get,

pup1,2 =

Ç
∆m2

√
N

2nσσθ tan θ

å
. (B.56)

A well-designed detector aims to maximize the value of the upper momentum, given fixed val-
ues of nσ, which are determined by the requirements for particle separation and contamination.
The equation above indicates that the highest limit of momentum can be achieved by increas-
ing N0 and decreasing σθ. These two parameters are related and can be optimized by designing
detectors that work in the visible light range. In fact, detectors that operate in this range offer
advantages in terms of both operational efficiency and performance. This is because the figure
of merit for the detector is higher at longer wavelengths due to the wider bandwidth for the
relevant photoelectron yield and the angular uncertainty for a single photon is reduced due to
the lower chromatic aberrations of materials in the visible region. On the other hand, the mini-
mum limit of momentum is determined by the reduction in the number of detected photons as
the momentum approaches the threshold, which has a direct impact on the efficiency of pattern
recognition.

B.3 COMPASS-AMBER RICH-1

COMPASS-AMBER RICH-1 is a Ring Imaging Cherenkov Detector that uses a focusing tech-
nique with a spherical mirror (for RICH without focusing technique like the one in AMS-02
was discussed in a previous chapter [97], additionally one can also refer [224] for Belle-II aero-
gel RICH, as well as [165]). The RICH-1 has a 3m longC4F10 radiator [40], 21m2 VUV (Very
Ultra-Violet) reflective mirror [41] system and 5.6 m2 active detector surface. It is capable of
identifying pions, kaons, and protons upto 55 GeV/c, and it is located in the first stage of the
COMPASS-AMBER spectrometer.

B.3.1 RICH Vessel and the Radiator Gas

The RICH vessel is an aluminium structure, and has a length of 3 m, a width of 6 m and a
height of 5 m. The size of the vessel can be appreciated in fig. B.9 which shows it being
transported to the spectrometer hall. The front and back windows must withstand radiator
gas hydrostatic pressure while minimizing material usage and staying within the spectrometer
acceptance range. They are made up of two aluminum foils and a layer of rigid foam, creating a
total material budget of 2% X0. However, in the central region where the beam passes through,
their material budget is reduced to 0.6% X0 each.
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Figure B.9: Transporting the RICH vessel in the 888 spectrometer hall at CERN

To minimize the amount of material in the beam region (which had more than 10% X0 from
the radiator gas) and to protect the RICH from the Cherenkov photons generated by the beam
particles, a cylindrical pipe with a 100 mm diameter has been put in place and filled with
helium. The original beam pipe was made of 150 µm thick stainless steel but was replaced in
2012 with a lighter pipe made of four layers of metalized BoPET (25 µm BoPET + 0.2 µm
Al) as shown in fig.B.10. The new pipe, along with the helium, contributes 0.08% X0 to the
total material budget for beam particles (plus 0.06% due to helium).

Figure B.10: Beam pipe inside the RICH Vessel. Picture credits: [131]

However, for our physics requirement, the phase-space to explore anti-protons increases by a
significant amount with the removal of the Beam pipe. As such, before data taking, a decision
was made for the removal of beam pipe. The original beam pipe removal can be seen in fig.
B.11.

The RICH-1 radiator gas was chosen to beC4F10, which is the heaviest fluorocarbon in gaseous
phase at STP, in order to ensure low Cherenkov thresholds for different particle types (2.5, 9, 17
GeV/c for pions, kaons, and protons respectively) while maintaining low chromatic dispersion.
The gas is kept at atmospheric pressure to prevent excessive stress on the vessel windows, with
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Figure B.11: The beam pipe was removed in April, 2023 before the commencement of anti-
proton XS data taking. The beam pipe can be seen lying in one of the ridges of the supporting
structure below. The hexagonal structures are the VUV mirror, and the reflection of the beam
hole can be seen in it towards the top-right of the picture.
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Figure B.12: A CAD rendition of the RICH-1 vessel with the mirrors in blue and the beam pipe
in white. Figure taken from [131].

a maximum allowed deviation of 10 Pa at a reference point on the top of the vessel. A dedicated
gas system continuously circulates the gas in a closed loop circuit at a rate of approximately 2
m3/h. A CAD software rendition of RICH-1 can be seen in fig. B.12.

B.3.2 The Focusing Mirrors

A mirror wall with a surface area of 21 m2 (as shown in fig. B.13) reflects the Cherenkov
photons produced within the RICH-1 and focuses them onto the photon detectors located above
and below the acceptance region. The mirror wall is made up of 116 spherical mirror units
divided into two spherical surfaces with a radius of 6.6 m. These units consist of 68 regular
hexagons with a diagonal length of 522 mm and 48 larger pentagons. The reflecting surface
of each unit comprises an 80 nm thick layer of aluminum that is deposited on a 7 mm thick
borosilicate glass substrate. Additionally, a 30 nm thick protective layer of MgF2 covers the
reflecting surface.

Figure B.13: Mirror alignment operation being conducted. Figure from [131].
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Prior to installation, every mirror underwent complete characterization and offers a VUV re-
flectance that ranges from 83-87% within the 165-200 nm range. The reflectance of the mirrors
has remained stable over time, except for some initial degradation in the smallest wavelengths.
Fig. B.14 displays the mechanical structure that supports the mirrors. The design of the struc-
ture was aimed at minimizing the material within the acceptance region while maintaining the
precise positioning of the mirrors. The structure is designed in a net-like configuration, with
nodal points that are positioned on a sphere with an accuracy level of better than 1 mm.

Figure B.14: The mirror support structure; the nodal points are connected by light Al pipes.
Picture taken from [131].

The mirrors are arranged in a mosaic-like formation, with minimal clearance between them
that corresponds to only 4% of the total reflecting surface. They are suspended from the center
of the nodal points of the support structure using a joint that permits slight angular adjustments
by rotating two fine screws (as shown in fig. B.15).

Figure B.15: The adjustments screws on the backside of the mirror. Picture taken from [131].

B.3.3 The CLAM System

In order to avoid the challenging and hazardous process of aligning the mirrors using the
”theodolite auto-reflection” method (which involves opening the RICH-1 vessel, installing a
scaffold structure inside it, and working in close proximity to the mirrors), as well as to regu-
larly monitor the mirror alignment throughout data collection, a novel approach called CLAM
[lsteiger] [47, 122] was created and introduced in 2007. This method employs four high-
resolution cameras fixed at the vessel’s corners and facing the mirror wall (as seen in fig. B.16).
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The cameras capture the reflected image of a rectangular grid (can be seen in the photo of beam
pipe B.10) placed close to the front wall of the vessel. To enhance the image contrast, the grid
is made of retro-reflective material and equipped with optical targets. Moreover, LED light
sources located near the camera positions provide illumination for each scene.

Figure B.16: The CLAM mirror alignment system. Figure taken from [122].

The camera observes the rectangular grid image as a group of intersecting conics (see fig.
B.17). If two adjacent mirrors are misaligned, the conic lines appear disjointed, and the shift of
the line images shows the direction and degree of the misalignment. To implement this method,
separate calibration constants are necessary for each mirror position, which were determined
beforehand through precise laboratory measurements.

Figure B.17: Typical CLAM photo showing the image of the retro-reflective grid on the mirrors
[131].

To ensure that the mirrors maintain their orientation during the operation period, the images
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taken at various intervals are compared, and multiple slow and gradual movements have been
identified. These movements have been found to cause tilts of up to maximum observed tilt
value of 150 µrad.

Photogrammetry tools are utilized to extract the precise position of the center of curvature of
each mirror by analyzing the images. This process involves a thorough characterization of each
CLAM camera along with its optical system, as well as the geometrical position of each optical
target inside the RICH.

B.4 Data Analysis and Reconstruction

The COMPASS-AMBER physics analysis is accomplished through a multi-layer data analysis
package. They are listed as follows:

• DDD: Daq Data Decoding

• CORAL: COmpass Reconstruction and ALignment software package

• PHAST: PHysics Analysis Software Tools

• COMGeant: COMpass Geant Monte Carlo simulation program based on Geant 3.21

• TGeant: a Monte Carlo simulation program based on Geant4

• Time dependent inputs, like calibration and slow control data, are stored in a MySQL
DataBase

Here, a brief description of CORAL is given, TGeant would be discussed briefly in a later
chapter.

B.4.1 CORAL

CORAL is utilized primarily for data alignment and reconstruction purposes. It is a modular
architecture object-oriented program written in C++. CORAL can process both raw data and
data generated by COMPASS’s Monte Carlo simulation software (COMGeant). The essential
tasks performed by CORAL include:

• The decoding of all the data in order to extract the address of the fired channels (hits),
the signal amplitudes and the time information.

• The reconstruction of the particle trajectories (tracking), the momentum analysis of the
charged particles, and the reconstruction of the interaction and decay vertices.

• Identification of the muons utilising the information from the muon detectors.

• Accomplishing the RICH reconstruction and hadron PID, with the help of information
from RICH-1.
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• HCAL and ECAL detector response analysis.

B.4.2 RICHONE

RICHONE is the part of the CORAL package, and it is used for RICH reconstruction, charac-
terisation, and analysis [8, 67, 247]. RICHONE, performs several crucial tasks. CORAL loops
over the events and reconstructs the beam and tracks before proceeding to the RICH-1 data re-
construction. Once the RICH-1 data reconstruction is complete, the calorimeter reconstruction
is done. RICHONE reads an option file where necessary options and initial values are stored.

B.4.2.1 Primary functions of the RICHONE package

RICHONE is a software package that handles standard PID tasks as well as additional tasks
such as calibration and tuning. The type of data being processed by RICHONE is specified at
the beginning of the reconstruction process, with options including raw data, simulated data, or
a special file containing only RICH information. The code includes a monitoring function that
allows the user to specify the data type and corresponding options stored in the option files. To
match the photons emitted by a particle with that particle, RICHONE requires:

• CORAL uses a particle trajectory defined by its helix, which includes position, direction,
and momentum, for the reconstruction of RICH-1 data. A helix is computed at the en-
trance window of RICH-1, and the trajectory is then extrapolated inside RICH-1, taking
into account the spectrometer magnet’s fringe field, which is located about 3 m upstream
of RICH-1.

• Information recorded by the photon detectors of the RICH-1 and which is decoded by
the DAQ decoder and transformed in the lab system.

The information that has been transformed into the lab system by the data acquisition de-
coder is referred to as digits. For RICHONE, digits consist of physical coordinates and signal
amplitudes. The software executes four critical steps for successful completion, which are di-
vided into different classes with numerous routines and subroutines within the RICHONE code.
These four steps are:

• RICHONE reads the track information through other components of the CORAL soft-
ware, which records essential parameters for PID, tuning, and characterization. These
parameters include the momentum of the tracks multiplied by their charge, their position
and direction at the entrance and exit planes of RICH.

• The RICH-1 photon detectors (PDs) measure photon hits, along with either their time
information for the MAPMTs or three signal amplitudes for the gaseous detectors. The
hit time information is utilized to reject out-of-time photons, while the hit amplitudes help
reduce background from both the out-of-time photons and electronic noise. Regarding
the gaseous detectors, a pad is chosen only if the signal amplitude is greater than 8 ADC
channels, and the three signal samples (A0,A1,A2) satisfy the condition: A0 < A1 < A2.
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• The clustering algorithm is used because photons may cause charge over multiple adja-
cent pads. The algorithm starts by searching for the pad with the highest signal ampli-
tude, and then it includes adjacent pads in the cluster if their signal amplitude is less than
a certain percentage of the highest signal amplitude (60% in the wire-plane direction and
30% in the transverse direction). The impact position, or cluster, is then determined by
taking the mean of the hit positions weighted by their pulse height. The average cluster
multiplicity is 1.1. However, for MAPMT, clustering is not used because the probability
of having correlated hits in adjacent pads is negligible.

• Clusters of photons are reconstructed using their coordinates and the point at which they
were emitted. The focusing RICH technique assumes that the mid-point of the photon
trajectory inside the RICH volume is the emission point. Once the photons have been
reconstructed, they are associated with particles. After this association, the rings are re-
constructed and the likelihoods are computed. Ring angles are scaled to the UV refractive
index for the ring recognition process.

The following flow-chart [102] depicts the algorithm executed by the code:
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Figure B.18: RICHONE algorithm. Taken from [102].
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Appendix C

Dark Matter: WIMP and Detection
Channels

C.1 Introduction

This chapter will give a brief review of the state-of-the art of Dark Matter (DM), and the privi-
leged anti-proton channel of detection. Although several models have been proposed to explain
DM, some of which have been listed in the introduction chapter, Weakly Interacting Massive
Particle (WIMP) provides one of the most interesting model and would be the one (without any
particular consideration of the model candidate) considered henceforth for discussion. Cosmol-
ogist and Astrophysicist unanimously agree for the existence of DM as evident from different
astrophysical messengers. So, an extensive discussion on the evidence is withheld in the chap-
ter. Furthermore, an extensive discussion of DM candidates is beyond the scope of the thesis.
However, a small section would be devoted to some interesting candidates that could be de-
tected by AMS-02. Then, a discussion on why the anti-proton channel is a privileged channel
for probing DM would be done. Since, there is a vociferous camp that proposes Modified
Newtonian Dynamics (MOND), or, a modification to the General Relativity to explain DM, the
chapter would end with a small critique of this argument.

C.1.1 Evidence of Dark Matter

The most promising evidence of DM emerges from the study of Galaxy Rotation Curves. Since
the bulk motion of stars is dictated by their gravitation interactions, we can show that the
circular velocity is given by

vc(r) =

…
GM

r
, (C.1)

where M is the mass enclosed, r is the radial distance, and G is the gravitational constant.
Considering Gauss’s Law, distances beyond Galactic disk (r > Rdisk), M would be constant
which means that the velocity should decrease as square root of the inverse of the distance.
However, in contrast, we find that the circular velocity flat lines at such distances, which im-
plies that M(r) ∝ r (See fig. C.1). This suggests the presence of additional dark component of
matter beyond the visible matter in the disk. Other strong evidence later emerged from Gravi-
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tational Lensing, and studying the Cosmic Microwave Background which has led everyone to
unanimously to conclude the existence of a dark component. The nature of this matter should
be non-baryonic because baryonic matter as a result of strongly interacting among themselves
tend to dissipate energy, and collapse into a disk. On the other hand, DM by assumption and
observation forms spherical halos about the centre of galaxy.

Figure C.1: Rotation curves of spiral galaxies from the original Rubin et al. paper [243] show-
ing the flattening of the circular velocity at large radial distances.

C.1.2 Relic Abundance

We consider a situation in early universe when a DM particle (χ) is in thermal equilibrium via
its interactions with Standard Model (SM) particles (X). There are two possible scenarios for
2 → 2 interaction diagrams: Inelastic (χχ → XX) and Elastic (χX → χX) scattering (as
shown in fig. C.2). When the former is in equilibrium, the DM particles are constantly being
replenished. However with the expansion of the universe, it becomes difficult for DM particle
to find another to annihilate and the forward reaction ceases, at which point, the DM density
becomes frozen in time.

Figure C.2: Feynman Diagrams for inelastic and elastic scattering processes in early universe
for DM particles. Figure from [204].

This freeze-out time is realised when the annihilation rate, Γinelastic is of the order of Hubble
rate, H:

Γinelastic = nχ⟨σv⟩ ∼ H, (C.2)

where nχ is the DM number density, and ⟨σv⟩ is the velocity-averaged cross-section. Cold DM
(CDM) is non-relativistic at freeze-out, with nχ ∼ T 3/2e−mχ/T , with T being the temperature
of the DM species; meanwhile Hot DM is relativistic at freeze-out, with nχ ∼ T 3. Warm DM
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lies somewhere in between these two regimes.

Post freeze-out, the DM is no longer in chemical equilibrium, but remains in thermal equilib-
rium with the surrounding plasma via the elastic interaction as shown in fig. C.2. However, after
a certain point, even this interaction decouples. The elastic interaction rate is given by [204],

Γelastic = nX⟨σv⟩, (C.3)

The above scales like T 3 as the X are relativistic. In the case of CDM, Γelastic exceed the Hub-
ble rate only after the DM ceases to be in chemical equilibrium which is referred to as kinetic
decoupling, and DM is called to be in free streaming. For hot DM, kinetic decoupling happens
earlier.

In order to calculate the DM number density, we track the evolution of the inelastic scattering
process with time using the Boltzmann equation given by

L[f ] = C[f ], (C.4)

where L and C are the Liouville and Collision operators, respectively. In the most general form,
the Liouville operator is written as

L[f ] = pα
∂f

∂xα
− Γαβγp

βpγ
∂f

∂pα
, (C.5)

where Γαβγ is the affine connection. Given the Friedmann–Lemaı̂tre–Robertson–Walker metric,
in the west-coast convention (+ − −−) (commonly used in quantum field theory and particle
physics) i.e. , :

ds2 = dt2 − a2(t)

Å
dr2

1− kr2
+ r2dθ2 + r2 sin2 θdϕ2

ã
, (C.6)

we get for the covariant form of the Liouville operator:

L[f ] = E
∂f

∂t
− ȧ

a
|p⃗|2 ∂f

∂E
. (C.7)

The number density of a given particle is related to its phase-space density, f(E, t), via

n = g

∫
f(E, t)

d3p

(2π)3
. (C.8)

We can compute using (C.7) and (C.8) that

g

∫
L[f ]

d3p

(2π)3
=

1

a3
d

dt
(na3) =

dn

dt
+ 3Hn, (C.9)

where H = ȧ/a is the expansion rate of the Universe, and a is the scale factor. In the absence
of number-changing DM interactions (i.e., when C[f]=0), then (C.9) shows that the quantity
na3 is constant in time.
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The collision operator C[f ] comprises of the interactions between DM and other particles which
includes self-interactions that may alter the phase-space density. In principle, this operator can
be quite complex depending on the allowed interactions. Let us consider interactions of the
form 1 + 2 ↔ 3 + 4, which gives us for the collision term [171]:

g1

∫
C[f1]

d3p1
(2π)3

=−
∑
spins

∫ [
f1f2(1± f3)(1± f4)|M12→34|2 − f3f4(1± f1)(1± f2)|M34→12|2

]
× (2π)4δ4(p1 + p2 − p3 − p4)dΠ1dΠ2dΠ3dΠ4,

(C.10)
where gi and fi are the spin degrees of freedom and phase-space densities, respectively, for
particles i, and Mx→y is the matrix element for the reaction x → y. Whereas, factors of the
form (1 ± f) represent Pauli blocking and Bose enhancement, where the minus sign applies
to fermions and the plus sign to bosons. Qualitatively it means that it is easier/harder for a
boson/fermion to transition to a state that already contains a boson/fermion. The delta function
suggests that energy and momentum must be conserved, and the phase-space integration factors
are given by

dΠi =
d3pi

(2π)32Ei
. (C.11)

The complicated from in (C.10) can be reduced to a simpler form with the following assump-
tions

• Kinetic equilibrium is maintained, and hence the phase-space distributions either have
the Fermi-Dirac or Bose-Einstein form.

• The temperature of each species satisfies Ti ≪ Ei−µi, where µi is its chemical potential.
As such, they follow the Maxwell-Boltzmann distribution. In such a case, the statistical
mechanical factors in the calculations can be neglected, and (1± f) ∼ 1.

• The SM particles are in thermal equilibrium with the photon bath.

Using the following relation between the cross-section and matrix element, we obtain

∑
spins

∫
|Mij→kl|2 × (2π)4δ4(pi + pj − pk − pl)dΠkdΠl = 4gigjσij

»
(pi · pj)2 − (mimj)2,

(C.12)
where σij is the cross-section for the scattering process. Substituting it back in (C.10) gives us

g1

∫
C[f1]

d3p1
(2π)3

= −
∫

[(σvMøl)12dn1dn2 − (σvMøl)34dn3dn4] , (C.13)

where the Møller velocity is given as

(vMøl)ij =

√
(pi · pj)2 − (mimj)2

Ei · Ej
, (C.14)

for the ij → kl process. As σvMøl varies slowly with consequent changes in the number density
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of the initial and final-state products, it can factored out of the integrand to yield

ṅ1 + 3Hn1 = −⟨σvMøl⟩12n1n2 + ⟨σvMøl⟩34n3n4. (C.15)

The Møller velocity multiplied by the species number density ((vMøl)ijninj)is Lorentz invari-
ant quantity. We would henceforth denote vMøl → v for notational simplicity.

In fig. C.2, for the inelastic process, the particles 1 and 2 have identical number density n, and
particles 3 and 4 are SM particles in thermal equilibrium with the photon bath. When the DM
particles are also in equilibrium with the SM final states, the detailed balance yields:

⟨σv⟩12n2
eq = ⟨σv⟩34neq3 n

eq
4 , (C.16)

which can be used in (C.15) to give

ṅ+ 3Hn = ⟨σv⟩
(
n2
eq − n2

)
, (C.17)

where ⟨σv⟩ = ⟨σv⟩12. We define a new variable, Y = n/s to scale out the effect of decreasing
DM number density with expansion of the universe, where s is the total entropy density of the
Universe. Using this in (C.17), and making use of the fact that sa3 is constant to obtain the
relation ṡ = −3sH . Hence, (C.17) becomes

dY

dt
= ⟨σv⟩s

(
Y 2
eq − Y 2

)
→ dY

dx
=
xs⟨σv⟩
H(m)

(
Y 2 − Y 2

eq

)
. (C.18)

In above, the equation on the L.H.S is written in the usual time variable, and in the right in
the rescaled time variable x = m/T , where m is the mass of the DM. We can observe that
dx/dt = H(x)x, as T ∝ 1/a (the photon temperature is inversely proportional to its wave-
length, which scales as a). For a precise definition of H(m), one can refer [195].

So, we have an evolution equation in Y as the Universe cools, where Y is the DM number
density, rescaled to remove the effects of the Universe’s expansion. As such, the changes in Y
encoded in the Boltzmann equation is purely an effect of DM interactions with states that are
in thermal equilibrium with the photon bath. The evolution of Y is governed by the velocity-
averaged cross-section:

⟨σv⟩ =
∫
σvdneq1 dn

eq
2∫

dneq1 dn
eq
2

=

∫
σve−(E1/T+E2/T )d3p1d

3p2∫
e−(E1/T+E2/T )d3p1d3p2

. (C.19)

The above equation can be further simplified by redefinition of the integration variables [171]
to yield

⟨σv⟩ = 1

8m4TK2
2(m/T )

∫ ∞

4m2

σ(s̃− 4m2)
√
s̃K1(

√
s̃/T )ds

non-rel−−−→ b0+
3

2
b1x

−1+ . . . , (C.20)

where Ki are modified Bessel functions of the ith order and s̃ = 2m2 + 2E1E2 − 2p1 · p2. The
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cross-section can be expanded in x in the non-relativistic limit with coefficients b0,1. In the
case, where b0 dominates, it is referred to as s-wave annihilation. Whereas, the case where b1
dominates, it is called p-wave annihilation.

There is no analytic solution for (C.18), so we resort to numerical solutions. However, we can
consider the behaviour of solutions in the limiting case to have an idea about how DM number
density evolves with time. As discussed before, when Γ ≫ H , the annihilation process is
efficient and equilibrium can be maintained between the DM and photon bath. However, when
Γ ≪ H , the annihilation process cease and it falls out of equilibrium. This can be reframed as

Y (x ≲ xf ) ≃ Yeq(x) and Y (x ≥ xf ) ≃ Yeq(xf ), (C.21)

where xf is the freeze-out time. For CDM, Y (x) decreases exponentially before freeze-out.
Post freeze-out, the abundance is larger than what its equilibrium value would have been if
freeze-out had not occurred (as Yeq is decreasing, Yeq(xf ) > Yeq(x > xf )). Hence, (C.18) can
be written as

dY

dx
≃ − λ

xn+2
Y 2, where λ =

⟨σv⟩0s0
H(m)

, (C.22)

where the x dependence has been pulled out of the cross-section and entropy to define λ. That
is, ⟨σv⟩ = ⟨σv⟩0x−n and s = s0x

−3. Considering n = 0, we can solve for the DM abundance
today as

1

Ytoday
− 1

Yf
=

λ

xf
→ Ytoday ≃

xf
λ
, (C.23)

wherein, the last step entails the fact that the abundance at freeze-out, Yf is typically greater
than its value today. This result would change if the thermally averaged cross-section carries
a dependence on x, which would depend on the particle physics model. If n ̸= 0, then Ytoday
would have higher powers of xf .

The fraction of the critical density, ρcr, contributed by the DM today is

Ωχ =
m · stodayYtoday

ρcr
→ Ωχh

2 ∼ 10−26cm3/s

⟨σv⟩
≃ 0.1

Å
0.01

α

2ã( m

100GeV

)2
, (C.24)

taking xf ∼ 10 and ⟨σv⟩ ∼ α2/m2. If we assume, a weakly interacting DM particle with
α ∼ 0.01 and mass mχ ∼ 100GeV , it gives us the correct abundance today as measured by
Planck and WMAP. This fact that the weak-scale DM naturally gives the correct DM density
today is known as the WIMP Miracle, and has henceforth became the dominant paradigm since
many well-motivated models, such as supersymmetry, provides such candidates. Such kind of
particles are called Weakly Interacting Massive Particles or WIMP.

C.2 Antiproton Excess as a Channel for Dark Matter Search

The indirect search of DM relies on the search for anomalous signals in CR spectrum that isn’t
expected from standard astrophysical anti-matter production mechanisms. It is theorised that
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pairs of DM particles in the galactic halo can annihilate and give us particle anti-particle pairs
as shown:

χ+ χ̄→ qq̄,W+W−, . . .→ p̄, D̄, e+, γ, νe,µ,τ . (C.25)

These additional exotic components should appear as distortions in the expected standard anti-
matter spectrum. This can be detected in principle by balloon or space born detectors, or by
underground neutrino facilities. Indeed AMS-02 has published a precision measurement of
anti-proton spectrum with a few percent uncertainty [27]. As such, it offers us the noble oppor-
tunity to explore this channel as a possible signal of DM. As explain in Chapter 2, the positron
excess also instigated a series of discussion for its excess to be attributed to DM annihilation,
however, the community more or less agrees that the excess can be fitted with a model of pulsars
producing e+e− pairs with subsequent acceleration. So, the anti-proton channel is a privileged
channel and the rest of the chapter would concentrate on the modus operandi to exploit it for
indirect DM searches.

C.2.1 Anti-protons in Cosmic Rays

The transport equation for CRs as explained in chapter 2 has a source term, and in principle the
following mechanism should contribute to the bulk of it:

• The interaction of high-energy primary nuclei i.e., spallation reactions with the ISM in-
side the galactic disc to produce secondary anti-protons

• The annihilation of WIMP DM candidate pairs throughout the Milky Way halo can gen-
erate anti-protons

• The spectral modifications are introduced at low energies during the propagation of p̄
in the ISM due to ionization and loss of energy during deep-inelastic interactions (non-
annihilating interactions). The latter one can lead to considerable loss of energy and a
high energy p̄ can emerge at low energies after the interaction with the production of
pions, etc. This process is very effective in adding low energy p̄ in the energy region,
where it is kinematically very difficult to produce them. They are called tertiary antipro-
tons [255].

C.2.2 Secondary Anti-Protons

Secondary anti-protons represent the background against which we have to search for small
signals for contributions of anti-protons coming from any exotic source like DM, since secon-
day anti-protons represent the dominant production mechanism.

The rate of production for secondary anti-protons gives the following source term for the trans-
port equation [245]

qsecp̄ (r, Ep̄) =

∫ ∞

E0
P,α

nH,α × βp,αψp,α(r, Ep,α)× dEp,α ×
dσ

dEp̄
(Ep,α → Ep̄), (C.26)
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that describes the interaction between cosmic ray anti-protons and α particles, hydrogen and
helium nuclei in the ISM; where n represents the population of particles, and ψ = dn/dE is
the energy distribution function.

We can solve the transport equation with the above source term in the way it is done in [142].
Once the interstellar (IS) fluxes of anti-protons are calculated at the sun’s position, it has to be
further propagated in the heliosphere, where it is effected by the solar wind. The effect of solar
modulation can be done with the force-field approximation as explained in the 2nd chapter. In
this model, the top-of-atmosphere (TOA) flux for a cosmic species ΦTOA is related to ΦIS as

ΦTOA(ETOA)

ΦIS(EIS)
=

Å
pTOA

pIS

ã
, (C.27)

where E and p denote the total energies and momenta of interstellar and TOA anti-protons,
which are related by the energy shift

ETOA = EIS − ϕ, (C.28)

where ϕ is determined by fits on CR data. The secondary IS p̄ flux is shown in the left panel of
fig. C.3 alongside the solar demodulated data. The authors used DTUNUC (Monte Carlo dual
parton model event generator) for the p̄ production cross sections (solid line) or those discussed
in [91,146]. The difference between the two curves points towards the uncertainty in production
cross sections, where an analysis within the DTUNUC simulation gives an uncertainty of ∼
25% over the energy range 0.1-100 GeV . In the right panel, one can see the demodulated
p̄/p data, where the curves bounding the propagation uncertainty on the p̄ calculation either
based on DTUNUC (solid lines) or those from [91] (dashed lines) are shown. The uncertainty
arising from propagation are comparable to the nuclear one. It is manifest that the secondary
contribution alone explains experimental data on the whole energy range, and there is no need
to invoke an additional exotic component to the standard astrophysical one.

Figure C.3: Left: IS antiproton flux for the B/C best fit model and two parameterizations of the
production cross-section. Right: propagation uncertainty envelopes of the IS p̄/p ratio for the
same production cross sections as in the left [245].
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C.2.3 Anti-protons from DM annihilation

The anti-proton signal from DM annihilation contributes as a primary component to the anti-
proton spectrum. The differential rate of production per unit volume and time is a function of
spatial coordinates and anti-proton kinetic energy Tp̄ and can be written as [245]

qDMp̄ (r, z, Tp̄) = ξ2⟨σannv⟩g(Tp̄)
Å
ρχ(r, z)

mχ

ã2
, (C.29)

where ⟨σannv⟩ denotes the average over the Galactic velocity distribution function of the WIMP
pair annihilation cross-section σann multiplied by the relative velocity v. For any DM candidate,
σann is calculated from the model parameters. Here, the WIMP mass is represented by mχ and
the mass distribution function is denoted by ρχ(r, z). The quantity ξ parametrises the fact that
the DM halo might not be totally constituted by the species under scrutiny. The quantity g(Tp̄)
represents the anti-proton differential spectrum per annihilation even and can be expounded as

dNp̄

dEp̄
=
∑
F,h

B
(F )
χh

dNh
p̄

dEp̄
. (C.30)

The annihilation of DM into a quark or a gluon h is encoded into the different final states F
with branching ratios B(F )

χh . Quarks and gluons can either be produced directyly from WIMP
pair annihilation or might emerge from the intermediate production of Higgs boson or gauge
bosons. After which, each quark or gluon generates a jet whose subsequent fragmentation and
hadronisation results in an antiproton energy spectrum dNh

p̄ /dEp̄. Generally, the single produc-
tion spectra are calculated using Monte Carlo simulations of electroweak annihilation events
(For e.g., see [143] for the calculation in a Minimal Supersymmetric extension of the Standard
Model (MSSM)).

DM halo distribution function is highly debated and some detailed discussion can be found
in [114]. However DM distribution is a crucial factor in the indirect detection through gamma-
rays and neutrinos, while it is less relevant for anti-matter component, as the latter diffuses
and the signal at Earth is more local, and weakly dependent on the inner structure of the
galaxy [134, 143].

As an example, considering a spherical DM galactic distribution profile, the predicted anti-
proton flux at kinetic energy Tp̄ = 0.23 GeV , for two different SUSY models is shown in fig.
C.4. The left panel shows a low-energy realisation of the MSSM, while the right represents a
SUSY scheme where gaugino (superpartner of gauge bosons) non-universality is not assumed
(SUSY considers unification of three gaugino masses at GUT scale), and therefore light neu-
tralinos are present [87,88]. In both the cases, the shaded yellow portion denotes the amount of
anti-protons in excess of the secondary component, which can be accommodated at Tp̄ = 0.23

GeV so as to not exceed the observed flux measured by BESS. Therefore, all the points of the
scatter plots that falls below the horizontal black line are compatible with observations [245].
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Figure C.4: Left: The scatter plot displays the p̄ flux at solar minimum from neutralino anni-
hilation calculated at Tp̄ = 0.23 GeV as a function of the neutralino mass for a generic scan
in a low-energy MSSM and for MED set of astrophysical parameters [143]. Red crosses refer
to cosmologically dominant neutralinos (0.05 ≤ Ωχh

2 ≤ 0.3), blue dots refer to sub dominant
relic neutralinos (Ωχ < 0.05). Right: Similar to the left panel, but calculated for in scan of
SUSY framework where gaugino non-universality is not assumed, and therefore light neutrali-
nos are present. [245].

C.2.4 AMS-02 Anti-Proton to Proton Ratio

AMS-02 published precession measurement for the anti-proton to proton ratio (See fig. C.5),
and it shows that ratio above 60 GV rigidity is practically flat. This is in contrast to theoretical
predictions because progenitor protons have a power law spectrum that decreases at higher
rigidity, and since the source term that includes anti-protons coming from protons would be
dictated by this power law too; the overall effect should be a decrease in this ratio. So, the
observed excess presents us an interesting channel to investigate dark matter channels. As to
why it is privileged over the positron spectrum is explained in chapter 2.

Figure C.5: a) The measured p̄/p flux ratio of AMS-02 as a function of rigidity compared with
PAMELA. b) p̄/e+ (red, left axis) and p/e+ (blue, right axis) flux ratios [27].
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C.3 Theoretical Uncertainties in DM Interpretation from Anti-
Proton Spectrum

The never reached before precision of the measurement provided by AMS-02 poses the chal-
lenge of a theoretical interpretation with an uncertainty at a similar level. As already discussed,
the secondary anti-protons are provided by the interaction of CR p and He with that of ISM
which again mostly consist of H and He. Hence, the number of anti-protons produced de-
pends on the correct modelling of the production cross-section dσ(p + p → p̄ + X)/dTp̄

and the equivalent reactions with He instead of p. It has been shown that the production
cross-section produces a non-negligible uncertainty in the predictions of the secondary anti-
protons [91, 141, 142]. A number of approaches have been put forth to describe the p̄ produc-
tion: the earliest parametrisation for pp scattering was done in [263], after which MC predic-
tions were employed, in particular forHe channels using the DTUNUC code [142,251]. LHCb
published an analysis of anti-protons in collisions of 6.5 TeV protons on a fixed helium target
at the LHC [173]. Another parametrisation deduced from large pp and pA (proton-nuclei) data
set was proposed in [147]. After publication of NA49 data [118], new parametrisations have
been proposed in [137,189], along with predictions from MC generators were tuned with LHC
data [187]. In spite of these, the theoretical uncertainty introduced by the modeling of the fun-
damental interactions on the anti-proton spectrum is non-negligible, upto the order of few ten
percent.

C.3.1 Astrophysical Uncertainties

Propagation of CRs in the galaxy is modeled using transport equations as discussed in Chap-
ter 2, and the diffusive models used to understand them depends on several input parameters,
which in turn are derived from the data analysis of CR primary and secondary species. These
models introduce what we call astrophysical uncertainty on the anti-proton spectrum from the-
oretical prediction. As seen in fig. C.6, as of now, the theoretical astrophysical uncertainty are
smaller than the nuclear physics one. AMS-02 data and subsequent analysis, for an example,
the analysis of the 10Be/9Be which is sensitive to the astrophysically important ratio H2/D

(see chapter 2), and forms a major component of this thesis; will help us to keep on reducing
the astrophysical uncertainty.
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Figure C.6: Relative uncertainty on the prediction for the p̄/p ratio, with respect to rigidity: the
astrophysical uncertainty derived from AMS-02 data is shown in light blue [84–86], and the
mean of uncertainties introduced by nuclear physics is shown in dark yellow [137, 197]. The
AMS-02 measurement uncertainties as reported in [27] is shown in black.

C.3.2 Nuclear Uncertainties

As we already know that anti-protons in galaxy are produced predominantly by primary CR
nuclei interaction with the ISM, so to calculate the p̄ source term, i.e., the number of anti-
protons per volume, time, and energy; we need the flux of the incident CR species i, ϕi, and
the density of the ISM component j. In practical terms, i and j refers to both p and He. The
source term is written as an integral of the CR flux, the ISM targets, and the relevant cross-
sections [140]:

qij(Tp̄) =

∫ ∞

Tth

dTi4πnISM,jϕi(Ti)
dσij
dTp̄

(Ti, Tp̄). (C.31)

Where nISM is the ISM density and Tth is the production energy threshold to produce a p̄.
The factor 4π comes from the angular integration of the isotropic flux ϕ. Tp̄ is the anti-proton
kinetic energy, and ϕi(Ti) is the CR flux of i species at kinetic energy Ti. The fluxes are
known precisely at the top of the Earth’s atmosphere (TOA) because of AMS-02 [22, 34],
PAMELA [19, 20] and CREAM [282] as shown in fig.C.7. The p̄ production threshold in pp
and pHe collisions is around Ep > 7mp ∼ 6.6 GeV and Ep > 4mp ∼ 3.8 GeV respectively.
The p and He IS fluxes can be obtained from demodulated AMS-02 data within the force-
field approximation, as the solar modulation becomes negligible above a few 10 GeV . The
scattering sights are the ISM components H and He with density 1 and 0.1 cm−3 respectively
in the Galactic disk.
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Figure C.7: Fluxes of CR p, He, and p̄ by AMS-02, PAMELA, and CREAM with respect
to energy per nucleon. The IS fluxes are demodulated with an average Fisk potential ϕ⊙ =
600+100

−200 MV . Figure taken from [140].

The last essential ingredient to compute the source term is the cross-section corresponding to
the production reaction CRi + ISMj → p̄+X:

dσij
dTp̄

(Ti, Tp̄). (C.32)

The quantity above in (C.32) is referred to as the energy-differential cross section (in particular,
dT ≡ dE, and hence dσ/dE ≡ dσ/dT ). An example based on the cross-section parametri-
sation in [137] for the pp channel is shown in fig. C.8 as a function of Tp and Tp̄. The kinetic
energy threshold can be seen at Tp = 6mp.

Figure C.8: Energy-differential p̄ cross-section from pp collisions in the LAB frame as a func-
tion of Tp and Tp̄. Figure taken from [140].

However, in experiments the production cross-section is not measured in the form of (C.32).

238



Instead, experiments measure the angular distribution on top of the energy-differential cross-
sections and then present the Lorentz invariant (LI) form

σinv(
√
s, xR, pT ) ≡ E

d3σ

dp3
(
√
s, xR, pT ), (C.33)

where E and p are the total p̄ energy and momentum respectively,
√
s is the center-of-mass

(CM) energy of the colliding nucleons, xR = E∗
p̄/E

∗
p̄,max (∗ refers to CM quantities) is the ratio

of the p̄ energy to the maximum possible energy in the CM frame, and pT is the transverse
momentum of the produced p̄. The three quantities are LI ones, and the subscript i and j are
witheld for notational simplicity. The (C.33) is valid for all combinations of projectile and
target, within the context of nucleon-nucleon system.

C.3.2.1 Maximal Energy of Product Particles

Assuming a generic process a + b → c +X in the centre-of-mass frame, we get for the mass
of X

m2
X = p2X = (pa + pb − pc)

2

= s+m2
c − 2(pa + pb).pc since pa + pb ≡ (

√
s, 0) and pc ≡ (Ec, p⃗c)

= s+m2
c − 2

√
sEc

=⇒ Ec =
s+m2

c −m2
X

2
√
s

.

(C.34)

Here, pi are the 4-momenta of particle i. For p̄ production in pp scattering, we have mc = mp

and to be consistent with baryon number conservation, mX,min = 3mp. Hence, the maximal
energy allowed for the produced anti-proton that enters the definition of xR is

Ep̄,max =
s− 8m2

p

2
√
s

. (C.35)

C.3.2.2 Relation between LAB and CM frame for the energy-differential cross-section

We have two frames; in the CM frame, we have p − p or in the more general case, nucleon-
nucleon scattering, and we denote variables in this frame with the ∗ superscript. On the other
hand, we have the LAB frame where one of the particles is at rest. As we know the CM energy
is given by

s = (pa + pb)
2, (C.36)

where the square of 4-momenta gives us the energy because in CM frame, the total 3-momentum
is zero. And since they are 4-momenta, squaring them gives us a LI quantity s. Now, since in
CM frame, we have p⃗a = −p⃗b, the CM energy is

s = (pa + pb)
2 = (Ea + Eb)

2 = (E∗ + E∗)2 = 4(E∗)2, (C.37)
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where E∗ is the energy of a proton in the CM frame. Whereas, in the lab frame, we have an
incident proton and one at rest. Let E be the energy of incident proton, and m the mass of
proton. Hence

s = (pa + pb)
2

= (E +m, p⃗+ 0⃗)2

= (E +m)2 − p2 considering (+−−−) west coast/timelike metric

= (E2 − p2) +m2 + 2Em

s = 2Em+ 2m2 since E2 = p2 +m2,

(C.38)

So, we have that
s = 4(E∗)2 = 2Em+ 2m2. (C.39)

The relation between E and p between the two frames is given by Lorentz transformation as

E = γ∗E∗ + γ∗β∗p∗, (C.40)

p = γ∗β∗E∗ + γ∗p∗, (C.41)

where β∗ is the particle velocity normalised to light speed, and γ∗ =
√

1− (β∗)2 is the corre-
sponding Lorentz factor. All the relevant relations are as follows:

β∗ = p∗/E∗ =

 
E −m

E +m
=

…
s− 4m2

s
, (C.42)

γ∗ = E∗/m =

…
E +m

2m
=

√
s

2mp

, (C.43)

γ∗β∗ = p∗/m =

…
E −m

2m
=

√
s− 4m2

2m
. (C.44)

In order to relate the LI cross-section to the energy-differential one in (C.32), we first need to
link the LI kinetic variables {

√
s, xR, pT} to that of an equivalent set in the LAB frame, where

the target is at rest. One such set is given by the projectile and the p̄ kinetic energies, and the
scattering angle {T, Tp̄, cos (θ)}.

From C.39, we can write that
s = 2Tm+ 2m2. (C.45)

The transverse momentum is invariant under Lorentz transformation

pT = p sin θ =
√
2m2 + 2Tm/ cosh (η) where sin (θ) = 1/ cosh (η) for θ ∈ [0, π].

(C.46)
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Finally, we get:

xR =
E∗
p̄

E∗
p̄,max

=
2
√
sEp̄

s− 8mp

with

E∗
p̄ = γ∗Ep̄ − γ∗β∗pLp̄ and

pLp̄ = cos (θ)pp̄ = tanh (η)pp̄.

(C.47)

So, the energy-differential invariant cross-section becomes

dσ

dTp̄
(T, Tp̄) =

∫
dΩ

d3σ

dEp̄dΩ

=

∫ 2π

0

dϕ

∫ 1

−1

d cos (θ)p2p̄
dpp̄
dEp̄

d3σ

p2p̄dpp̄dΩ

= 2π

∫ 1

−1

d cos (θ)p2p̄
Ep̄
pp̄

1

Ep̄
σinv

= 2πpp̄

∫ 1

−1

d cos (θ)σinv

= 2πpp̄

∫ ∞

−∞
dη

1

cosh2 (η)
σinv,

(C.48)

So, we finally have
dσ

dTp̄
(T, Tp̄) = 2πpp̄

∫ ∞

−∞
dη

1

cosh2 (η)
σinv, (C.49)

where cos (θ) = tanh (η) was used in the last line. Here θ is the angle between incident pro-
jectile and the produced anti-proton in the LAB frame. In the last line, the angular integration
is transformed to that of one with pseudorapidity defined as

η = − ln

Å
tan

Å
θ

2

ãã
. (C.50)

This transformation provides us with an advantage because the invariant cross-section is very
peaked in the forward direction at small angles.

In fig. C.9, we can see the three different parametrisation of the p + p → p̄ + X cross-
section [140]. The figure displays the profile of energy differential cross-section for either
fixed Tp or Tp̄. At anti-proton energies of few 10 GeV , which are dominantly produced by
protons with an energy of a couple of 100 GeV , all approaches are in agreement. However, at
lower and higher energies, the agreement starts getting diffused. In particular, for anti-proton
energies below 10 GeV , the disagreement is non-negligible. For more information, one can
refer [140].

C.4 Determination of Precision on the Cross-Section

To determine the uncertainty requirements on the p̄ cross-section measurements for a given
cosmic anti-proton flux accuracy, the contribution to the source term from each point in the
parameter space of the fully differential LI cross-section is determined, and then two principles
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(a) (b) (c)

Figure C.9: Panel a) and b) shows the energy-differential cross-sections for the interaction
p+ p→ p̄+X in the LAB frame for fixed anti-proton and proton kinetic energy respectively.
Panel c) is similar to b) but for the interaction p+He→ p̄+X . Plots taken from [140].

are followed [140]

• The total uncertainty should be compatible with the experimental flux accuracy provided
by AMS-02.

• Higher accuracy is required in the parameter space where the cross-section provides a
dominant contribution to the source term.

The uncertainty level in the anti-proton flux measurement is taken as the starting point with
AMS-02 data as a prior, as the latter provides us with the most accurate determination over the
widest energy range. The relate the TOA spectrum to the p̄ source spectrum, the local IS fluxes
are extracted from the TOA one. The solar modulation effect is corrected by using a force-field
approximation, which dictates a simple shift of all data points by ∆E = |Z|ϕ⊙, where ϕ⊙ is
fixed at 600 MV . After that, the relation between the IS flux and the source spectrum is ob-
tained by the diffusion equation dictating the propagation of CR, as discussed in chapter 2.

In a first order approximation, we can assume that the relative uncertainties of IS flux and the
source term are equal above ∼ 1 GeV . As flux and source term are linked by linear differential
equation, the diffusion term keeps the ratio unaffected. The only possibility of affecting the
ratio comes from energy distortions between the propagated flux and the source spectrum that
can arise because of reacceleration at very low energies. However, in [140], several strongly
peaked toy-source term spectra were propagated using GALPROP, and compared with the re-
sulting propagated flux, and it was concluded that the energy distortion is negligible down to 1
GeV . Hence, the relative flux uncertainty σϕp̄ is used as a proxy for source term uncertainties
σq:

σrelq (Tp̄) ≡
σq(Tp̄)

q(Tp̄)
≈
σϕp̄(Tp̄)

ϕp̄(Tp̄)
. (C.51)

The quantity σrelq (Tp̄) can be inferred from fig. C.10, which has been derived from the AMS-02
p̄ measurements [27]. And we see that between 1 and 100 GeV , the uncertainty is below 5
%. Hence this is the minimum level of accuracy which is required for any prediction. The
uncertainty of the source term has to be distributed among each production channels. It is
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assumed that the relative uncertainties in all the p and He channels are equal, hence

σrelq (Tp̄) = σrelqij
(Tp̄). (C.52)

Figure C.10: Relative uncertainty of the AMS-02 anti-proton flux measurements. The demod-
ulated IS flux is shown, i.e., each data points are shifted by 600 MeV . Plot taken from [140].

In order to determine the contribution from each parameter point of the invariant cross-section,
we insert (C.49) in (C.31), and changing the energy integration to log(T ) to work with the full
expression of the source term, to obtain:

q(Tp̄) =

∫ ∞

log(Eth)

d log (T )

∫ ∞

0

dη
8π2pp̄nISMTϕ(T )σinv(Tp̄, T, η)

cosh2 η︸ ︷︷ ︸
≡I(Tp̄,T,η)

. (C.53)

where the labels i and j has been dropped. The containment function is defined as

x(Tp̄, T, η) =
1

q(Tp̄)

∫
I(Tp̄,T ′,η′)>I(Tp̄,T,η)

d log (T ′)dη′I(Tp̄, T
′, η′). (C.54)

The containment function varies between [0, 1]. For e.g., if x < 0.9, it means that at a given
anti-proton energy, we have experimentally explored 90 % of the source term. More details on
the calculation procedure can be read in [140].

In fig. C.11, we can see the containment parameter space for the pp channel when x(Tp̄, T, η) =
0.90, 0.99, and 0.999, as a function of pseudorapidity η and proton kinetic energy Tp at fixed
anti-proton kinetic energy Tp̄ = 50 GeV . Here we can see that 90 % of the anti-protons are
produced by protons with energies spanning about 90 GeV - 3 TeV and η between 2 and 7. If
we want to explore 99.9 % of the pp source spectrum, one has to consider protons with energies
up to 70 TeV with pseudorapidity values around 5.
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Figure C.11: Isocontours for the containment function x(Tp̄, T, η) for the contribution of the pp
channel to the anti-proton source term as a function of kinetic variables, incident proton kinetic
energy Tp and pseudorapidity η in the LAB frame, at a fixed anti-proton kinetic energy Tp̄ = 50
GeV . Here 90 % level corresponds to x = 0.9. Plot taken from [140].

The relative uncertainty on the invariant cross-section is represented as σrelσinv
, and it should

increase as x varies from 0 to 1. By increasing x, one increases the spanned kinematical
parameter space. In calculation, a precision level has to fixed for the relative uncertainties on
the LI cross-sections for p̄ production. One such choice was made in [140] as step function:

σrelσinv
=

3% if x < xt(Tp̄)

0 if elsewhere
. (C.55)

It should be noted that the choice is free but based on most precise measurements of cross-
section and spread of various paremetrisations in the energy regime of interest. Here xt(Tp̄) is
a threshold value for containment function and is fixed by the requirement to match AMS-02
accuracy, which is found by solving∫ 1

0

dxσrelσinv
(x, Tp̄) = σrelq (Tp̄). (C.56)

The R.H.S of the above equation is taken from the parametrisation of the uncertainties on the p̄
data as shown in fig. C.10.

The parameter space of the inclusive p̄ cross-section is determined in accordance with the
accuracy dictated by recent AMS-02 measurements. Fig. C.12 displays the parameter space
that has to be covered by experiment to guarantee the AMS-02 precision level on the p̄ source
term, if the the p+p→ p̄+X cross-section is determined with 3 % uncertainty within the blue
shaded regions and by 30 % outside the contours. The plot is done for both the LAB (kinetic
energy of the proton and anti-proton Tp, and Tp̄ respectively, and the pseudorapidity of the anti-
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proton η )and CM (CM energy
√
s, ratio between anti-proton energy and its maximal energy

xR, and the transverse momentum of the anti-proton pT ) frame reference variables. So, for the
LAB frame, the contours are shown as a function of η and T , for selected values of Tp̄ from
1.1 GeV i.e the lowest energy below 30% uncertainty in the CR p̄ flux as seen in fig. C.10 to
300 GeV . As expected, the contour decreases when Tp̄ approaches to 1 GeV , as the AMS-02
uncertainty on the anti-proton flux there reaches 30 %. Similarly for the case of higher values
of Tp̄. The coverage of η values increases with anti-protons of increasing energy. For the whole
AMS-02 energy range, one should collect the cross-section data with proton beams from 10
GeV to 6 TeV , and η increasing from 2 to nearly 8. The right panel of fig. C.12 displays the
contours in the CM reference frame. The

√
s is fixed to representative values from 5 to 110

GeV . A full coverage of the parameter space should span pT from 0.04 to 2 GeV , and xR from
0.02 to 0.7.

Figure C.12: Contour plot of the parameter space for pp → p̄X cross-section required to
determine the anti-proton source term with accuracy similar to AMS-02 measurements. Here,
within the blue shades regions, the cross-section has to be known with an accuracy of 3% and
30 % outside. Plots taken from [140].

The parameter space at first approximation, for pp and pHe channels are related by a rescaling,
however this rescaling depends non linearly on the atomic mass number, CM energy, and the
Feynman scaling variable. As such, the only way to obtain the rescaling is through an empirical
fit on the data. Hence along with pp channel, it is of prime importance to obtain the cross-
section measurements in the pHe channel. Using high-energy protons scattering off a fixed
helium target, in order to have the 3% - 30 % accuracy requirement, to reach the AMS-02
precision of the p̄ spectrum, we need the following span of parameter space as shown in fig.
C.13, where the contours are displayed for anti-proton momentum and transverse momentum.
The parameter space spans from below 10 GeV to more than 6.5 TeV , while the required p̄
momentum tracks the AMS-02 measurement range from about 1 to 350GeV . The LI transverse
momentum lies between 0.04 to 2 GeV . Similarly to pp channel, at Tp below 10 GeV or above
2 TeV , the contour size shrinks as the dominant production of anti-proton is below or above
the AMS-02 measurement range, respectively.
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Figure C.13: Parameter space for the pHe channel for a fixed He target experiment. The
different shaded areas corresponds to different proton beam energies. Plot taken from [140].

Nuclei that are heavier than helium contributes to a small amount of secondary anti-proton
production [197]. The dominant reactions are those involving protons and helium (p + p,
p +4 He, 4He + p, 4He +4 He). As can be seen in fig. C.14 , the interactions involving 4He

either as a target or projectile represents 40 % of the p̄ production.

Figure C.14: Fractional contribution to p̄ production from different interactions on the ISM as
a function of Tp̄. Plot taken from [13].

In principle anti-neutrons and anti-hyperons can decay into anti-protons, however, their total p̄
production can be obtained by rescaling the prompt production i.e.,

σtot = σprompt(2 + ∆IS + 2∆Λ), (C.57)

where ∆IS is the enhancement factor of anti-neutron-over-anti-proton due to isopsin effects,
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and ∆Λ is the hyperon factor, which assumes that the anti-proton and anti-neutron produc-
tion from hyperons are equally abundant. It was found that the combined uncertainty arising
from anti-neutron and hyperon induced production didn’t exceed 5% and to be energy depen-
dent [278].

The AMS-02 precession measurement of p̄/p ratio offers two promising momentum ranges
for DM discovery: 10 − 20 GeV/c, and 200 − 300 GeV/c. The first window was studied
in [110, 123–126], and alludes towards the existence of WIMP candidates in the mass range
50-90 GeV/c2. In addition to that, the discrepancy observed in the high energy window could
result from the annihilation of a heavy, TeV -scale WIMP candidate, as suggested by combing
positron and anti-proton production measurements [217].

In case of p + p collisions, a few experimental data sets are available [117–119] , and the first
data set on p+4 He collisions was collected towards the end of 2015 by the LHCb experiment
using 4 TeV and 7 TeV protons and a 4He target [6].

In the light of above, the collection of new data using a proton beam with energies ranging
between 50 to 280 GeV with a 4He (or H) target would allow us to extensively characterise
the p̄ production spectrum, which can be further used to derive and/or constrain p̄ production
models, and would help us to decrease the overall uncertainty on the p̄ production cross-section.

As such, we perform the aforementioned measurement in the COMPASS++/AMBER facility
at the M2 beam line of the CERN SPS, with data taking starting from mid of May, 2023 till the
last week of June.

C.5 Dark Matter Candidates for AMS-02 and criticism of
MOND theories

Several possible DM candidates have been put forth in literature. A theoretical exposition of
DM candidates is not the purpose of the present work. However, for completeness, following
is a very brief qualitative description of the same based on the work done in [216].

• SUSY particles : The challenge of gauge hierarchy problem (i.e. massive discrepancy
between various aspects of weak forces and gravity) is elegantly addressed through the
implementation of supersymmetry [157,161,236]. Within supersymmetric extensions of
the Standard Model, each particle in the Standard Model is accompanied by an unex-
plored partner particle, sharing identical quantum properties and gauge interactions but
differing in spin by 1/2.

For DM, we look at neutral spin 1/2 supersymmetric particles which are given by

spin 1/2 fermions : ‹B, W̃ , H̃1, H̃2 → Neutralinos χ1, χ2, χ2, χ4 (C.58)
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The neutral spin 1/2 femions mix to form four mass eigenstates, called the Neutralinos,
where ‹B is called Bino, W̃ is called Wino; and H̃1 and H̃2 are called Higgsinos, and a
neutralino can be written as the following linear combination

χ = α‹B + βW̃ 3 + γH̃1 + δH̃2. (C.59)

Then a mixing matrix is constructed similar to one of the Higgs sector, which mix the
mass and the electroweak/supersymmetric states. Based on the amount of Bino, Wino
and Higgsino fraction, models are created out of which AMSB (Anomaly Mediated
Symmetry Breaking) Wino MSSM seems to be most suitable for AMS-02, both in anti-
protons and positron channel [216].

• Little Higgs Particle: As a substitute approach to SUSY for ensuring the stability of
the weak scale, the ”Little Higgs” model has been suggested and advanced. Within these
models, the Higgs of the SM assumes the role of a pseudo-Goldstone boson, with its
mass safeguarded through approximate nonlinear global symmetries. In these particular
theories, the gauge group takes the shape of a direct combination of multiple identical
factors, such as SU(3) × SU(3). Each individual SU(3) factor can be envisioned as
the SU(2) group existing at a specific location within an additional spatial dimension.
As a result, numerous advantages associated with theories involving extra dimensions
can be replicated, despite the fact that the little Higgs theory is confined to three spatial
dimensions plus one temporal dimension. One of the classes of this model includes the
”theory space” Little Higgs model, and can provide a stable, scalar particle that can give
us the measured density of dark matter. AMS-02 can explore the parameter space of this
theory [60, 235].

• Scalar Singlet: A minimalistic approach to extend the SM to provide an explanation for
DM involves introducing a real scalar singlet and preserving an unbroken Z2 symmetry
[175, 237]. Under this symmetry, the singlet is assigned an odd value while all other
fields possess even values. The singlet model consists of just one additional field, the
singlet scalar, along with two new parameters: the mass of the singlet and the coupling
between the singlet and the Higgs which is the only field in the SM that interacts with
it. The relic density of the singlet, as well as its rates of direct and indirect detection,
are further influenced by the mass of the Higgs. By imposing the constraint of DM, the
viable parameter space is simplified to solely the singlet mass and the Higgs mass. The
renormalisable Lagrangian can be realised as:

L = LSM +
1

2
∂µS∂

µS − m2
0

2
S2 − λs

4
S4 − λS2H†H, (C.60)

where LSM is the SM lagrangian,H is the Higgs doublet, and S is the singlet scalar field.
AMS-02 measurements can put constraints on these theories in the anti-proton channel.

• Primordial Black Holes: Micro black holes are anticipated as minuscule black holes,
also referred to as quantum mechanical or mini black holes, where quantum effects play
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a significant role. These quantum primordial black holes could have emerged during
the high-density conditions of the Early Universe or potentially during subsequent phase
transitions. Astrophysicists may have the opportunity to detect them in the foreseeable
future through the particles they are expected to emit via Hawking radiation. Certain
theories that incorporate extra dimensions suggest that micro black holes could be gen-
erated at relatively low energy levels, such as in the TeV range achievable in particle
accelerators like the LHC. However, these quantum black holes would rapidly dissipate,
either completely or leaving behind an extremely weakly interacting residue. Regard-
ing their detectability, numerous challenges arise. Micro black holes primarily generate
low energy hadrons. The production of anti-protons contradicts the data obtained from
PAMELA, and the production of anti-deuterons is just on the cusp of AMS-02’s sensi-
tivity limit.

• Kaluza-Klein Particle: Kaluza-Klein theory was originally developed as an extension
of General Relativity in 5-dimensions, and the field equations naturally accommodated
the GR equations along with that of electrodynamics. One of its modern descendants
is Universal Extra Dimension (UED). The simplest of UED models preserve a discrete
parity called KK-parity, which implies that the Lightest KK particle (LKP) is stable and
a possible DM candidate [78,106,249]. Another particle within the KK theory spectrum
is the LZP, i.e., a right-handed neutrino which might account for DM observations. Both
the predicted particles can be detected by AMS-02 in all the particle channels: positrons,
anti-protons and anti-deuterons. Especially, a sharp bump in the high energy spectrum
of anti-protons could allude to DM existence. However for this theory to be valid, extra-
dimensions are a requirement and there’s no evidence of it.

• Axions: The Axion is a pseudo Nambu-Goldstone of the spontaneously broken Peccei-
Quinn symmetry, and was introduced as an attempt to solve the strong CP problem. The
CP violating term in the QCD Lagrangian is given by:

LCP = Θ
g2

32π2
Ga
µνG̃

aµν , (C.61)

where Ga
µν and G̃aµν are the gluon field strength and its dual respectively, Θ is a di-

mensionless parameter, whose value dictates the magnitude of the effective term of the
Lagrangian. When the symmetry breaks, the axions accquire an effective coupling to glu-
ons that cancels the Θ parameter, and solves the problem. The Axion has been discussed
as a possible DM candidate [77, 200], however they aren’t detectable through AMS-02.

• Other possible DM candidates but that cannot be (or most likely cannot be) detected by
AMS-02 are Sterile Neutrinos [138], Singlino [215], 4th SM generation Minimal Dark
Matter [113], and Tulin Anti-baryonic Dark Matter [188].
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C.6 Non-Particle Description of Dark Matter

The inability to find a suitable particle DM candidate also triggered the growth of non-particle
description of DM. Even before theoretical DM landscape reached its full glory, attempts were
made to explain observations not in line with GR with alternative theories. The simplest of
which involves the modification of Newtonian gravity at large scale also called Modified Newto-
nian Dynamics (MOND). Another direct attempts include generalisation of the Einstein-Hilbert
action to include higher order terms, or to introduce new fields in addition to the tensor-field
of ordinary GR. A quick and short description of popular alternative theories of gravity can be
found in [132]. However all these theories pose the following problems:

• MOND models aren’t able to explain multiple cosmological observations. Although
recently in 2021, relativistic MOND theories have been able to reproduce the CMB spec-
trum [253]. However from a pure philosophical perspective, they just add a new degree
of freedom (a field ϕ) to explain the DM component, while the particle physics com-
munity presses for a new particle, and hence both the contrasting pictures could be just
manifestation of the same underlying theory. Another pespective might be that we have
a combination of modified gravity and dark matter.

• Higher derivative theories like Hŏrava-Lifshitz gravity explains DM as an integration
constant and are ghost-free [222]. Although it is power-counting renormalisable, it is not
clear if it produces GR in the infrared limit (the RG flow studies of various couplings are
still an area of research). Other higher derivative theories that includes higher order time
derivative terms have the problem of ghost degrees of freedom.

• Scalar-Tensor-Vector Gravity (STVG) has been able to reproduce even the bullet cluster
gravitational lensing but it adds a fifth force and several bosonic massive fields. Also, it is
yet to be seen if STVG is also consistent with the invisible dark matter filament (cosmic
thread) connecting the galaxy clusters Abell 222 and Abell 223.

In the light of above, a consistent particle landscape of Dark Matter seems exponentially more
probable than a modification of classical gravity.
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Appendix D

Monte Carlo Simulation of the
AMBER-RICH Detector and RICH Ring
Reconstruction Algorithm

D.1 Introduction

The RICH-1 constitutes a gaseous detector situated in the COMPASS facility at the M2 beam
line of the CERN-SPS. It represents one of the pioneering RICH detectors in terms of its scale.
A comprehensive account of the detector’s construction is available in Appendix B, and there-
fore, further details are omitted in this section. The primary purpose of RICH-1 is to identify
anti-protons for the pbar production cross-section measurement. To achieve this, an accurate
Monte Carlo simulation of the detector was developed to facilitate various studies. Geant4, a
powerful MC simulation toolkit, was employed in conjunction with the QT Graphical Interface
for this simulation. While a detailed explanation of Geant4 and the code structure falls outside
the scope of this thesis, the simulation results are presented and discussed.

The chapter commences with a description of a MC simulation of an ideal toy RICH detec-
tor using a solid radiator (NaF). Subsequent section focuses on the analysis of the Cherenkov
rings, reconstruction of the ring, and extraction of event data; and relevant theoretical aspects.
Following that, we conduct a basic MC simulation of a toy Gaseous RICH detector (C4F10);
the physics analysis is not discussed in this case as it is similar to the former. The motivation
behind starting from scratch was to validate our simulation from the ground up and to ensure
the appropriate utilisation of Geant4 physics processes.

After confirming the robustness of our simulation, we proceed with employing the exact AM-
BER RICH-1 geometry in the MC simulation. Subsequent analysis entails developing statisti-
cal models to fit the RICH rings based on an elliptical geometry. The consistency of our MC
simulation is scrutinized up to 50 GeV proton hits. Finally, in a step towards improving the
RICH ring Reconstruction, we utilize the ROOT toolkit to simulate the physics processes and
geometry of RICH-1. Further progress on the reconstruction algorithm is currently underway
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as of the writing of this thesis.

D.2 NaF Radiator RICH MC simulation

The detector has been constructed with the following components:

• NaF radiator: NaF has one of the lowest refractive index among optical materials.
Hence, it is a good material of choice for Cherenkov radiation based detectors. It has
a refractive index of 1.3255 at 0.6 µm wavelength at 300 K. Another great option is
that of Aerogel, however, the latter is difficult to handle structurally because of its brittle
nature. It was decided to proceed with NaF because it is the most commonly discussed
material for radiator in literature (for e.g., [59]). A very thin NaF disc of 5 mm thickness
is used, to reduce the number of optical photons produced in the event generation; which
further helps in reducing the computation time, as well as, facilitates in formation of thin
Cherenkov Rings ultimately increasing the precision of our measurement.

Geant4 allows the user to construct their own element, compounds and isotopes. As
such, The NaF material was constructed using the following parameters in table D.1 with
density: 2.56 g/cm3.

NaF material construction
Element eV Atomic Number Atomic Mass

g/mole
Nitrogen (N ) 11 22.989769
Flourine (F ) 9 18.998403

Table D.1: NaF material parameters.

In Geant4, for a realistic simulation, a vector array of the refractive index as a function of
the photon energy needs to be instantiated D.2. This was achieved through the empirical
Sellmeier single-resonance formula [59] fitting the NaF refractive index vs photon energy
plot D.1:

n2 − 1

n2 + 2
=

FA
E2
A − E2

, (D.1)

with FA = 48.76 eV 2, and EA = 15.78 eV , where E is the photon energy, and n is the
refractive index.
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Figure D.2: Characteristic β vs θ curve in the RICH-NaF MC simulation for the refractive
index 1.328 corresponding to photon energy 3.026 eV .

Figure D.1: Refractive index vs Photon Energy for NaF as reported in [59].

The refractive index is sufficiently small to let most of the Cherenkov photons to refract
out and not be trapped by total internal reflection. At 3.026 eV , the refractive index is
1.328, which give the threshold β = 0.75, and βγ = 1.33, and maximum Cherenkov
angle (β = 1) of 717 mrad. The variation of the Cherenkov angle with β is displayed in
fig. D.2.

• Photon Detector panel: The detector to detect the optical photons is considered to be
an ideal one without any quantum efficiency and photon collection efficiency loss. The
detector has an area of 250 × 250 cm2 and a thickness of 0.1 cm. No underlying op-
tical physics has been considered for the photon detectors. The detector measures the
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NaF Refractive Index Characterisation
Photon Energy eV Refractive Index
2.034 1.32133
2.068 1.32153
2.103 1.32174
2.139 1.32196
2.177 1.3222
2.216 1.32244
2.256 1.3227
2.298 1.32298
2.341 1.32327
2.386 1.32358
2.433 1.32391
2.481 1.32426
2.532 1.32463
2.585 1.32503
2.64 1.32546
2.697 1.32591
2.757 1.32639
2.82 1.32691
2.885 1.32747
2.954 1.32807
3.026 1.32872
3.102 1.32942
3.181 1.33018
3.265 1.331
3.353 1.3319
3.446 1.33287
3.545 1.33394
3.649 1.33511
3.76e 1.33641
3.877 1.33782
4.002 1.3394
4.136e 1.34117

Table D.2: The refractive index asa a functon of Photon Energy incorporated in the MC simu-
lation.
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Figure D.3: The detector geometry of the RICH-NaF simulation. The circular disc is the NaF
radiator, and the rectangular screen is the photon detector. The Geant4 simulation has been
rendered with the QT GUI.

hit positions of the individual optical photons arriving on it, as well as the momentum,
energy deposition, azimuthal and polar angles of the incoming particles, as well as the
PDG (Particle Data Group) code.

• Vacuum: The vacuum is simulated in our case with a very low density gas with a char-
acteristic refractive index of unity for all wavelengths.

Everything is placed in a chamber of 10× 10× 10m3 consisting of vacuum. While the Geant4
code is written in c++, a graphical interface called QT helps us to render the geometry as shown
in fig. D.3.

In the MC simulation, the radiator and the photon detector is centered at (x, y) ≡ (0, 0). The
NaF radiator is centered at a distance of 150.25 cm along the z-axis, and the detector screen
at a distance of 210.05 cm (Note that the NaF radiator and the detector has a thickness of
5 mm and 1mm respectively). The polar and azimuthal angles are measured with respect
to z-axis (towards the right of the page here). Phenomena such a multiple scattering of the
incident particle, reflection losses at the boundaries, and absorption losses in the bulk is taken in
consideration by the physics processes in this particular simulation. Furthermore, the quantum
efficiency and photon collection efficiency is considered to be unity. The event simulation with
a 10 GeV proton has been shown in fig. D.4.
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Figure D.4: A 10 GeV proton β = 0.995 perpendicular to radiator surface generates a cone of
Cherenkov light which forms a Cherenkov Ring on the Detector screen.
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D.2.1 RICH-NaF Ring Analysis

The result of the simulation with various particles and momentum are stored in a ROOT tree,
from which various kinematical parameters like position, momentum, energy depostion can be
retrieved to do data analysis. Plotting a 2-d histogram with x and y positions of the hit should
give the Cherenkov Rings. To further extract the velocity from the rings, one need to have
a Reconstruction Algorithm. In the first order approximation, a chi-square function to fit the
circular rings were developed, and then utilising the geometrical, and optical parameters; the
velocity (β) of the particle can be obtained.

D.2.1.1 Model to Fit Cherenkov Rings

To come up with a fitting algorithm, we utilise the property of a circle. We note that the distance
from the centre to the a point in the circumference of the circle should be equal o the radius of
the circle. So, a function that minimises the difference between the radius of the circle, and the
distance from the centre to any point on the circumference should help us provide a good fit
method. So, we write a function as

f(x, y;x0, y0, R) = R−
»

(x− x0)2 + (y − y0)2, (D.2)

where x, y are the variables, and x0, y0, R represents the free parameters ascribing the x-centre,
y-centre, and radius of the ring respectively. The TMinuit ROOT class is utilised to achieve the
fit; some of the fit results are displayed in fig. D.5.

D.2.1.2 β Reconstruction from Fit Model

The geometry of the simulation is shown fig. D.6a. The angle subtended by the circumference
of the ring at the centre of the NaF disc can be determined easily with help of trignonometry
such that

sin (θout) =
R√

R2 + d2
, (D.3)

where d is the distance between the centre of the NaF disc and the centre of the detector plane,
and R is the radius of the Cherenkov Ring. However, we note that the radiation changes
medium from NaF to vacuum on its way towards the detector plane as shown in fig.D.6b.
As such using the Snell’s law

sin (θ1)

sin (θ2)
=
n2

n1

sin (θcher)

sin (θout)
=

1

n(NaF )
,

(D.4)

Using (D.4) in (D.3), we get for the actual Cherenkov angle θcher:

sin (θcher) =
sin (θout)

n
=

R

n
√
R2 + d2

. (D.5)
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(a) 1.1 GeV/c (b) 2 GeV/c (c) 3 GeV/c

(d) 4 GeV/c (e) 5 GeV/c (f) 6 GeV/c

(g) 7 GeV/c (h) 8 GeV/c (i) 9 GeV/c

(j) 10 GeV/c

Figure D.5: The resultant Cherenkov Ring for a proton from the MC simulation with the fitted
function on it, in increasing order of proton momentum. The arbitrary choice of 1.1 GeV/c as
the first momentum for this representation is to be above the β threshold of NaF.
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Using the Cherenkov expression, cos θ = 1/nβ, we get for the β:

β =
1

n cos
Ä
sin−1

Ä
R

n
√
R2+d2

ää . (D.6)

And the error on beta is given as:

σβ =
Rd2

√
d2 +R2 [[n2(d2 +R2)−R2)]3/2

σR. (D.7)

(a) 1.1 GeV/c (b) 2 GeV/c

Figure D.6: Left: The geometry of the MC simulation, the one in green is the NaF radiator,
the Cherenkov Ring is in red, and the Detector plane is in yellow. Right: The refraction of the
Cherenkov radiation at the interface of NaF radiator and vacuum.

The table D.3 shows the comparison between the theoretical β values for the momentum range
[1.1, 10] GeV/c for a proton and the associated error from the reconstruction algorithm. The
range starts at 1.1 GeV/c to be above the β threshold for NaF. Meanwhile the table D.4 shows
the same comparsion for the Cherenkov angle. The plot D.7 shows the θ-β curve for the MC
β, and theoretical β at the measured momentum as depicted; which is superimposed on the
theoretical curve, θ = cos−1(1/nβ).

The successful simulation and good agreement with theory enables one to trust the physics
processes and simulation procedures, which can be used to build upon and move towards further
complexities, which in our case is the simulation of the AMBER-RICH detector.
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Comparsion between Theory and Simulation for β
Momentum
(GeV/c)

Energy
GeV

βtheory βmeasured σ(βmeas) |βth − βmes|/βth

1.1 1.44580 0.76082 0.76091 0.00015 0.00011
2 2.20915 0.90532 0.90535 0.00005 0.28784
3 3.14330 0.95441 0.95412 0.00003 0.00030
4 4.10857 0.97357 0.97313 0.00003 0.00045
5 5.08727 0.98284 0.98266 0.00002 0.00018
6 6.07292 0.98799 0.98784 0.00002 0.00015
7 7.06260 0.99114 0.99113 0.00002 0.61469
8 8.05483 0.99319 0.99282 0.00002 0.00038
9 9.04878 0.99461 0.99400 0.00002 0.00061
10 10.04392 0.99563 0.99559 0.00002 0.33244

Table D.3: Table comparing the theoretical and simulation values of velocity if a proton for
different momentum

Comparsion between Theory and Simulation for θ (Degrees)
Momentum
(GeV/c)

Energy
GeV

θtheory θmeasured |θth − θmes|/θth

1.1 1.44580 7.3146 7.2633 0.00706
2 2.20915 33.5278 33.5253 0.00007
3 3.14330 37.7203 37.7427 0.00059
4 4.10857 39.1448 39.1767 0.00081
5 5.08727 39.8222 39.8352 0.00033
6 6.07292 40.1815 40.1917 0.00025
7 7.06260 40.4059 40.4063 0.00001
8 8.05483 40.5201 40.5455 0.00063
9 9.04878 40.6001 40.6408 0.00100
10 10.04392 40.7068 40.7090 0.00005

Table D.4: Table comparing the theoretical and simulation values of θcherenkov of a proton for
different momentum
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Figure D.7: The measured θ and β values at the simulated proton momenta as labelled. The
plot clearly shows that the MC simulation is robust. Note that the marker size has been selected
to be such that each of the partly (or partially) superimposed points are distinguishable.

D.3 Proximity Focussing Gas-RICH Detector

The main motive of this next step of simulation is to demonstrate the reliability of the supple-
mentary physics processes required in addition to one already utilised in the simulation before.
A discussion on the Cherenkov Rings and its analysis follows the same procedure as discussed
in the previous section, and hence not done here. In this case, we replace the NaF radiator with
a compartment filled with a suitable gas for the Cherenkov process. Since the gas present in
the AMBER-RICH detector is C4F10, we use the same one for this simulation. The problem
with gaseous RICH is that the emission of Cherenkov light is continuous, and we need to use
a mirror to focus the light for the formation of a ring. As such, a spherical mirror with a high
radius of curvature is also constructed to accomplish the purpose. We construct the detector
with the following components:

• C4F10 gas: This gas has a very low refractive index of ∼ 1.0014 making it suitable
for Cherenkov detection of highly energetic particles. The threshold β value is 0.9986
and maximum Cherenkov angle of 52.99 mrad. The variation of the Cherenkov angle
with β is displayed in fig. D.8. We need to take in consideration that since it is a gas,
the refractive index is a function of temperature and pressure. As such, we consider a
temperature of 298.15 K and a pressure of 1 atm and a density of 11.2 kg/m3. The gas
was built in Geant4 with the parameters written in table D.5. We also consider a radiator
volume of 500× 500× 300 cm3.
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Figure D.8: Characteristic β vs θ curve in the RICH-C4F10 MC simulation for the refractive
index 1.0014.

C4F10 material construction
Element eV Atomic Number Atomic Mass

g/mole
Carbon (C) 6 12.0107
Flourine (F ) 9 18.998403

Table D.5: C4F10 material parameters.

• Focussing Mirror: A paraboloid mirror of radius of curvature 500 cm and depth 1 cm
is employed to focus the Cherenkov photons onto the detector screen with the following
parametrisation

– Equation of Surface: z = a(x2 + y2) + b, where a and b are some arbitrary
parameters.

– Material: Pyrex Glass.

– Surface finish: Fully Polished with a top layer of paint with perfect specular reflec-
tion with angular width of the specular spike (see fig. D.9) set to 0. The reflectivity
is also considered to be 1.

– Photon Detector Panel: It is same as the NaF-RICH, except that the dimensions
are 500× 500× 0.1 cm3.

In the MC simulation, the gas volume and the Detector are centered at (x, y) ≡ (0, 0). The
Gas vessel is centered at a distance of 150 cm along the z-axis, and the detector screen at a
distance of −150 cm. The mirror is placed at a distance of 451 cm along the z-axis. It is to
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Figure D.9: Light reflection types: Specular spike (i.e., perfect mirror), specular lobe, and
diffuse (Lambertian). A ground surface is composed of micro-facets where α is the angle
between a microfacet normal and the average surface normal. Figure from [127].

be noted in Geant4 simulations, it is important to check overlaps between geometrical objects;
in particular, for this case, the mirror geometry placement is important to avoid overlap with
the gas vessel (else the reflection doesn’t take place). Also, it is important to specify the type
of interface which is dielectric-dielectric in our specific case. Physics processes to take in
consideration the relevant optical physics for interaction between boundaries and interfaces
have been implemented. The event simulation with a 100 GeV proton has been shown in
fig. D.10. The data analysis of the resultant Cherenkov rings follow the same principle as the
preceding analysis in the case of NaF-RICH, and is not discussed here further.

Figure D.10: A 100 GeV Proton β = 0.99996 fired at an angle of 197 mrad with respect to
the z-axis generates a cone of Cherenkov Light which forms a Cherenkov Ring on the detector
screen after being reflected from the Paraboloid Mirror.
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Figure D.11: Artistic rendition of RICH-1 detector. The person standing next to it helps one
appreciate the size of the detector. Figure taken from [131]

.

D.4 AMBER-RICH

The Detector construction has been explained in details in Chapter 5, and one can refer to
the references therein for further details. As such, an extensive discussion on the Detector
Geometry (see fig. D.11) is not done in this section. However, for completeness, the main
components of the Detector is summarised below:

• C4F10 Gaseous Radiator: A 3× 6× 5m3 vessel consisting of high purity C4F10. The
hydro-static pressure of the radiator gas are held by the front and rear windows, which are
built with minimum material budget due to their presence in the spectrometer acceptance.

• Beam Pipe: A cylindrical pipe of 100 mm diameter on nominal beam axis had been
installed to shadow the Cherenkov photons generated by the beam particles. This pipe is
filled with helium to reduce the material budget.

• Mirror: The RICH-1 optical configuration consists of a pair of spherical VUV reflecting
surfaces. These surfaces have a combined area exceeding 21 m2 and are positioned with
a vertical displacement of 1600 mm relative to the beam axis. This displacement serves
the purpose of focusing the image outside the range accepted by the spectrometer. The
main geometrical parameters of the mirror are shown in fig. D.12.

The two surfaces are constructed using a mosaic pattern of spherical mirror units. The
majority of these units are regular hexagons with sides measuring 261mm. Additionally,
there are 48 pentagons of six distinct sizes incorporated into the pattern. This variety
helps prevent the formation of jagged patterns at the edges of the surface. Due to the
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Figure D.12: The geometrical parameters of RICH-1. Figure taken from [41].

gaps left between adjacent mirrors, there is a loss of 4% in the overall reflective surface
area. The main parameters of the mirros are

– Radius of Curvature: 6600 mm ± 1%.

– Roughness: R.M.S < 1.6 nm.

– Reflectance: r > 80%; for wavelengths in the interval 160–200 nm.

– Substrate Thickness: <6% of radiation length (minimum material is required
also for the mechanical integrity of the mirror wall).

• Photon Detectors (PD): Vacuum based MAPMT dettectors, MWPC with CsI photo-
cathodes as VUV (165–200 nm) PDs, and THGEM-MM based hybrid PDs. One can
refer to [102] and [131] for complete details. The scheme of the PDs are shown in fig
D.13. However for this simulation, we won’t consider the optical physics of the PDs
which is a non-trivial exercise and consider 100 % efficiency (quantum and photon col-
lection, and photon to electron conversion). However we are also working on developing
the reconstruction algorithm for the Cherenkov rings (See later sections), and for that
purpose we would take all these non-trivial technicalities in consideration.

Owing to the geometry of the Detector, Cherenkov Rings can form in different ways, which we
name in following categories, assuming we have a minimum number of photons to distinguish:

• a) Semi-circular Upper Half Ring and Lower Half Ring: This can happen if the
incident particle is perfectly collinear with the Beam axis. This is a very unlikely event
even though we decided to remove the Beam pipe while taking measurement.

• b) Positively offset Upper half ring (Negatively offset lower half ring): If the particle
track is above the beam axis such that most of the Cherenkov light falls on the upper half
mirror, than the lower ones
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Figure D.13: The photon detectors present in RICH-1. The PDs are divided into two panels,
upper and lower eaching consisting of 8 PDs. The nomenclature of each PDs is as depicted.
Figure taken from [102].

• c) Positively offset Lower half ring (Negatively offset Upper half ring): If the particle
track is below the beam axis such that most of the Cherenkov light falls on the lower half
mirror, than the upper ones.

• d) Full Upper or Lower rings: These are the most probable cases, and happens when
the particle track is sufficiently above or below the beam axis such that the Cherenkov
light falls and is reflected by only one half of the mirror.

• e) Multiple Rings: When there are multiple particles like pions, kaons and protons
traversing the expansion length which forms Cherenkov rings. In this case, the PID
is extremely important, and for this purpose the reconstruction algorithm needs to be
enhanced.

• f) Fringe Cases (The case of two photons): The minimum number of photons required
to reconstruct the ring is theoretically two photons. However, if we have fringe cases,
where one photon is detected in the lower PD, and one in the upper, we have to discard
such cases. An estimate of such fringe cases is not possible in the present simulation
because of non consideration of PD Physics, but can be implemented in the future.

Some typical examples exemplifying the above cases (except the case (f) as it requires PD
physics simulation) are shown in fig. D.14 and D.15.

D.4.1 Model to Fit the Cherenkov Rings

A model similar to the one employed in the preceding section for NaF-RICH, based on fitting a
circle will not work in this case. This is because the photon detector containers are placed at an
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(a) Semi-circular Upper and Lower Half Ring
formed by a 48 GeV/c proton)

(b) Positively offset upper half ring formed by
a 48 GeV/c proton

Figure D.14: Examples of the MC simulation of AMBER-RICH rendere in QT GUI for differ-
ent configuration of the momentum direction and species of particles as described.

angle with respect to the vertical, so as to remain in the focal plane of the mirrors, and reduce
spherical aberration. However, we use a global coordinate system for the analysis, and hence
the recorded hits are projection of the hits on the PDs. A projection of the circle is an Ellipse.
Hence, an Elliptical fitting algorithm is developed for the purpose of data analysis.

As a starting point, we exploit the property of an ellipse that sum of the distances from both
the focus to a point on the circumference of the ellipse is a constant and is equal to twice the
radius of the semi-major axis. As shown in fig. D.16, let this point be P (x, y), and the focii
be described by O(x0, y0), and O′(x1, y1). Let the semi major axis has a radius a, and the
semi-minor axis has a radius b. Also, let the distance between the two focii be c. Finally, Let
the distance OP ≡ d1, and O′P ≡ d2. Then the distance d1 and d2 can be written as

d1 =
»

(x− x0)2 + (y − y0)2

d2 =
»

(x− x1)2 + (y − y1)2.
(D.8)

Also, the distance c can be written as

c =
»

(x0 − x1)2 + (y0 − y1)2. (D.9)

Furthemore, geometry tells us that the quantity a, b, and c are related as

a =
√
b2 + c2. (D.10)

Taking all these in consideration, we can write a χ2 function:

f(x, y;x0, y0, x1, y1, b) = 2a(x, y; b, x0, y0, x1, y1)− [d1(x, y;x0, y0) + d2(x, y;x1, y1)] .

(D.11)
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(a) Positively offset down half ring formed by
a 48 GeV/c proton

(b) Full upper ring formed by a 48 GeV/c pro-
ton

(c) Full down ring formed by a 48 GeV/c pro-
ton

(d) Multiple Rings formmed by 100 GeV/c p,
and π±.

Figure D.15: Examples of the MC simulation of AMBER-RICH rendere in QT GUI for differ-
ent configuration of the momentum direction and species of particles as described.
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Figure D.16: P (x, y) is an arbitrary point on the circumerence of the ellipse, and the focii are
denoted by O(x0, y0), and O′(x1, y1). The semi major axis has a radius a, and the semi-minor
axis has a radius b. The distance between the two focii be c. The distance OP ≡ d1, and
O′P ≡ d2.

Hence we have 5 parameters for the fit model. One of the primal rule while doing a chi-square
fit is to minimise the dimensions of the parameter space. To that purpose, we exploit the fact
that the detector is structurally rigid, and hence, we consider an absence of any rotation degree
of freedom in the x − y plane. With this in consideration, we have that, y0 = y1 = yc, which
reduces the parameters to 4. Hence, the final χ2 function becomes

f(x, y;x0, x1, yc, b) = 2a(x, y; b, x0, x1, yc)− [d1(x, y;x0, yc) + d2(x, y;x1, yc)] . (D.12)

As usual, we use the TMinuit class of ROOT tookit to achieve the fit. As a demonstrative
example, a 48 GeV proton forms a Cherenkov Ring as shown in fig. D.17 which is fitted with
the algorithm described above

D.4.2 Naive β Reconstruction from Fit Model

As a first approximation test of the validity of our MC simulation, we test the validity of the
measured β against theoretical β. The velocity can be obtained easily following the same
geometrical and optical arguments similar to NaF-RICH. As such, the β is given by

β =

√
R2 + L2

nL
, (D.13)
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Figure D.17: A Cherenkov Ring formed on the PD by a 48 GeV/c proton fired from (0,15
cm,0) with a momentum direction vector (0,0,1). The fitted ring is displayed in red.

and the uncertainty is given by

σβ =
R

nL
√
R2 + L2

σR, (D.14)

where R is the radius obtained from the fit model, L is the expansion length inside the gas
vessel, and n is the refractive index of C4F10. To calculate the β, we proceed as follows:

1. Simulate 1000 events of a particular species with a particular momentum.

2. Fit the resultant 1000 Cherenkov Rings using the elliptical fit algorithm described above

3. Plot a distribution of the semi-major axis radius. Fit it with a gaussian function, and
obtain the mean. Since the rotation of the PD is in the y − z plane, the semi-major axis
radius is also the real radius of the Cherenkov Ring.

As a demonstrative example, for a 48 GeV/c proton, for a simulation of 1000 events, the resul-
tant distribution of the Cherenkov Ring radius is shown in fig. D.18.

The problem with this β reconstruction is the value of the expansion length which slightly dif-
fers from the maximum horizontal expansion length of 305 cm (see fig. D.12) based on the
position of the centre of the Cherenkov Ring. One can in principle, extrapolate the track of
the primary particle and calculate the hit position on the PD, and easily calculate the expansion
length by projecting it along the beam axis. However, a straight forward first order approxima-
tion technique which would be sufficient for our purpose of validating the MC simulation, is to
reverse engineer it from the theoretical value of β. In the simulation, we know the momentum
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Figure D.18: The distribution of the Cherenkov Ring radius for a simulation of 1000 events of
a 48 GeV/c proton. The gaussian fit is shown in red with a mean of 16.16 cm.

(or energy) of the primary particle, and hence the theoretical velocity βtheo can be known a
priori as an MC truth. As such, we can find the expansion length with the expression

L =

 
R2

n2β2
theo − 1

. (D.15)

After that, the simulation is run for same momentum again, and with the previously calculated
expansion length, the β is measured. A better and full proof reconstruction algorithm is being
developed, a part of which, would be disccused later in the chapter. As a test for validation of
the MC, table D.6 tabulates the velocity calculated for various ranges of momentum of a proton
primary particle.

D.5 Work Towards an Exact β Reconstruction Algorithm

For an exact β reconstruction, we need to encode the entire physics of the RICH detector. For
that purpose, a code is written in c++ language, with the help of classes from ROOT toolkit to
display the resulting simulation result. We do not opt for a Monte-Carlo based method here, as
we have known classical physics that is tractable. Hence, we can avoid the inherent uncertainty
associated with a Monte Carlo process. A discussion on the structure of the code is not done in
the thesis, however, a gitlab link would be made available on request to the authors.

Before proceeding, it is prudent to revise some basics of 3-D coordinate geometry. As such,
the equation of a ray in three dimensions can be conveniently written in a vector form as

P⃗ = P⃗0 + t · D⃗ (D.16)

where, P0 ≡ (P0x, P0y, P0z) is the coordinate of the origin of the ray, t is some parameter that
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Comparison between Theory and Simulation for β
Momentum
(GeV/c)

Energy
(GeV )

Radius
(cm)

βtheory Expansion
Length
(cm)

βmeasured σβ × 10−6

30 30.01467 13.90000 0.99951 325.64122 0.99951 1.65694
33 33.01334 14.58000 0.99960 326.67706 0.99960 2.24952
35 35.01257 14.93000 0.99964 327.21954 0.99964 2.55923
38 38.01158 15.34000 0.99970 327.72368 0.99970 2.06498
40 40.01100 15.56000 0.99973 327.99697 0.99973 2.60069
43 43.01024 15.83000 0.99976 328.31793 0.99976 2.99438
45 45.00978 15.98000 0.99978 328.51253 0.99978 2.83763
48 48.00917 16.16000 0.99981 328.57074 0.99981 1.98573
50 50.00880 16.27000 0.99982 328.77360 0.99982 1.23767

Table D.6: Table comparing the theoretical and simulation values of velocity of a proton for
different momenta. Since it is a first order approximation validation, we are not interested in
the uncertainties.

can be computed with the knowledge of another point through which the ray passes through.
While, the D⃗ is the direction vector of the ray, which can be written in Cartesian coordinates as

Dx =
x− P0x

r
, Dy =

y − P0y

r
, Dz =

z − P0z

r
. (D.17)

where, r is the magnitude of the vector, and is given by r =
√

(x− P0x)2 + (y − Poy)2 + (z − P0z)2.

In spherical polar coordinates, we have the relation

x− P0x = r sin θ cosϕ (D.18)

y − P0y = r sin θ sinϕ, (D.19)

z − P0z = r cos θ, (D.20)

where, θ, and ϕ are the azimuthal and polar angles respectively as shown in fig.D.19. So, the
direction vector in spherical polar coordinates after dividing by r will be

D⃗ = sin θ cosϕx̂+ sin θ sinϕŷ + r cos θẑ. (D.21)

The equation of a sphere in three dimensions considering that the center is at (0, 0, 0) is

x2 + y2 + z2 = R2; (D.22)

where R is the radius of the sphere.
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Figure D.19: The spherical polar coordinate system used throughout the code. Remaining
consistent with this scheme of reference is important for valid simulation results.

D.5.1 The Mother equation

We substitute the the ray equation (D.16) in mirror equation (D.22). To do that, we decompose
vector equation (D.16) into its components and substitute in (D.22) as follows:

(P0x + t ·Dx)
2 + (P0y + t ·Dy)

2 + (P0z + t ·Dz)
2 = R2 (D.23)

(P0x)
2 + 2 · t · (P0x)(Dx) + (t ·Dx)

2 + (P0y)
2 + 2 · t · (P0y)(Dy)

+ (t ·Dy)
2 + (P0z)

2 + 2 · t · (P0z)(Dz) + (t ·Dz)
2 = R2.

Rearranging the above, we get:[
(Dx)

2 + (Dy)
2 + (Dz)

2
]
t2 + 2 [(P0x)(Dx) + (P0y)(Dy) + (P0z)(Dz)] t (D.24)

+(P0x)
2 + (P0y)

2 + (P0z)
2 −R2 = 0.

The above equation can be conveniently written as

at2 + bt+ c = 0, (D.25)

where,

a =
[
(Dx)

2 + (Dy)
2 + (Dz)

2
]
, (D.26)

b = 2 [(P0x)(Dx) + (P0y)(Dy) + (P0z)(Dz)] ,

c = (P0x)
2 + (P0y)

2 + (P0z)
2 −R2.
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We name this equation the mother equation. Solving this equation should give us the intersec-
tion point of the ray with that of the mirror. We have to define a physical condition to reject one
of the intersection points so as to leave us with only the intersection point with the mirror.

D.5.2 Final incident ray equation and mirror intersection values

In this section, we will derive the expressions for the incident ray taking in consideration the
direction vectors in a spherical polar coordinates and the resultant intersection points of the ray
with the mirror.

D.5.2.1 Mirror Intersection Points Expression

Taking in cosideration, the form of the direction vector in (D.21), we get for the equation of
ray:

P⃗ = P⃗0 + t ·
î
(sin θ cosϕ)x̂+ (sin θ sinϕ)ĵ + cos θk̂

ó
. (D.27)

Considering, P⃗ ≡ (x, y, z) and P⃗0 ≡ (x0, y0, z0), decomposing the above in components gives
us

x = x0 + t sin θ cosϕ, (D.28)

y = y0 + t sin θ sinϕ,

z = z0 + t cos θ.

So, from (D.26), we get

a = (sin θ cosϕ)2 + (sin θ sinϕ)2 + (cos θ)2, (D.29)

b = 2(x0 sin θ cosϕ+ y0 sin θ sinϕ+ z0 cos θ)

c = x20 + y20 + z20 −R2.

The solution to the equation at2 + bt+ c = 0, can be found out by the following formula

t =
−b±

√
b2 − 4ac

2a
. (D.30)

where we have to put the values of (D.29).

We have two values for t because there would be two values of intersection t1, t2 as shown in
the fig. D.20.
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Figure D.20: Intersection of a straight line with a sphere.

As such, we have to implement a Boolean condition to gaue which t is the suitable one for our
purpose. We accomplish that by asking if the intersection points lie within the aperture of the
mirror. After one of t is chosen, we can write the (x, y, z) coordinates by replacing it in the ray
equation. We choose the Boolean condition that the intersection point with the mirror should
be z > 0.

D.5.2.2 Normal at the point of Intersection

Let the intersection points be represented by P⃗c, then the normal at that point is given by

N⃗ =
P⃗c − O⃗

R
, (D.31)

where O⃗ is the centre of the spherical surface which is at (0, 0, 0) with our consideration, and
R is the radius of curvature (radius) of the mirror. Hence, the normal vector can be written as

N⃗ =
P⃗c
R

(D.32)

We can then write the normalised normal vector as

N̂ =
N⃗»

N2
x +N2

y +N2
z

. (D.33)

D.5.2.3 Reflected Ray Formula

Here we will describe the vector formula for the reflected ray with the help of the construction
in fig. D.21, where D⃗ is the direction vector for the incident ray, and R⃗ is the direction vector
for the reflected ray, and N⃗ is the normal at the point of intersection. We decompose the D⃗ into
a parallel and perpendicular component, D⃗n and D⃗p respectively, and do the same for R⃗ into
R⃗n and R⃗p.
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Figure D.21: Geometry of reflection. Here the vectors are written in latex code format

The parallel component of incident direction vector Dn can be written as a dot product with the
normal vector, with the direction given by the unit normal vector. Hence,

D⃗n = (D⃗ · N̂)N̂ . (D.34)

The perpendicular component D⃗p can be found by subtracting the parallel component from the
total vector as

D⃗p = D⃗ − D⃗n. (D.35)

The reflected direction vector can be written by reversing the direction of the parallel vector
D⃗n and adding it to the perpendicular component D⃗p which remains the same. So,

R⃗ = R⃗n + R⃗p, (D.36)

= −D⃗n + D⃗p,

= −(D⃗ · N̂)N̂ + D̂p using (D.34)

= −(D⃗ · N̂)N̂ + (D⃗ − (D⃗ · N̂)N̂) using (D.35)

R⃗ = D⃗ − 2(D⃗ · N̂)N̂ .

We can substitute in the above, the expressions for the incident direction vector (D.21), and the
normal vector (D.32).

Now, the reflected ray can be written as

R⃗r(t) = P⃗c + tR⃗. (D.37)
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Let a screen surface be parametrised by

z = tan(θin)y + h, (D.38)

where h is the distance from the origin, and θin is the inclination of the photon detector panel
with respect to the y-axis as shown in fig. D.22.

Figure D.22: Diagram to illustrate the process of reflection from the mirror, and subsequent
reflection and hit on the photon detector. The photon detector is in blue, the incident ray is in
yellow, and reflected ray is in red.

Now putting (D.38) in (D.37) (Rr(t) = z), and considering the point of intersection with the
mirror to be P⃗c = (Pcx, Pcy, Pcz), and the point of intersection with the photon detector to be
R⃗c ≡ (Rx, Ry, Rz) we get

Pcz + tRz = tan (θin)Pcy + h, (D.39)

so, t becomes

t =
tan (θin)Pcy + h− Pcz

Rz

. (D.40)

We can now find the point of intersection with the screen (Photon hits) by putting in the ray
formula

R⃗r(t) = P⃗c +

Å
tan (θin)Pcy + h− Pz

Rz

ã
R⃗, (D.41)

which will give three values for the coordinates. In reality, θin and h aren’t free parameters of
the model but fixed because of how the detector was constructed. As per the detector construc-
tion, the values are θin = 8◦, and h = 305 cm.

We extract the detector component dimensions from the engineering drawings in consultation
with the University of Trieste, COMPASS-AMBER group for the code.
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One can pose the question, why the Cherenkov cone and the mirror can be considered within
the same reference frame? Let us take help of the diagram D.23. Here, the blue hue is the
mirror screen, considered along the z-axis for the simulation. Consider a particle track from
point B that emits a cherenkov photon at point A with a cherenkov angle θc. We can see that
the polar angle of the particle track is θ. We can extend the the cherenkov ray backwards to
meet the z=0 line segment.

Figure D.23: Diagram to see the cherenkov photon ray angle

Here ∠ABC =
π

2
+ θ.

So, ∠ACB = π −
(π
2
+ θ
)
− θc =

π

2
− θ − θc.

Hence, ∠ACD =
π

2
−
(π
2
− θ − θc

)
= θ + θc.

As is evident from the above construction, if we consider a particle track from point B, and the
cherenkov emission point to be A; the polar angle of the particle track can be considered in the
same reference frame of the mirror, and the photon ray after emission can be considered with
respect to the mirror frame by just considering θ + θc, where θ and θc, are the polar angle with
respect to the polar axis (z-axis).

Based on this, a c++ code was written with the following input parameters:

1. Particle Track Origin Parameters:

(a) x0: X-coordinate of the origin of the track

(b) y0: Y-coordinate of the origin of the track

(c) z0: Z-coordinate of the origin of the track

(d) θdeg: Incident particle track theta angle in degrees
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(e) ϕdeg: Incident particle track phi angle in degrees

(f) θcherenkovdeg : Cherenkov angle in degrees

2. Mirror Dimensions Parameters:

(a) radiusmirror: Radius of curvature of the mirror

(b) θmaxdeg : Maximum polar angle of mirror’s aperture in degrees for x projection
only.

3. Photon Detector (PD) Dimensions:

(a) xscreenmin
: Minimum X-coordinate of the PD

(b) xscreenmax: Maximum X-coordinate of the PD

(c) yscreenmin
: Minimum Y-coordinate of the PD

(d) yscreenmax: Maximum Y-coordinate of the PD

(e) zscreen: Z-coordinate intercept of the PD

(f) θin: Inclination of the PD with respect to the vertical axis

In practise, the only input variables are the 1. a)-f). The parameters in 2. and 3. are fixed by
the detector construction dimensions.

Based on the above parameters, figures D.24, and D.25 show one typical example for the fol-
lowing parametrisation:

1. Particle Track Origin Parameters:

(a) x0: 120 cm

(b) y0: 40 cm

(c) z0: 380 cm

(d) θdeg: 0.08◦

(e) ϕdeg: 10◦

(f) θcherenkovdeg : 1.5◦

2. Mirror Dimensions Parameters:

(a) radiusmirror: 660 cm

(b) θmaxdeg : 30◦

3. Photon Detector (PD) Dimensions:

(a) xscreenmin
: -288 cm

(b) xscreenmax: 288 cm

(c) yscreenmin
: -22.6 cm
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(d) yscreenmax: 92.6 cm

(e) zscreen: 305 cm

(f) θin: 8◦

Figure D.24: Representation of the beta reconstruction simulation code using ROOT classes.
The graphics has been rendered in OpenGL GUI. The emitted Cherenkov cone, and the re-
flected ones are shown in magenta. The mirror is in blue, and the Photon Detector is in red.
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Figure D.25: Representation of the beta reconstruction simulation code using ROOT classes.
The graphics has been rendered in OpenGL GUI. The Cherenkov cone is shown in green, and
the extrapolated track position to give us the centre of the ring is shown in cyan.
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raclough, et al. Ørsted initial field
model. Geophysical Research Letters,
27(22):3607–3610, 2000.

[229] Domenico Pacini. La radiazione penetrante
alla superficie ed in seno alle acque. Il
Nuovo Cimento (1911-1923), 3(1):93–100,
1912.

[230] AD Panov, Jr H Adams, HS Ahn, GL Bash-
inzhagyan, JW Watts, JP Wefel, J Wu,
O Ganel, TG Guzik, VI Zatsepin, et al. En-
ergy spectra of abundant nuclei of primary
cosmic rays from the data of atic-2 experi-
ment: Final results. Bulletin of the Russian
Academy of Sciences: Physics, 73:564–567,
2009.

[231] AD Panov, NV Sokolskaya, JH Adams Jr,
HS Ahn, GL Bashindzhagyan, KE Batkov,
J Chang, M Christl, AR Fazely, O Ganel,
et al. Relative abundances of cosmic ray
nuclei bcno in the energy region from 10
gev/n to 300 gev/n. results from atic-2
(the science flight of atic). arXiv preprint
arXiv:0707.4415, 2007.

[232] En N Parker. The passage of ener-
getic charged particles through interplane-
tary space. Planetary and Space Science,
13(1):9–49, 1965.

[233] Claudia Patrignani, K Agashe, G Aielli,
C Amsler, M Antonelli, DM Asner, H Baer,

Sw Banerjee, RM Barnett, T Basaglia, et al.
Review of particle physics. 2016.

[234] R Pereira, AMS Rich Collaboration, et al.
The ams-02 rich detector: Performance dur-
ing ground-based data taking at cern. Nu-
clear Instruments and Methods in Physics
Research Section A: Accelerators, Spec-
trometers, Detectors and Associated Equip-
ment, 639(1):37–41, 2011.

[235] Maxim Perelstein and Andrew Spray. In-
direct detection of little higgs dark matter.
Physical Review D, 75(8):083519, 2007.

[236] Daniel James Phalen. Searches for dark
matter. University of Michigan, 2010.

[237] Stefano Profumo, Lorenzo Ubaldi, and Car-
roll Wainwright. Singlet scalar dark matter:
monochromatic gamma rays and metastable
vacua. Physical Review D, 82(12):123514,
2010.
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