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Abstract

Nowadays, the apparent promise of Big Data is that of being able to understand
in real-time people’s behavior in their daily lives. However, as big as these data
are, many useful variables describing the person’s context (e.g., where she is, with
whom she is, what she is doing, and her feelings and emotions) are still unavailable.
Therefore, people are, at best, thinly described. A former solution is to collect Big
Thick Data via blending techniques, combining sensor data sources with high-quality
ethnographic data, to generate a dense representation of the person’s context. As
attractive as the proposal is, the approach is difficult to integrate into research
paradigms dealing with Big Data, given the high cost of data collection, integration,
and the expertise needed to manage them.

Starting from a quantified approach to Big Thick Data, based on the notion of
situational context, this thesis proposes a methodology, to design, collect, and
prepare reliable and valid quantified Big Thick Data for the purposes of their
reuse. Furthermore, the methodology is supported by a set of services to foster its
replicability.

The methodology has been applied in 4 case studies involving many domain
experts and 10,000+ participants from 10 countries. The diverse applications
of the methodology and the reuse of the data for multiple applications demonstrate
its inner validity and reliability.
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List Acronym and Definitions

Annotation . . . . It is a label associated with data coming from sensors to
enrich their content and facilitate their design, validation,
and interaction with the user. They are typical of Human
Activity Recognition (HAR) approaches and are usually
produced by experts who annotate sensor databases. One of
the main contributions of this thesis is to extend the notion
of annotation, integrating it with the sociological one of Time
Diaries, ultimately favoring the in-the-wild labeling of sensors
produced directly by the user (the leading expert of her own
context).

Big Data . . . . . Generally, it refers to datasets that are too large or complex to
handle with traditional approaches and software. In our case,
the meaning of Big Data refers to all that data currently pro-
duced that surrounds the person, starting from the streams of
social media information (from posts to photos to messages),
passing through the whole of sensors to observe and measure
human behavior (e.g., smartphone GPS) up to data from
phone applications, streaming and e-commerce platforms and
much more. With Bornakke, the main argument of this thesis
is that these data do not allow us to fully recognize the person
as immersed in his context, both due to their poor quality and
because they do not consider some salient aspects to which,
as people (and as social scientists) we are used to taking into
consideration, that is, all the Thick characteristics that allow
us to understand the meanings of our context.

BPMN . . . . . . . Business Process Model and Notation (BPMN) is a graph
that describes processes (similar to the activity diagram)
designed to be intuitive and facilitate the management of
business processes and their understanding even by non-
experts. Therefore, it is useful for the purpose of this thesis,
as it is designed to facilitate a broad and interdisciplinary
audience in the execution of the methodology and in the use
of the services. BPMN is made up of several elements, briefly
described here for the reader (for an extended discussion see
[1] or the relevant Wikipedia page). In particular, the BPMN
is composed of:

xiii



xiv List Acronym and Definitions

• Flow objects, namely Events (◯), which denotes some-
thing that happens (for example, the beginning or end of
an activity or process); Activities (◻), which describes
the action or work that needs to be done; and Gateways
(◇), which indicate whether the process path forks or
merges.

• Connecting objects (Ð→), namely Sequence flow, or a
solid line with an arrow that describes the order in which
the actions are performed; Message flow, i.e. a dotted
line with an arrow that describes the communications
between different swim lanes; and Association, a dotted
line that describes the relationships between artifacts
and activities

• Swim lanes (=), namely Pool, a solid rectangle that
contains all the activities of an organization and can
be composed of one or more Lane(s) that organizes the
activities according to a function or role.

• Artifacts, which add information to make the BPMN
more readable, for example by indicating whether data,
documents or external objects (e.g., a data storage unit)
relevant to the process are included.

Context . . . . . . It is everything that surrounds the person in her daily life
and can be represented from the person’s point of view
and other sources of information. In this thesis, we start
from the assumption that the person is the best expert
of their own context as they are immersed in it and can
describe it. Starting from any time and space, the person can
generally say where she was, what she was doing, who she
was with, and how she felt. However, it is also possible to
enrich the context information through other sources, such as
sensors and databases relevant to the observed situation. The
interaction between these two sources of information over
time defines the person’s situational context. It is understood
here as a way to generate Big Thick Data quantitatively.

Cross-sectional S. Cross-sectional survey is a type of observational study that
collects data from a population, or a representative subset, at
a specific point in time. Usually, these studies are based
on questionnaires and aim at the generalizability of the
observations to an entire population.

ESM . . . . . . . . The experience sampling method (ESM), also referred to as
a daily diary method or ecological momentary assessment



List Acronym and Definitions xv

(EMA), is an intensive longitudinal research methodology. It
is based on stimuli, like questions and psychometric scales,
asking participants about their thoughts, feelings, behaviors,
and environment on multiple occasions over time. Unlike
cross-sectional or longitudinal investigations, the ESM ap-
proach allows us to observe the person’s behaviors in progress
(e.g., at what moments of the day a person experiences a
particular emotion or how a therapy proceeds) and with
greater granularity, as they are based on everyday life. Con-
trary to our approach, ESM does not consider the data
coming from the sensors (except for GPS) and the possible
interactions with them. For this reason, the ESM approach
does not consider multiple aspects of daily life and how these
interact with the person, nor does it have the possibility of
lasting over time due to the high number of stimuli that
should be used, increasing the respondent burden. Since
ESM is only one of the possible data collection approaches,
the methodology refers to the surveys with the broader term
"intensive longitudinal survey".

Experiment . . . . An experiment is a study involving two groups to which the
participants are randomly assigned, and there is an active
manipulation of the input variable (also called independent
variable or "feature" in machine learning fields). A similar
form known in the field of user experience is A/B testing,
which consists of an experiment that usually involves two
variants or more (A and B) of the same variable (e.g., two
different versions of the same webpage) to determine which
of the variants is more effective. In this case, the random
assignment of the participants to one of the groups is not
considered; that’s why they can also be defined as quasi-
experiments. If the experiment is conducted in a controlled
environment, it is called a laboratory experiment, while in
real-life settings, it is called a field experiment. Since the
experiment is only one possible approach, we prefer to refer
to data collection research with the broader term "study".

GDPR . . . . . . . Regulation (EU) 2016/679 of the European Parliament and
of the Council of 27 April 2016 on the protection of natural
persons concerning the processing of personal data and on
the free movement of such data, and repealing Directive
95/46/EC (General Data Protection Regulation).

HAR . . . . . . . . Human Activity Recognition

HITL . . . . . . . . Human In The Loop
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iLog . . . . . . . . . iLog is an application developed by the KnowDive group at
the Department of Information Engineering and Computer
Science of the University of Trento. It is designed to collect
data for research purposes. With the user’s consent, iLog
collects data from the smartphone’s internal sensors and
sends context-sensitive questions. The final goal is to study
the users’ habits, allowing them to react accordingly with
personalized services and generating research datasets for
further studies.

Intensive L. S. . . An Intensive longitudinal survey involves repeated measure-
ments (e.g., daily questions) taken on individuals, encompass-
ing all types of data collection methodologies, such as Time
Diary and experience sampling studies (ESM).

KG . . . . . . . . . Knowledge Graph

Longitudinal S. . Longitudinal survey consists of cross-sectional surveys ad-
ministered several times over a period (months or years) to
the same set of individuals, aiming to observe changes in
behavior, opinions, or attitudes.

Sensors . . . . . . . A sensor is any device that autonomously detects a physical
phenomenon and returns a signal as output. In our case,
we strictly refer to all the sensors surrounding a person’s
daily life and relationship with the environment. Therefore,
the prominent examples of sensors are all those relating
to the smartphone (and collected by iLog), as it is the
ubiquitous device par excellence. These sensors allow you to
observe physical phenomena such as movement (e.g., GPS, ac-
celerometer), atmospheric and environmental conditions (e.g.,
temperature), but also the person’s relationship with their
device (e.g., number and type of applications used, screen
touch events). Other devices can be included, considering
smartwatches and biometric information (e.g., heartbeat)
and extending to the IOT field, such as all home automation
sensors. The combination with annotations from intensive
longitudinal surveys is what, according to our thesis, enables
the generation of quantitative Big Thick Data.

Study . . . . . . . . It is any research that involves the design, collection, manage-
ment, and analysis of data, which, in our case, is data about
the person in their daily life. A study can be exemplified in
different methodological approaches, from the experiment to
the intensive longitudinal survey. It can be based on various
stimuli, from questionnaires to daily diaries, be conducted
with different tools (online questionnaire platforms, iLog),
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and include a variety of data, from those of direct interaction
with the person (e.g., answers to questions) to those coming
from sensors. Given the interdisciplinarity of the concept of
Big Thick Data and context and the reconfigurability of iLog,
in this thesis, the term "study" is preferred where it does not
refer to particular methodologies or their components.

Survey (S.) . . . . It is a method of gathering information from a group of
individuals by asking them questions. For this reason, surveys
are often associated with the survey instrument, i.e., the
questionnaire. In our case, we refer to the survey as the
classic studies conducted in the social sciences, as opposed to
the studies proposed in this thesis, which include a variety of
approaches and measures.

Time Diary . . . . Like ESM, Time Diary is an approach that is part of the daily
diary methods. It was specifically designed to understand
a person’s (or family’s) daily activities, considering aspects
such as where they are, what they are doing, and who they
are with during the day. It is a particularly relevant approach
for understanding citizens’ habits and the problems they
face every day. For this reason, it is used by social research
institutes such as EUROSTAT and ISTAT in Europe and Italy.
In our case, the HETUS standard (ATUS in the American
case) is applied to ask daily questions on the main aspects of
the person’s context.
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All in all, it was all just bricks in the wall

— Pink Floyd Another Brick in the Wall, Part 3

1
Introduction: on the concept of Big Thick

Data

We live in the age of ubiquity, where thousands of devices track aspects of our
daily lives. Fixed cameras in shopping centres observe the passing of customers;
vacuum cleaners build a map of our homes; smartphones observe us spending hours
between different applications or chatting with our friends and colleagues; and
smartwatches collect biometric details on our heartbeat. All these technologies
generate an abundance of data flows which, due to their volume, speed and variety,
have been defined as Big Data [2].

Yet, despite the abundance of information, many technologies fail to recognize
a person’s context, which is fundamental to their correct functioning. Without
learning the personal point of view on the activities a person does, where they are,
with whom they are, and their feelings at different times, devices cannot provide
the information and personalized assistance people need. Supermarket cameras
tell us a lot about the flow of people present and help prevent theft, but they do
not recognize individual people’s tastes and shopping preferences. Smartphones
follow us everywhere in our everyday lives, but they learn little about all those
complex interactions with the environment outside the device or when it is not
present. Smartwatches give us metrics on our heartbeat, but they know little about
our feelings and emotions, often providing us only with an aggregate of data that
identifies our level of "stress" (for an extended discussion on the recognition of self
in the person, informatics see [3]).

In other words, as rich as these data collections are, many useful variables are often
unavailable. Therefore, people are "at best, thinly described" [4]. Indeed, despite the
impressive size of some Big Data datasets, they often extend over a few variables,

1



2 1. Introduction: on the concept of Big Thick Data

usually sensor data, making it impossible to recognize complex aspects of human
behaviour. In other words, the granularity of the sensor data is essential but not
enough to represent people’s context. The lack of essential variables makes the data
poorly reusable outside its context, or, as [5] would say, "data are often used ’out
of context,’ which decrease the ’meaning and value’". This is true in applications
and research, where technologies are often developed under controlled settings, and
participants are instructed to perform a predefined set of activities. Systems and
technologies trained in this way often have poor implementation in the wild, where
the human behavioural context varies in different environments.

Indeed, according to these assumptions, [6] propose a context-aware model to
recognize people’s physical activities. Based on a dataset with annotations of the
activities carried out by participants (see ExtraSensory dataset [7]), such as doing
exercises, watching TV, etc., and the locations in which they are located, the authors
identify a series of patterns of activities via sensors, such as the accelerometer,
validated in the personal context thus obtaining fifteen different context-aware
activities. This approach has great potential, especially in the long term, where,
once the person’s complex activities have been learned, it will no longer be necessary
to involve them by requesting feedback and notes. However, it is well known that
social and personal contexts substantially impact our physical actions. The same
activity can be conducted differently if you are in the presence of other people or
depending on your mood. For example, on an evening at home with friends, a
person could sit in the same place (perhaps with the TV on), but the main activity
would be communicating with her guests. Similarly, our sports performances vary
depending on our psycho-physical state of health: even if the accelerometer detects
a different speed of our movements (so much so that we mistake them for a walk
rather than a run), if we are in a bad mood or we have a cold, from our point of
view we will still be doing physical exercise.

In the social sciences, the personal and emotional aspect of the context is explored
more deeply. For example, a study by Pe and colleagues [8] investigated how people
remember positive and negative stimuli using daily questionnaires on their well-
being (assessed with an affective n-back task). The study shows how remembering
more positive information helps to maintain and further enhance positive thoughts
and emotions, influencing the person’s general well-being. Clearly, this approach
highlights how the aspects concerning the perception of self are fundamental for
an accurate understanding of the personal context but not being framed in a more
complex and sensorial notion of the context, also based on machine learning (as in
the study presented previously), is challenging to scale to studies and applications
that are considered long-lasting. Furthermore, neither this study nor the previous
one considers the environmental aspects of the context: what happens to our
activities and our mood when we are in a completely different location than usual?
For example, when we are on holiday or when we change cities for work. In other
words, how we relate to the environmental context and its stimuli.
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Many studies deal with the environmental context by involving the person in
observing himself, many of which can be attributed to the Citizen Science approach
[9]. In this approach, people (citizens) actively monitor environmental events around
them, from the migration of birds (see, e.g., [10] to the classification of plants and
animals (see, e.g. [11]). Although these approaches have the positive aspect of
exploring the environmental context in detail, they are not interested in deepening
the relationship this has with the person, although, even in this case, there would
be positive aspects. For example, a person who lives in the place under observation,
who carries out many activities there and is interested in, will usually be able to
provide reliable and quality information, unlike a tourist.

In summary, a detailed observation of the person’s context (considering the activities
that a person does, where they are, with whom they are, and their feelings) favours a
more complex approach to human behaviour, facilitating the creation of complex and
human-aware applications and facilitating wider reuse of the information collected.
This thesis follows this intuition, articulating it in the concepts of Big Thick Data
and Situational Context, as described in the following sections.

Before proceeding with the discussion, it is helpful to focus on a further aspect.
Whether we consider the activities, the personal aspects, or the environment, all
these approaches have in common the use of annotations, i.e. a direct interaction
with the participant. The lack of such annotations and essential information is a
cross-domain problem, often solved via post-hoc annotation or blending. For example,
in the Human Activity Recognition (HAR) field, they call it the problem of the
user diversity and transfer learning [12], i.e., transfer of knowledge from an existing
domain into a new domain, which is mainly done via human annotation. Similar
to HAR, in Human-In-The-Loop approaches1, “annotating data is a complex but
crucial task” [13]. At the same time, in context recognition, a dataset that integrates
human feedback is needed to validate algorithms in the wild [14]. That’s also why
the health domain traditionally bases its observations on subjective reporting,
sometimes through daily diary methods [7]. Adding annotations can be seen as
part of blending techniques aimed at integrating datasets from different sources to
obtain thick data descriptions, also called Big Thick Data [15], as described in the
next section.

1.1 Big Thick Data
Figure 1.12 shows the Cartesian plane on which all the data and data sources
referring to the person are plotted. The plane is split into two opposite couples:

1Human-in-the-loop are technical approaches that involve humans in every decision made by
the system, even though this is often neither possible nor desirable due to the user burden. Similar
to these approaches are Human-in-control. Some systems have built-in levels of human supervision.
For example, in a military AI application/technology, the human operator may have the final say
in activating system actions/implementation of system decisions.

2Adapted from [15, 16]
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Thin and Thick and Extensive and Small. Big-Thin data sources are in the top left
corner of the coordinate system, characterized by their extensive numbers but lack of
contextual depth. Examples include datasets generated from sensors, such as GPS
location data, which are abundant but do not represent the person’s perspective.
To stress this concept, considering another distinction between space and place can
be helpful. The seminal work of [17] proposed the distinction and is often used
by geographers and urban sociologists. Space is the set of physical objects that
surround us, like a street or a building, and so on, while place refers to how people
perceive the space, the feeling that they associate with that particular street or
building, and the experiences they lived in. Without people, space doesn’t have
any substantial meaning. Now, the question is: how do we recognize the place?

Figure 1.1: Big Thick Data

Through "thick3 data" (i.e. the opposite end of the spectrum) which are collected
through typical social science approaches and tools, namely participant observation
and ethnography, interviews, questionnaires (listed from the thickest to the thinnest).

The "Big-Thick Blending" concept focuses explicitly on integrating ethnographically
collected thick observational data. This blending approach combines the extensive
reach of big data with the contextual richness of thick data, providing a more
holistic and nuanced understanding of human behaviour and interactions.

The problem with these techniques is that adding annotations is time-consuming
and, ultimately, as observed by [7], the richer annotation comes from the person’s
point of view. On the other hand, with the increase in the dataset’s quality (i.e.,
specificity), blending can only be done by domain experts, namely, by a person
who can understand in detail the context in which the data are collected. In other
words, domain-specific datasets are essential but hardly bendable, i.e., reusable.

3The term "Thick" comes from the seminal work of Clifford Geertz [18] that focused on dense,
detailed collection and analysis of the context in which human behaviour occurs
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1.2 The context notion for quantifying Big Thick
Data

To account for the quantification problem, the thesis aim to develop a novel
methodology, considering a quantitative approach to Big Thick Data that integrates
both the detection aspect of Thin data (i.e. sensors) and the aspect of Thick data
(i.e. annotations). Therefore, we rely on a comprehensive formal model that captures
and analyzes diverse facets of human experiences, emphasizing the representation of
situational contexts, life sequences, and habits. According to [19, 20] the Personal
context C can be defined as a 4-tuple (see also Figure 1.2

C(t) = ⟨WHERE(t), WHAT (t), WHOM(t), WITHIN(t)⟩

where: WHERE, the spatial context, defines the place where the person is, WHAT,
the event context, defines the activities that the person is involved in, WHOM, the
social context, defines the other people with which the person is, WITHIN, and the
internal context, defines the internal (mental and/or physical) state of the person.
In the equation above, the parameter t is an instant in time, meaning that the goal
is to collect information continuously, in time. The sequence of moments t when
information is collected, in terms of user-provided information and sensor data, is
called the TIME context.

Figure 1.2: An informal representation of context

Each context other than time context can be modelled as a Knowledge Graph (KG)
[19–22], namely as a set of Relation, Subject, and Object R(S,O) triples, where the
Subject is, typically, the person.

Examples of such triples are In (Person, Home) and With (Person, Friend), Near
(Location1, Object1), where Person is the person providing the information through
her smartphone.

In other words, personal context is everything represented from the person’s point
of view, whether directly experienced and noted or collected through other sources.
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In this sense, a second concept helps us, which is that of Reference context, which
constitutes everything external to the person but can still be recognized within the
context.

1.2.1 Situational Context and Life Sequences
The concept of a situational context serves as a foundational building block,
encapsulating real-world scenarios through the lens of an individual, referred to as
"me". The text outlines a life sequence, denoted as S(me), constituting a set of
situational contexts delineating specific time frames. Within each situational context,
denoted as Ci(me), crucial information is encapsulated, including the spatial and
temporal aspects of the location, various events unfolding, and a spectrum of entities
participating in the given scenario.

Indeed, all the triples mentioned above are annotated with timestamps. Triples with
the same timestamp belong to the same context KG. This allows us to integrate
the KGs of the single contexts into a more extensive timeline KG. Typically, a
user-reported annotation allows the generation of one of these triples. However,
these triples are also annotated by sensory information, which can also constitute
approximate ground truth for the triple itself. For instance, the first triple could be
annotated by GPS, and the third by GPS and Proximity information.

Therefore, it is possible to recognize recurring activities systematically, each
annotated with its frequency. In this sense, the model can categorize a relevant
aspect of human behaviour, namely habits [22, 23] observed into spatial, temporal,
social, material, and action habits, offering a nuanced perspective on the various
dimensions of repetitive behaviours over time. The structured categorization of
habits enhances the model’s adaptability to a broad spectrum of human activities
and routines.

1.2.2 Similar notions
Various context notions have been proposed in the past; see, e.g., [24, 25]. Similarly
to this earlier work, the schema of KGs is modelled as an ontology [19, 21, 22,
26]. However, the strength of the situational context perspective relies on the fact
that the person is not asked to annotate some specific sensor value but, instead, to
describe her subjective understanding of the current situation. This means that
the main components of the context are always annotated and that these can be
integrated or extended through the observations of the sensors and further data -
both collected in the dataset and from other sources.

In summary, the formal model presented in the text provides a sophisticated and
adaptable framework for representing and dissecting the multifaceted nature of
human experiences and behaviours. By seamlessly integrating situational contexts,
life sequences, and habits within the structured confines of a KG, this model
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emerges as a powerful tool for researchers and analysts seeking a comprehensive
understanding of individual everyday life.

1.3 Populating Big Thick Data as a stream of
situational contexts

If it is possible to frame Big Thick Data as a stream of Situational Context, the
approach is still far from being operational. To be applied and validated, the idea
needs a theoretical framework of reference, which makes it possible to define metrics
and data collection methods that populate the different areas of the context. This
presents several challenges leading to the definition of a new methodology for the
design, collection, management, and sharing of valid and reliable Big Thick Data.
The next sections focus on (i) the validity and reliability of the data, considering
relevant aspects such as (ii) the theoretical framework, measurement methods and
cultural context, taking into account (iii) ethical and privacy issues, but also (iv)
how to manage the data collected, and their (v) validation through reuse.

1.3.1 Validity and reliability
The process of observing and measuring aspects of the world involves the identi-
fication of suitable instruments and methods which should be valid and realiable
[27]. To further explore these concepts, le us consider the example of determining a
person’s location, which can be measured through GPS coordinates, direct questions
posed to the person (e.g., "Where are you?"), or leveraging information from the
person’s smartphone connectivity.

Validity pertains to the accuracy of a measurement in capturing the intended aspect
of the real world. In the context of location observation, if the goal is to pinpoint a
physical space, GPS coordinates would be considered valid. However, if the objective
is to understand the qualitative aspects of the place, such as its characteristics or
activities, GPS alone might lack validity. Other methods, like direct questioning,
may be more appropriate for capturing these nuanced aspects. In other words, the
choice of measurement method should align with the specific observation goals.

Reliability focuses on the consistency and reproducibility of a measurement over
time. Considering GPS coordinates, the reliability is associated with the accuracy of
the measurement. High accuracy implies consistent latitude and longitude readings
when a person is at the same point in space. In contrast, unreliable measurements
may exhibit variability even when the person is in the exact location 4.

4The notion of systematic and random errors [28] is relevant to understanding reliability.
Systematic errors consistently affect measurements by the same amount, while random errors
introduce unpredictable slight variations.In other words, systematic errors are consistent across
measurements and can be mitigated with standardized and careful procedures (e.g., use a weareable
sensor to measure the location instead of the smartphone GPS). On the other hand, random errors
introduce unpredictability, often stemming from uncontrollable factors during measurement.
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In a nusthell, both validity and reliability are intricately linked to the purpose of
the observation. The choice of measurement method should align with the specific
goals and context of the observation. Different purposes may require different
measurement approaches to ensure the meaningful capture of the intended aspects
of reality.

1.3.2 Frameworks, measurements, and cultural context
The validity of an observation strongly depends on the reference framework, the
objectives with which the data collection is conducted, and the cultural.

The notion of Big Thick data is inerently interdisciplinar, since the themes of a
study that includes the self in a person’s daily life can be among the most diverse,
ranging from the individual experience during specific events to habits and routines
in daily life, to the observation and cataloguing of external events. A computer
scientist focusing on Personal Informatics and Machine Learning may be interested
in levaring sensor data to produce accurate measurment of physycal behavior, while
a psychologist would focus on the personal interpretation of the same behavior,
and a sociologist would draw conclusion on how the behavior is shared within a
group of people. Depending on the approach, the data collected could be valid
and reliable according to one discipline but not so in another. The social scientist
interested in knowing the locations visited by a person during her daily life needs to
take observations in the wild and consider contextual information, such as the type
of place visited or the reasons for visiting it. At the same time, GPS coordinates
collected with reasonable accuracy (e.g., 50 meters) and a low frequency (e.g. once
every 10 minutes) will be more than sufficient to reach the study objectives. On
the other hand, the computer scientist focused on activity recognition needs high
GPS accuracy and frequency, and a small and controlled study setting will be ideal
to ensure greater validity of the results.

In addition, the cultural context, the people involved, and the measurement tools
influence the results. A location may be called by different names or in different
languages and be visited by multiple people with various aptitudes and abilities. A
visit of the same duration to the same place, for example, a Buddhist monastery,
can convey different activities and meanings if the visitor is a monk, a follower, or a
visiting foreigner, producing different results for the observer. Furthermore, not all
the observed people may be accustomed to using the same measuring instruments,
just as not all measuring instruments are suitable for collecting valuable information
for observations. For example, an elderly person unfamiliar with the use of a
smartphone will have more difficulty configuring the GPS. At the same time,
there are few applications capable of collecting the data necessary for investigation
purposes.
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1.3.3 Ethics and privacy issues
Big Thick Data is primarily data from and about the person. Therefore, their
collection and use can have a personal and social impact, both positive and negative.
Pervasive data collection can affect people’s behaviour or subject them to unexpected
stimuli, and the same data could lend itself to malicious use. For these reasons,
Big Thick Data is strictly connected to ethical reflections and procedures aimed at
protecting privacy and security, which must accompany all aspects of the process,
from the purpose with which they are collected to their preparation and sharing.

1.3.4 Data preparation
The raw data collected about a person is never ready-to-use but must be cleaned and
quality checked. This is not only for practical reasons of facilitating analyses and for
the production of scientific literature but also ethical reasons, as incorrect or poor-
quality data affect the validity of the conclusions reached, and poor management can
lead to some data loss. For this reason, data management is particularly important,
as are the security measures adopted during their processing.

1.3.5 Validation through reuse
Ultimately, the validity of the data is verified through approval from a scientific
community or application in real-world scenarios. As we have seen, Big Thick Data
is highly interdisciplinary and multicultural. Furthermore, given their abundance,
they cannot be validated in the course of a single publication or a single application.
For this reason, their distribution is necessary to facilitate their interdisciplinary
and multicultural reuse, thus encouraging the proliferation of validations in the
different scientific communities.

1.4 Towards a methodology for valid and reliable
Big Thick data

Despite the abundance of data about people, the absence of fundamental variables
makes their thick representation impossible. By considering the person’s point of
view on their context, it is possible to generate meaningful information fostering
advanced research and new applications. However, as attractive as these statements
are in theory, they require their scientific and interdisciplinary operationalization
and validation and there is currently no end-to-end methodology capable of handling
Big Thick Data. Therefore, a method is needed to put theory into practice.

The main contribution of this thesis is a methodology and a set of supporting tools
for designing, collecting, managing and distributing ethics and privacy-aware, valid
and reliable Big Thick Data quantified through the Situational Context notion.
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Chapter 2 shows how different disciplines can contribute to the definition of the
methodology, considering aspects of study design in compliance with ethics and
privacy, data collection, preparation, and reuse. Furthermore, it considers available
platforms and tools enable the replication of the methodology phases.

Chapter 3 describes the iLog Methodology for designing, collecting, and distribut-
ing the Big Thick Data in an ethical and privacy-compliant way. The methodology
is inherently interdisciplinary, therefore flanked by a set of support services and
materials to encourage its widest reuse by practitioners with different expertise.

Chapter 4 and 5 show how the methodology has been applied to collect Big Thick
Data for different purposes and that it has been reused by researchers from different
scientific communities. On the other hand, Chapter 6 and 7 highlight the reuse
of services and support materials connected to the methodology, as well as their
validation provided by a panel of interdisciplinary experts.

Finally, Chapter 8 draws the final reflections on the methodology, the reliability
and validity of the data collected, highlighting its limitations and future steps.

About the WeNet Project
Before proceeding with the dissertation, it is important to underline how the
methodology was developed within the broader framework of a Research Infrastruc-
ture, one of the most innovative products of the WeNet Horizon 2020 Project [29].
The methodology, the services connected to it, and its validation are, therefore,
the result of an extensive collaboration with the consortium members, within
which the writer participated in various work packages with different tasks. In
particular, the writer collaborated in WP1, contributing to the pilots’ design and
operationalization [30]. Secondly, he collaborated in the implementation of the
questionnaires, in the coordination of Diversity 1 (see Chapter 4) and 2 surveys,
and in the preparation of time diaries and questionnaires data, contributing to
the drafting of the deliverables [31, 32] of WP7 and drafting the materials in the
Appendices A, C. He also participated in the design of the Research Infrastructure
and the LivePeople Catalog, coordinating the deliverable [33] in collaboration with
WP6 and following the legal aspects of copyright culminating in the materials
in the Appendices B.6, D, and E. Finally, he collaborated with WP9 and WP11,
contributing to the definition of the anonymization procedures and preparation of
the data and materials reported in the Appendices B and in the deliverable [34,
35]. In a nutshell, the writer unique contribution are the conceptualization of Big
Thick Data as Situational Context, the aligning of social science methodologies to
the iLog procedures, the creation of protocols and services and their evaluation.
On the other hand, the research idea underlying the Diversity 1 pilots and the
first operationalizations of the context through time diaries are to be attributed
to Bison and Giunchiglia (see, e.g., [36]). The development, implementation, and
maintenance of iLog and its execution in data collections, the preparation of sensor
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data, and the development of the Catalog in JKAN must be attributed to the
fundamental support of the KnowDive group of the University of Trento.
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When discussing methodologies, the study’s replicability and the data’s repro-
ducibility are the first aspects to consider. A study is considered replicable when
different researchers, by repeating the same procedures, are able to obtain the same
results. Reproducibility is part of replicability and has to do with the possibility of
examining the analysis of a given set of data. It is now known that various scientific
disciplines are affected by the so-called "replication crisis" [37]. Although observed
in the medical and psychological fields, the replicability crisis involves all disciplines,
not least AI [38], where the lack of accuracy in validating the reliability of the
data, the difficulties in explaining the algorithms and the possibility of playing
with multiple parameters of machine learning have raised several concerns that AI
“is driving a deluge of unreliable or useless research” [39]. On the other hand, a
famous article published in 2016 [40] (see also [41]) shows how poor methods in
data management have led to a situation in which 1,500+ researchers, more than
70% of researchers have failed to reproduce another scientist’s experimental results,
and more than 50% have failed to reproduce their own experiments. From our
point of view, this problem has to do with the research field social dynamics (e.g.,
the publish or perish problem), which are outside the scope of this thesis, but also
with the lack of supporting materials that could guide practitioners through the
research process. This often requires interdisciplinary skills (in design, ethics, and
the implementation of tools and instruments for data collection and management),
which are difficult to achieve, mainly by individual researchers or small research
groups. This latter aspect is fundamental for our thesis, which aims not only to
provide a theoretical framework and guidelines but also the tools to put them into
practice, facilitating the reproducibility of the studies and the replicability of the
results.

Having said so, collecting Big Thick Data, namely involving people in research,
adds a considerable complexity that can affect the replicability and reproducibility
of the results. In fact, as highlighted in the introduction, while conducting a study
it can occur both systematic and accidental errors [27, 28], which concern all phases
of the investigation process: from the operationalization of constructs (i.e., moving
from a theoretical concept to an empirical and measurable one), to the definition of
investigation tools, such as questions and observations, to the reliability of people’s
verbal behaviour, up to privacy and data management [42]. Furthermore, given
that Big Thick Data is eminently interdisciplinary, as is the methodology, there is a
particular problem in making the data usable by different scientific communities
and making the methodology executable by different types of experts.

Luckily, these problems have already been partially addressed within the social
sciences. There is a plethora of handbooks that deal with methodology, in general,
[27, 43, 44], and research design [45], which consider privacy [46], or provides
guidelines on how to interact with people by asking structured questions and
providing stimuli [47]. Other handbooks consider the possible errors that may occur
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during survey [28, 48], and even deal with data management and their dissemination
for secondary analysis purposes [42].

In general, the different handbooks agree in identifying five phases for conducting a
study about people, namely:

1. Design: this phase includes all aspects concerning the creation of a study,
from the definition of the investigation topic to the structure and methods of
data collection, to the definition of the people to be involved and the methods
of involvement, up to the aspects concerning resources, timing and planning.

2. Ethics and Privacy: in this phase, all aspects that could entail an excessive
risk or burden for the survey participants are evaluated, both from a personal
point of view and from a procedural point of view regarding data management

3. Collection: this is the operational phase of the study, in which data collection
is carried out, covering both the active involvement of participants and the
collection technologies.

4. Preparation: this phase is often not considered in survey design manuals
(also because it is strongly dependent on the technologies used for data
collection), despite it being essential for assessing the quality of the data and
ensuring usability and analysis. It involves aspects such as data extraction
and cleansing, storage and documentation.

5. Distribution: this phase consists of making the data accessible to third
parties, through the use of catalogues, databases and publicizing the data and
results in scientific journals.

If it is true that the literature is extensive, it is also true that the advent of new
technologies for data collection and so called intensive longitudinal surveys (as
described below) has posed a new set of problems. For example, is asking about
personality on a synchronic scale (e.g., the Big Five [49]) the same as discovering
its traits in the diachrony of everyday life [50]? Does people’s verbal behavior have
the same level of reliability when reported at different points in time [51]? But also,
what role do data coming from sensors have (see e.g., [52])? Is it possible to use
sensor data to discover characteristics of human behavior?

Some of these answers are found in new research and emerging handbooks, such as
[53], but many issues still need to be addressed, which is the fundamental reason
for the definition of a new methodology.

The next sections describe the state of the art of each of the five phases. Since
the iLog methodology aims at being highly reusable in different disciplines through
the provision of support materials, the sections will cover also the platforms and
technologies currently available for supporting each methodological phase.
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2.1 Designing intensive surveys with people
The research design identifies objectives and strategic practices to achieve the results.
In general, in the research design [27] aspects such as (i) topic and objectives, (ii)
study structure, (iii) measurement, (iv) sample design and incentives, and, in some
cases, how to conduct research in (vii) Cross-country studies [54]. Each of the
aspects will be described below.

2.1.1 Topic and objectives
The topic of a study that includes the self in a person’s daily life can be among
the most diverse, ranging from the individual experience during specific events to
habits and routines in everyday life to the observation and cataloging of external
events. According to our definition of Big Thick Data as operationalized within
the situational context notion (see Chapter 1), three main topic categories can be
defined:

Object context [55] provides an extensive scientometric review of this category,
which includes all those studies that aim to recognize a set of activities carried out
by the participant within single events or specific locations, such as sports training
sessions or the movements of a patient undergoing rehabilitation within a hospital
facility. It is defined here as the Object context as opposed to the Personal context
as it does not involve interaction with the person to recognize their presence or
activities, but is based on devices (i.e., objects, such as smartphones, smartwatches,
cameras) which, through sensors, perceive the environment and report an "objective"
measurement of it.

Personal context These studies aim to understand the person’s point of view
within their routines and habits in everyday life. This approach can be verticalised
into specific studies aiming at understanding the single contextual components,
namely:

1. Interoception: include all studies in which the participant is encouraged to
reflect on the self and physical and emotional states. Interoception is the
main approach of Experience Sampling Methods (ESM)[56] studies. ESM
is an intensive longitudinal social and psychological research methodology,
i.e., designed to reduce social and cognitive bias in data collection, where
participants are asked to report on their thoughts and behaviors. [57] provides
an extensive analysis of the literature.

2. Social interactions: focuses on the observation of social ties between people,
from the creation of networks to the exchange of messages via social media
[58] or chat application [59].
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3. Human-AI interaction: they are approaches that involve a certain interaction
between machine and human, where the stimuli are not generated on a table
by a researcher but are the result of a circular exchange of feedback between
human and machine from which an adaptation of the AI to the person derives
(see, e.g., [60–62].

4. Multi-purpose: studies involving different topics within the same disciplinary
field and combining various fields. An example is the multi-purpose surveys
of Istat [63], which is "part of an integrated system of social surveys and
collects fundamental information on individual and families daily life. The
survey provides information on the citizens’ habits and the problems they face
in everyday life". This approach is often based on the time diaries [63–66],
considering what a person does, who they are with, and where they are at
different times of the day.

Reference context all approaches that involve the participant as a "sensor"
or capable of detecting quality information about the surrounding environment,
typically conducted within participatory sensing [67] or citizen science approaches
[9]. A classic example are the challenges proposed by CornellLab [10] in which
people are invited to photograph and classify different species of birds. But it can
also refer to other aspects besides fauna, for example the weather, vegetation or the
shape of a specific urban area. The peculiarity of the Reference context is that it
does not belong to one person, but is shared by all the people who experience that
specific point in space and time.

2.1.2 Study structure
In social science, there are many different study structures [27] (see also the definition
provided by [68]). Study structure is the global organization of the investigation,
from which derives the protocol, the sampling strategies, and the adopted measures.
A first distinction in study structure is based on time and space and concerns
cross-sectional, longitudinal, and cross-cultural studies. The main objective is to
obtain observations representative of the population under study, usually considering
the population’s age (or other similar socio-demographic characteristics). In cross-
sectional study, data are collected from a population at a specific time, while in a
longitudinal study, the same data are collected repeatedly within the same sample
over an extended period. Associated with these are intensive longitudinal surveys,
i.e., longitudinal studies carried out in a short period but with a high frequency
of questions. Cross-cultural studies can have both structures, but they differ
because samples from more than one culture appear, generally identified with the
nation. They aim to understand whether specific psychological, behavioral, or value
characteristics are universal to humans or developed within different environments.

Another important distinction is in the study configuration, where social scientists
[27] usually distinguish between experiments, quasi-experiments, and surveys. An
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experiment is a study in which there are two groups in which the participants are
randomly assigned, and there is an active manipulation of the input variable (also
called independent variable or "feature" in machine learning fields). A similar form
known in the field of user experience is A/B testing, which consists of an experiment
that usually involves two variants or more (A and B) of the same variable (e.g.,
two different versions of the same webpage), to determine which of the variants is
more effective. In this case, the random assignment of the participants to one of the
groups is not considered; that’s why they can also be defined as quasi-experiment.
If the experiment is conducted in a controlled environment, it is called a laboratory
experiment, while in real-life settings, it is called a field experiment.

Unfortunately, most social phenomena do not provide such an artificial structuring,
and it is often complex to understand the variables contributing to explaining a
phenomenon. In other words, the occurrence of the observed variable is unknown.
For this reason, social scientists often adopt surveys, which in our case are intensive
longitudinal surveys, namely a study in which there is no active control on the input
variable nor a division in experimental and control groups, but rather a complete
observation of a population to study the relation between different input and output
variables.

2.1.2.1 Study duration

The study duration is usually linked to three factors: the studied phenomenon, the
amount of data needed, and the intensity of the measurements. The latter will be
explored in depth in the next section. In this sense, there is no particular difference
between the different investigation structures. Still, on average, Objectual context
studies last a few days [7], as do some studies on Interoception, which, however,
also include studies lasting six months [53]. For the other categories, the duration
is variable, but it is advisable to consider at least one month of data collection.

2.1.3 Measurement
According to AAPOR, a scientific survey “uses reasonable tested methods to reduce
and account for errors of measurement that may arise from question-wording, the
order of questions and categories, the behavior of interviewers and respondents, data
entry, and the mode of administration of the survey.” Measurements are how the
participant is systematically observed in their daily life. Drawing a measurement is
the input from which the data will arise and is, therefore, the cornerstone of the
study. Measurement can be either passive or active. Passive measurements are all
the information about a person that can be collected without direct interaction
with the person herself, such as data coming from the smartphone sensor. On the
other hand, active measurements are usually items used to evoke a reaction from
the study participant, whether it is an answer to a question or feedback given to
stimuli, which can be an audio, visual, or physical stimulus coming from the tools
used in the study or from the environment.
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2.1.3.1 Measurement reliability

In social sciences, there is extensive literature on how the interaction with the
participants and the measurement quality may affect the results on the data [27,
28].

Regarding active measurements, it is helpful to remember that the relationship
between participant and researcher is always asymmetric, where the researcher
is interested in obtaining specific information from the participant. Within this
relationship, a series of dynamics are generated, many of which are attributable
to the Hawthorne effect [69], or the alteration of behavior by the subjects of a
study due to their awareness of being observed. As [27] pointed out, during a
measurement, social desirability effects can therefore occur when the questions
asked concern behaviors and attitudes to which strong positive or negative values
are associated, for example, if the number of hours spent by a student in preparing
for an exam is investigated. In this case, the student could tend to overestimate or
declare more hours of study than those done, trying to show a certain positivity in
her behavior or, on the contrary, underestimate them due to excessive zeal, leading
the answers to be less reliable. Similarly, there are conditions of non-attitudes, i.e.,
when the respondent knows little about the topic on which the question is asked,
has not understood, or does not know how to answer but feels the pressure to
respond, provides an answer at random. Another aspect that can lead to random
or missing responses is the respondent burden [70], which is particularly important
when considering intensive longitudinal surveys. The respondent burden is the effort
required to answer a questionnaire or how the responder perceives the participation
in terms of how long it will take the difficulty level, and the emotional toll. However,
[71] demonstrated no significant difference in participant burden within the frequency
of the questions since the burden is more affected by the length of the questions
themselves.

2.1.3.2 Active data

As described above, active measurements are items used to evoke a reaction from
the study participant, which can be divided into an open or a closed question. Open
questions usually refer to a free contribution by the participant, which can be a
text or an image. In contrast, in closed questions, the participant is presented with
a range of alternative answers to the question [47]. Both have some advantages and
disadvantages, but usually, closed questions are preferred [27] since (i) they provide
a frame of reference, clarifying what is expected as an answer from the question;
(ii) they help participants in retrieving information from their memories; (iii) they
simplify the analysis task since they provide already codified answers which can
be directly used in quantitative analysis. On the contrary, they may (i) miss some
important alternative options, (ii) they can influence the answers, and (iii) they
may not have the same meaning for all the participants. Other possible active data
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can be collected, for example, from social interactions via social media [58] or chat
application [59].

Usually social scientist often follows standards. Indeed, as Sudman and Bradburn (in
[27]) point out, "copying questions from other questionnaires is not plagiarism" but
instead a "recommended practice, in that it enables knowledge to be accumulated
and comparisons to be made". In addition, this practice reduces the possibility
of incurring systematic errors [28]. For multi-purpose studies, generally, social
scientist relies on the ATUS [65] or HETUS [66] standards. Other repositories
provide state-of-the-art standard scales, like GESIS "Item and Questions" [72] and
items that have been already used in ESM studies [73] within their timing, but
there are also approaches in converting classic stimuli (e.g., a Likert scale) into
ESM stimuli (see, e.g., [74]).

Timing According to the ESM framework [75], questions can be of three types:

1. Signal Contingent: questions are asked randomly throughout the day at
random times.

2. Interval Contingent: questions are asked at fixed times. Time diaries are part
of this category.

3. Event contingent: the participant reports on the events as they happen.

The frequency usually depends on the length of the study. Generally, in multi-
purpose studies [63], questions can be even every ten minutes since the usual
duration is one day. However, for more extended studies, the frequency usually
decreases.

2.1.3.3 Passive data definition

As mentioned above, passive measurements are all the information about a person
that can be collected without direct interaction with the person herself. There are
numerous types of sensors and multiple ways of managing them. This issue in data
collection will be addressed in Section 2.3, while additional insights are provided in
Section 3.1.

2.1.4 Sample Design
Sample design is pivotal for the success of a study since the number of people and
their level of involvement in data collection, i.e., the amount of information they are
willing to provide and the assiduity with which they offer it, determines how much
information is present to answer a research question and derive reliable conclusions.
There are many ways to define a sample [27], usually divided into probability and
nonprobability sampling strategies. However, unlike sample surveys, the sample
size in intensive longitudinal surveys varies drastically depending on the disciplines
and objectives, and there are no precise guidelines. On the one hand, there are
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studies with a few dozen participants, and, in some cases, even with just one; on
the other hand, some studies reach 600 participants [53].

Although particularly recent, interoception studies have a more structured approach
due to the type of data and data analysis. Indeed, this type of study has a multilevel
structure in which repeated observations over consecutive days are nested within
participants. Therefore, it is possible to quantify the number of samples through a
variant of the well-known power analysis approach (see, e.g., [76]). In this area, a
valuable tool for computing power analysis has been designed by [77].

And additional issue in sampling theory is the so-called ‘selection error’ [28],
which involves not only sampling error, but also coverage and non-response errors.
Coverage error stems from the fact that practitioners often have no access to a
comprehensive list of the members of the population. Non-response errors may have
two distinct causes: failure to contact selected subjects selected, and some subjects’
refusal to be interviewed.

2.1.4.1 Incentives

Unlike cross-sectional surveys, longitudinal surveys suffer from the problem of
dropout due to the burden of compilation and the duration of the studies. For
this reason, it is pivotal to provide incentives to the participants in the study. [78]
has provided an extensive literature review on the type of incentives (monetary or
non-monetary) showing how this can reduce respondent bias [28]. The article also
presents helpful suggestions for research practitioners, like the fact that monetary
incentives usually work better than gifts and prepaid incentives perform better than
random prizes.

2.1.5 Cross-cultural studies
A final note concerns cross-cultural studies. Cross-cultural studies are particularly
complex as there is a strong tension between the need for standardization and
invariance of the stimulus and the sensitivity of the different cultures in which the
research takes place [54]. Therefore, asking questions in diverse countries is not
just a matter of translation, but it involves knowing and recognizing how norms,
opinions, values, and beliefs are shaped within the culture. For this reason, many
scholars focus on adapting their standard scales to other countries [79].

2.1.6 Design services
In addition to the various manuals, the repositories of standard or already used
questions, and the tools for conducting a power analysis in the selection of the sample
listed in the previous paragraphs, there are some valuable tools in the design of data
collection. In particular, platforms with GESIS [72] offer consultancy services, while
UKDataArchive [80] provides various information materials and summary guides to
approach the different design phases. Furthermore, to guarantee the reproducibility
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of one’s study and a correct approach to the investigation methodology in the field
of cognitive science, it has become common practice to pre-register one’s studies on
the OSF [81] platform.

2.2 Ethics and privacy principles
Ethics and privacy encompass all aspects of a survey that involve people, from
the design to data collection up to data preparation and distribution. Ethic can
be defined as codes of conduct that define acceptable and unacceptable behaviors
regarding the person that do not infringe on their autonomy or identity, while
privacy as the set of legal principles to implement good behavior (i.e., legally
sustainable), considering privacy and related rights such as the right to be let alone
and control one’s personal information.

In the digital era 1, ethics and privacy are highly relevant, in particular in the
context of personal data. Although many strategies to mitigate the risks associated
with treating personal data, especially in the AI fields, have already been proposed,
such as explainability [83] or the report on Ethics guidelines for trustworthy AI [84],
a growing body of literature is focusing on bias and bias management (see, e.g., the
extensive work done by [85–87]) in scientific fields such as AI, health, and behavioral
studies. Furthermore, how personal data is treated is not risk-free, especially when
considering consumer privacy, non-transparent legal regulation, or even bias in the
programming. Examples are the processing of data for advertising conducted by
Google or Facebook [88], but also all the documented cases of "untrustworthy" AI
(see, e.g., the cases related to face recognition [89]).

For this reason, various ethical and legal principles have been defined to follow
during an investigation, as reported below.

2.2.1 Ethical principles
There is extensive literature regarding ethics in research, based on multiple ap-
proaches [90, 91] and different codes that have led to the definition of other principles.
Furthermore, there are also various regulations at an international level [42, 90],
as described in Section 2.2.3. The topic is particularly felt in the various scientific
disciplines, so much so that many journals have their ethical code (see, e.g., ASA
[92]). Although the debate on an ethical approach to science is generally relevant
when dealing with methodologies, this thesis focuses on those principles that guide
the relationship between researcher and participant. In this sense, four guiding
principles [90, 93] can be identified as follows:

1. Informed consent: as far as possible, both participants and researchers must
be aware of the methods and procedures of the investigation to guarantee

1This section is an adaptation of [82]
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autonomy in decision-making. In this sense, informed consent is linked to
aspects of voluntary participation, i.e., not forced.

2. Confidentiality: it is an essential aspect of research, both from the point of
view of personal protection and the relationship of trust established between
researcher and participant. The research may involve sensitive information of
the participants, the disclosure of which could pose a danger to the person’s
safety or to their daily life (for example, in the case of research on the use
and consumption of alcohol, the information could affect the participant’s
work career if made public). Furthermore, the awareness of a relationship of
trust and secrecy between participant and researcher facilitates the sharing of
personal information, ultimately promoting the success of the research.

3. Integrity: this aspect concerns the relationship with the participants and
other colleagues and researchers. Integrity is often associated with three
behaviors to avoid, namely the fabrication of results, the falsification of
results, and the plagiarism of the works of others. Regarding the relationship
with the participants, the first two are particularly important, as creating
fictitious data and manipulating accurate data to obtain satisfactory results
can ultimately harm the people involved. This is particularly true in cases
where, starting from research, investments, policies, or processes are promoted,
which, at different levels, include people.

4. Avoiding harm and doing good: although the concepts of "harm" and
"good" are particularly uncertain, it is possible to identify the ethical aim of
the research as not to harm the interests of the participants nor put their
psycho-physical well-being at risk, especially in testing phases. Some ethicists
argue that research must also "do good," that is, generate well-being at a local
or global level for the population.

To these principles is added a fifth, which concerns the description and publication
of research results to advance knowledge. In this context, it is interesting to note
how, according to [42], the social research field moved from an approach aimed at
the dissemination and distribution of data to encourage the proliferation of research
to a more conservative approach aimed at putting protection in the foreground
of people and their personal information. Section 2.5 will examine some of these
aspects.

Ethical principles are usually operationalized into legal principles aimed at guiding
researchers in correctly managing information concerning the person. These will be
described in the next section.

2.2.2 Legal principles
From a legal point of view, since it concerns information concerning people, the
regulatory framework of reference concerns privacy and the protection of personal
data. Added to this are the aspects of Copyright and intellectual property protection
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about research products, i.e., articles, datasets, and applications. Regarding privacy,
different regulations developed by other countries, such as the California Consumer
Privacy Act (2018), were created following the new European legislation.

Since the technologies used are located in Europe, the thesis takes as reference
the European regulatory framework, as defined in the General Data Protection
Regulation (GDPR) [94], and operationalized in the Article 29 Data Protection
Working Party [95] (see also [96] for a critical appraisal) and the recent ISO/IEC
standard 27559:2022 [97] on "Information security, cybersecurity and privacy
protection – Privacy enhancing data de-identification framework". In general,
this regulation applies in all cases where the use of data could pose a risk to
people. Personal and sensitive data are particularly problematic. According to
the definitions of Articles 4(13), (14) and (15), Article 9 and Recitals (51) to
(56) of the GDPR, personal data is all information that allows a person to be
directly or indirectly identified. By standardizing this definition, ISO indicates
two main categories of identifiers: direct and indirect. Direct identifiers are all
information that allows us to trace back to a natural person without intermediaries
or calculations, such as name, home address, email, passport, or identity card code.
Information such as gender, date of birth, and nationality are indirect identifiers.
Sensitive data is a subcategory of personal data with the peculiarity of exposing the
person to greater risk if disclosed. This category includes personal data revealing
ethnic origin, political opinions, religious or philosophical beliefs, health-related
data, and data concerning sexual orientation.

According to Article 5 of the GDPR, there are seven principles to follow when
personal data is processed, namely:

1. Lawfulness, fairness, and transparency: according to this principle,
personal data must be processed according to the relevant legal regulations so
that their processing is not misleading for the person. This occurs through
honest and clear communication of the purposes of data processing.

2. Purpose limitation: according to this principle, the researcher must clearly
define the purposes of his research through appropriate documentation. This
principle is attenuated in the research field, as unexpected uses of the data
may occur, which must, in any case, be documented in compliance with the
regulation.

3. Data minimization: just as the purpose of the research must be clarified,
the data collected must also be treated in an adequate, relevant, and limited
way. In other words, the data collected and managed must not exceed that
which can be rationally deduced from the purpose of the research and must
be traceable to it.

4. Accuracy: according to this principle, all reasonable measures must be taken
to protect personal data at every stage of the collection and management
process, including data cleaning and consolidation.
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5. Storage limitation: personal data must be saved for the shortest possible
period, i.e., the period necessary to achieve the set purposes. In the case
of research, it is helpful to consider archiving personal data for historical
record purposes or future investigations, especially in the context of public
and administrative interest studies.

6. Integrity and Confidentiality: this principle is a direct consequence and
operationalization of the ethical principle described in the previous section
and essentially concerns security, i.e., all personal data must be managed in
such a way as to ensure its quality and validity as well as protected from
possible risks, such as data breach and the consequential loss and/or illicit
disclosure of data.

7. Accountability: According to this principle, the researcher must take
responsibility for what happens to personal data. The GDPR identifies
two prominent figures: the data controller, who is legally responsible for the
data as its owner, and the data processor, who is technically responsible for
data management.

To facilitate the application of the principles, the GDPR also considers data
anonymization and pseudonymization procedures. The former is aimed at the
complete removal and deletion of any personal data, while the latter is aimed
at separating and replacing personal data. As highlighted by [96], talking about
anonymization in the era of Big Data is particularly complex as tracing personal
data through blending and integration operations is often possible. For this reason,
it is often helpful to consider risk minimization techniques, such as the definition of
a Data Protection Impact Assessment and the use of tests to evaluate the security
of your datasets.

2.2.2.1 A note on copyright and data distribution

Once personal data has been collected, it is usually the intellectual property of
the data controller, who can choose to share it based on its purpose. In this case,
aspects relating to Copyright come into play. Also, in this case, the legislation is
comprehensive [42]. For this thesis, it will be enough for the reader to know that in
the Open Data and Open Science fields, Copyright is often managed through the
Creative Commons [98] approach, even if it is usually advisable to use licenses more
restrictive, to guarantee correct use of the data. In particular, public institutes
such as EUROSTAT [99], which deals with "microdata" [100], usually consider the
reliability of the entity that intends to use the data, the purpose of use, and the
techniques and methods of analysis and management of the data that will be shared.
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2.2.3 Privacy across cultures
According to [101]2, "Norms and behaviors regarding private and public realms
greatly differ across cultures [. . . ], And even within cultures, people differ sub-
stantially in how much they care about privacy and what information they treat
as private". Indeed, the understanding of privacy varies across cultures and has
different positive and negative connotations. For instance, in "Western" cultures,
the individual is at the center of attention and considered an atom in a society
with atomistic autonomy. This Western philosophical conceptualization of the
individual (and individual privacy/autonomy) is informed by the traditions of Greek
philosophy, Christian thought, enlightenment, and human rights (especially the
firm belief in the dignity of a person [102]). On the other hand, in Asian and
African cultures, family and community are more relevant to society than the
individual [103]. Individuals are understood as relational to their families and
communities, i.e., they are constituted by the "web of social relations" in which they
find themselves. Therefore, in many Asian cultures, privacy has traditionally been
considered shameful and suspicious, as a claim to privacy seems like a person wants
to hide something wrong from the community or society.

Understanding these different philosophical and cultural traditions is important
because they inform the process and content of policy-making and data protection
regulations in the respective countries. Indeed, concepts of privacy across cultures
are changing with intensified global exchange (economic, educational, academic,
or political exchange and engagement). Yet, despite some (emerging) similarities
between privacy concepts in "Western" and "Eastern" cultures, there are also unique
and potentially insurmountable differences in the conceptualization of self and
privacy. For instance, social norms might prevent people from claiming their rights
and demanding transparency, e.g., because confronting a data controller with such
requests is considered rude and aggressive [103], like in the case of many Asian
cultures.

Finally, privacy preferences and social norms vary not only across cultures but
also within societies and according to situation and context. The information age
is characterized by the blurring of lines between public and private spheres, the
emergence of semi-public spaces, and the constitution of new and potentially hybrid
identities in online and offline worlds. There is much uncertainty about the degree of
privacy one can expect; individuals then do not hold clear privacy preferences [101].
Even if they claim that privacy is essential to them, individuals might contradict
such beliefs by sharing personal information. In some situations, individuals might
be concerned about privacy but feel motivated to share personal information for
personal gains (also, when building intimate relationships, sharing private details is
seen as necessary). Hence, even within a given culture, people vary in their privacy
preferences and performances according to the situation and context [101].

2This section is an adaptation of [35]
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In conclusion, dealing with privacy in cross-country research is particularly complex.
Not only because different regulations need to be understood and adapted but also
because of people’s social norms and personal attitudes in dealing with privacy,
which generate various behaviors and responses in recognizing and enforcing their
rights.

2.2.4 Ethics and Privacy support
Ethics Usually, for conducting research, the local institutional review board (IRB)
is addressed, whose purpose is to ensure that appropriate steps are taken to protect
the rights and welfare of humans participating as subjects in a research study and
the procedures required by the IRB to comply with their regulations.

Legal Usually, for conducting research, the local institutional legal office (ILO)
is addressed, whose purpose is to ensure that the regulation and the procedures
required to be compliant with it are attended to (considering, e.g., the informed
consent to be presented to the participants).

In case of the absence of an ILO, an external ILO, such as "ICT-Consulting" can be
consulted.

2.3 Data collection tools and approaches
Chapter 1 and Section 2.1 show how data collection can be based on numerous
data types concerning a person’s daily context. From these, it is clear how the
information must be collected over time, encouraging interaction with the person
and guaranteeing a high number and granularity of the sensors collected. The
relationship between sensors and interaction with the person is fundamental to
enriching the context with the annotations necessary to generate Big Thick Data. To
better define the relationship between these two data types, the following sections
explore (i) available datasets and their features, (ii) the different technologies
available for data collection and management and their related activities, namely
(iii) pretest, (iv) participant recruitment, and (v) data collection monitoring.

2.3.1 Datasets, sensor data and annotations
Within the domains previously described (see Section 2.1), several datasets are
collected based on smartphone and smartwatch data. Table 2.1 shows some of the
exemplary datasets available for download and their main features. The tables also
show our dataset for comparison. With a glance at the table, it is possible to notice
how most of the datasets are collected on a small sample, with few (or low detection
rate) sensors data, and with short time coverage (except for StudentLife[104] and
Real-life HAR[105]). The lack of the first two features decreases the diversity in
observed activities and behaviours. At the same time, the short duration does not
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allow the observer to recognize the pattern of routine behaviour, which typically
takes more than two weeks to train [23] and, consequently, to be observed and
identified.

Dataset Sample Duration
(day)

Annotations No. of sen-
sors

Real-life HAR
[105]

19 28 . 4

MobiAct [106] 57 Trials . 3
StudentLife
[104]

48 70 Sleep-related 10

ExtraSensory
[7]

60 7 Activity 8 + 2

ContextLabeler
[107]

3 14 Activity 18

ETRI [108] 22 28 Activity, Loca-
tion, Relation,
Mood

10 + 4

SmartUnitn2
[109]

158 28 Activity, Loca-
tion, Relation,
Mood

28

Table 2.1: Public available datasets for activity and context recognition

Considering Table 2.1, the first category of the dataset contains only data from
sensors, e.g., [105] [110], which is a significant bottleneck in recognizing human
activities, as also pointed out in [111].

Considering annotations, many data collections often consider a minimal, if absent,
interaction with the user for collecting run-time labels. Some datasets are collected
in a controlled environment from experimental protocols of simple and low-level
activities. Examples are the MobiAct [106] datasets and similar datasets such as
MobiFall [112], collected to detect falling episodes, or the PAMAP2 [113] and UCI-
HAR [114]. However, they are inadequate for analyzing multilateral characteristics
of human behaviour that are inherently complex.

Other datasets add a layer of complexity, considering behaviours via surveys and
activities through repeated annotations. Datasets collected within the Experience
Sampling Method (ESM)[56] framework can be considered part of this category. The
ESM approach is worth mentioning for its growing importance in many disciplinary
fields and the detailed behavioural observations, even if most datasets are unavailable
due to the GDPR and the sensitivity of their content. Other datasets of this type
can be found starting from the kind of data collection tool, e.g., the AWARE system
[115]. However, sensor data are a corollary of the ESM research as they provide the
context for the interpretation of annotations, but not the other way around. And
their size and precision are often not sufficient for computational tasks.
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On the other hand, there are datasets with about sensor annotations, which considers
post-hoc annotations, i.e., with annotations done after the data collection, and ad-hoc
annotations, i.e., with annotations done at run-time. The most relevant dataset with
post-hoc annotations is [116]. This work is based on time diaries, with annotations
generated using the ATUS (American Time Use Surveys) [65] reference ontology.
The main weakness is annotations are a posteriori without direct interaction with
the person generating them. The main consequence is that these annotations
miss the intrinsic truthfulness of a run-time annotation and, consequently, the
subjective view of the user, with a substantial increase of the cross-annotation
(context-dependent) inconsistency and annotation mistakes (which is known to be
very high, see, e.g., [117]).

Examples of datasets with ad-hoc annotations are StudentLife [104] (which contains
only labels related to sleep), [7], [107]. However, these datasets focus only on user
activities and have labels that do not follow reference standards (i.e., social and
cognitive bias in data collection are not directly addressed).

For completeness, Table 2.1 also reports the SmartUnitn2 dataset [109], which is
the first example of a dataset collected considering both self-reported annotation
and sensor data integrated. This approach allows both the use of sensors to learn
and validate context annotations (see, e.g., [60, 62]) and annotations enriched with
information from sensors (e.g., extending the location annotation via Points of
Interest obtained from GPS positions). The approach adopted in the generation of
SmartUnitn2 dataset guided the definition of the WeNet pilot called Diversity 1
and described in Chapter 4.

2.3.2 Data collection tools
Numerous tools have been developed for data collection that allow the collection
of both data from questionnaires (synchronically or diachronically) and sensors.
As regards questionnaire data, the tools often used are LimeSurvey [118] and
Qualitrics [119], which also guarantee excellent protection from a privacy point of
view (see Section). An extensive list of tools and their features is in [120]. Regarding
diachronic and sensor data, [121] shows a rather extensive and complete list of the
applications available for the web and smartphones. Some of these worth mentioning
are AWARE [115] and m-Path [122] developed by KU Leuven. Both are designed
to conduct ESM studies and are constantly updated. The first has already been
used in 2,722 studies across institutions worldwide, while the second has 38,000
active users.

A noticeable absence from the previous lists is iLog app [123]. [36, 124–126] is a
list of publications that describe the use of iLog and iLog collected data in various
studies. Currently, iLog runs on Android and iOS devices, with some differences in
sensor collection capabilities. The possibility of collecting both user answers and
sensor data makes iLog unique (see [104, 127, 128] for a list of other tools currently
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available). This double facility is important because it improves the state-of-the-art
in time diary [64, 129] methods, mainly if structured [130].

2.3.2.1 Tools adaptation

An essential aspect that encourages non-experts to use applications is the user
interface. While all tools developed for questionnaires are equipped with a web
interface that allows you to configure the questions and send them to participants,
most applications for conducting longitudinal surveys do not have this feature. In
this sense, the work carried out by CS Logger (adapted from [131]) is particularly
innovative, an application that aims to make intensive longitudinal surveys accessible
in Citizen Science communities.

2.3.3 Pre-test
Before starting the data collection, running a test to simulate the main aspects
and test the technologies is a common practice. The pretest has characteristics
similar to the data collection itself. It can be done with a sub-sample of the sample
collected in the recruitment phase or conducted and validated by a pool of experts
who send feedback on the procedures. An example of such a service is the GESIS
Cognitive pretest [72].

2.3.4 Recruitment
There are several approaches to participant recruitment, but the citizen science
and crowd-sourcing approaches are more relevant for the purposes of the thesis.
According to [132], Citizen Science has some aspects in common with crowd-sourcing,
especially involving non-expert people in fulfilling research tasks. Examples are
participatory sensing [67] and Mobile Crowd Sensing [133]. They are particularly
relevant as they rely on the pervasiveness of smart devices to collect data on large
panels, even though based on people often coming from Western countries, which
is a central issue for considering the diversity of people. However, crowd-sourcing
considers the participant only as a contributor to the data collection [134], but
rather than an active community member, as it does not consider involvement in the
research process nor education and information projects. On the contrary, projects
like [135], [11], or [10] can be considered actual Citizen Science communities, even
if their focus is on natural sciences and not on the diversity of people and their
behaviour. In contrast, [136] and [137] have a broader focus, even though they are
not based on an end-to-end RI.

The participants’ recruitment phase can take place in two steps, with two different
types of services:

1. Participants attributes (filtering): identification of the main characteristics
that the sample must have (for example, age, gender)
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2. Contacting: contact of people, which can take place through different channels
(e.g., app, mail, call)

Various participant recruitment services like Amazon Mechanical Turk [138] and
Prolific [139] provide access to a crowd of potential participants upon payment.
[140, 141] present an extensive review of the quality of these platforms, showing
how AmazonTurk is among the least reliable of all, as it has a strong selection bias
based on a pool of participants experienced in answering surveys. In addition to
these platforms, many companies, such as Nielsen or Toluna, are experts in market
research (many of these are listed on this website [142]).

2.3.5 Field supervision
Monitoring data collection is essential to ensuring data quality, particularly in
longitudinal investigations. Many participants may need to contact the researcher
for help or clarification, and active presence in the field can help reduce dropout
rates.

Questionnaires are often carried out via telephone contact, particularly in CATI-type
interviews.

In the case of intensive longitudinal surveys, however, monitoring requires a constant
commitment to evaluating the daily data sent by participants. Usually, this occurs
through queries in the database or, in some cases, through the use of an ad-hoc
dashboard that allows you to view all the necessary information from a bird’s eye
view (e.g., amount of data from the sensors sent, number of responses, rates of
abandonment). Although this second solution is the most friendly, particularly to
facilitate monitoring by non-expert users, most of the apps described in [121] do
not provide this function.

2.4 Managing research data
The replicability of results is a fundamental aspect of the scientific process. This is
essentially based on the quality of the data [143], which has now become particularly
important, especially in the context of Big Data [144]. Although pivotal, few manuals
in the social sciences address the data preparation and quality enhancement topics
from an operational point of view, relying on external standard practices and
technical programming guides (see, e.g., [145]). Furthermore, these manuals often
focus on the management of data typical of the social sciences [42], i.e., data coming
from qualitative sources (such as transcripts of interview texts) or questionnaires,
or even from images and videos collected in the context of structured or laboratory
investigations. However, little is said about other data sources, such as those from
social media, and even less about the management of sensor data and its preparation
for computational analysis and machine learning.
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However, the research in the sector is quite advanced. Indeed, [144] provides a good
description of the data preparation process, which goes from data analysis to the
definition and operation of the data transformation workflow up to its validation,
and a list of approaches and methodologies for data processing (e.g., SCARE [146]
or KATARA [147]). [148] goes even further, showing how data preparation is not
just about cleaning but also about all the procedures to increase the quality of the
data, such as the imputation of missing values and the extraction of features. From
the service side, [149] has developed a tool based on R and Java for knowledge and
discovery databases, industry, and data science, which deals with aspects such as
preprocessing and data cleaning, data reduction, and projection but also with verify
data quality and cleaning data steps.

An essential aspect rarely taken into consideration is that of data documentation.
[42] offers a reliable guide for the entire process. While [150] provides an accurate
description of all the metadata that should be associated with the dataset, starting
from the information describing the reason why the dataset was created to the
actual composition of the dataset (including the description of the variables that
compose it), up to the processes used to clean the dataset and instructions and
suggestions for future reuse.

Generally, the primary data preparation steps range from (i) data extraction and (ii)
transformation to (iii) data curation and cleaning and (iv) data quality improvement,
namely adding annotations and imputing missing data. As described in Section
3.4, our approach is based on this primary step. However, since the methodology
deals with personal data, privacy operations must be considered to consolidate
and anonymize the data. Furthermore, as described in the introduction 1 and in
Section 3.1, the peculiarity of our approach is that the domain expert does not
create annotations, but the person herself, so that contextual labels are a built-in
of our output datasets.

An important note concerns potential errors that may occur in data preparation.
[28] in his Total Survey Error approach describes some errors that can occur in
the data preparation process, especially for survey data. According to Weisberg’s
approach, a Big Thick Data methodology should consider the following potential
sources of error:

1. Data management error That occur in the process of encoding and cleaning
the variables, which can be divided into:

(a) Coding error Verbal material is put into numeric categories incorrectly

(b) Domain error Illegitimate data codes appear for a variable

2. Imputation error That occur in the data processing and aggregation phase
(for example, for the anonymization purposes described in Section 3.4), which
can be divided into:

(a) Estimation error Incorrect weighting or aggregation of data
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(b) Adjustment error Wrong cleaning or statistical techniques are employed

3. Participants error that happen either on the part of the participant (see
Section 2.1) or in interaction with the participant, which can be divided into:

(a) Completeness error Surveys are not filled out fully

(b) Skip-pattern error Instructions for skipping questions were not followed

(c) Consistency error Answers to different questions are not logically com-
patible

4. Reporting error Survey results are presented incorrectly to an audience, or
there is an inconsistency in the dataset documentation (e.g., variables have
different names in the dataset, report, codebook, and additional materials)

The next sections consider a set of services currently available for the researcher
who wishes to prepare data (in addition to the various data management programs
such as Python, R, SPSS, and Stata), even though, according to [151], most data
cleansing tools may have limitations in usability due to:

1. Project costs: costs typically in the hundreds of thousands of dollars

2. Time: mastering large-scale data-cleansing software is time-consuming

3. Security: cross-validation requires sharing information, giving application
access across systems, including sensitive legacy systems

2.4.1 Overall data preparation
In addition to the tools proposed by [149], which are developed in the research field,
there are some automated cleaning tools and software offered to the researcher,
like Google Open, refine [152] and IBM InfoSphere QualityStage [153]. Automated
cleaning also includes algorithms and programming codes (see section 2.4.3).

Furthermore, there are consulting companies and companies specializing in data
cleaning.

2.4.2 Documentation
Data documentation is essential to ensure correct reuse and facilitate replicability.
There is a set of documentation concerning the description of the data collec-
tion process and outcome (also called data descriptor), the descriptive metadata
(identification, interpretation, authentication, finding, i.e., data about the original
context of the documents), and the description of the collected data (codebook).
This section does not consider another type of metadata, namely Administrative
or management metadata (authorization, logistic data, ownership, formal origin,
accountability of management activities, i.e., data for the archive system) and
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Technical metadata (software, hardware, storage format, i.e., data of the system
with which the information is created and managed).

Generally, packages that offer codebooks also do metadata, such as, for instance,
Python Pandas Profiling [154], and the R package called dataMaid [155].

2.4.3 Improving data quality
Data quality can be improved through additional services concerning data cleaning,
formatting (especially if textual data are considered), and imputation. There are
several algorithms for imputing data, although they are often superficial. The
following are some examples of data quality improvement tools, packages, and
libraries:

• [156] describes a list of R Packages for handling missing data

• The Deequ Library from AWS built on top of Apache Spark [157]

• Great Expectations [158] which is a specialized data quality tool

• Griffin Apache [159] which is an Open Source data quality solution for Big
Data

2.5 Data sharing approaches and platforms
As stated at the beginning of this chapter, the replicability of research is the
fundamental principle on which the scientific method is based, which passes through
the reproducibility of the findings and data collected. This is also described by
UNESCO [160] as recommendations for Open Science.

In this sense, data distribution is one of the pillars of science and, in our case, a
fundamental aspect of validating the adopted method. As demonstrated in Chapter
1, the approach to Big Thick Data is eminently interdisciplinary because it adopts
theories, guidelines, technologies and standards from different disciplines in the data
generation process. To guarantee that the output of the process is valid, i.e. that it
measures the theoretical concepts to which they refer, the data collected must be
able to be reused in different disciplinary fields for the production of reliable results
and, ultimately, reliable scientific literature (e.g., published in indexed journals,
validated through a peer review process, etc.).

There are several principles for making data accessible, two of which are particularly
important. The first is the FAIR principle [161], and the second is the guidelines
promoted by Tim Berners Lee to facilitate data distribution on the Web.

According to the FAIR principle [162], data must be:

1. Findable: The first step in (re)using data is to find them. Metadata should
be accessible to both humans and computers. Machine-readable metadata
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are essential for automatically discovering datasets and services, a critical
component in the FAIR process.

2. Accessible: Once the user finds the required data, she/he/they need to know
how they can be accessed, possibly including authentication and authorization.

3. Interoperable: The data usually needs to be integrated with other data. In
addition, the data needs to interoperate with applications or workflows for
analysis, storage, and processing.

4. Reusable: FAIR’s ultimate goal is to optimize data reuse. To achieve this,
metadata and data should be well-described so they can be replicated and
combined in different settings.

[163] organizes the accessibility of the data on a 5-star score, as reported below:

★ make data available on the Web under an open license

★★ make data available as structured data (e.g., Excel instead of an image scan of a
table)

★★★ make data available in a non-proprietary open format (e.g., CSV instead of
Excel)

★★★★ use URIs to denote data so that they can be cited

★★★★★ link data to other data, using, e.g., RDF so that concepts that are part of
an ontology can be defined using OWL) to provide context

To facilitate the dissemination of data, many (i) platforms have been developed,
which aim to provide the services of data (ii) finding and (iii) storage (and Download),
as well as journals specialized in (iv) dissemination of datasets, as described below.

2.5.1 Open Data platforms for data distribution
The disciplines that deal with personal data often develop research infrastructures
(RI) or platforms to support researchers in data management and sharing. For
instance, within social sciences, [80] and [72] provide support for ethics assessment
and data management, and, alongside [81], they enable the documentation and
distribution of high-quality survey data. Data distribution is particularly advanced
in the healthcare sector, with leading RIs such as [164] or [165], which also have
played a key role in managing the COVID-19 pandemic.

However, despite the apparent support provided by such infrastructures, they are
not end-to-end. Furthermore, they remain tied to individual research communities,
not favouring effective interdisciplinary exchange.
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2.5.2 Finding
In addition to search engines, there are several specific repositories in which it is
possible to identify datasets according to the topic and features. Some examples
are Google Dataset Search [166], re3data [167], and Github [168].

2.5.3 Storage
Several companies provide data storage (and finding) services, like Zenodo or fighsare.
An exhaustive list can be found on the Nature website [169].

2.5.4 Dissemination
Dissemination refers to the drafting and publication of scientific articles concerning
the dataset. While this is the researcher’s job, advice and support can be provided
to write the articles. In addition, the leading journals that publish datasets can
be indicated, such as conferences with Resource Track, like Nature Scientific Data
[170], and Data in Brief [171].
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As described in Chapter 1, a Thick approach to Big Data favors a more accurate
representation of the context of the person immersed in daily life. This broadens the
research potential for all those disciplines that aim to investigate aspects relating to
the Object, Personal, and Reference Contexts (see 2.1.1 for an extensive description).
In the introduction, we also showed how it is possible to quantify the notion of Big
Thick Data through Situational Context, which identifies the fundamental entities
of a person’s context, enabling their modeling over time through knowledge graphs.
However, this operationalization lacks the essential aspects to generate the data
that make up the context, i.e., to design the interactions with the person and the
sensors, collect the data, and manage them, encouraging interdisciplinary reuse.

Chapter 2 shows how, although different approaches and methodologies address
one or more aspects of the generation of Big Thick Data, there is no end-to-end
methodology nor, much less, a set of services and operational procedures that
enable its reuse and replicability for non-experts. The latter is an essential aspect,
as both the topic and the process of generating Big Thick Data are eminently
interdisciplinary, involving aspects of social sciences and HCI for the design of
interactions with the person, passing through aspects of IT for the configuration
and management of data collection, up to ethical and privacy aspects. Making the
methodology suitable even for non-experts means that any researcher interested in
Big Thick Data can replicate it.

In a nutshell, to collect Big Thick Data through the notions of situational context,
a methodology must be developed that starts from the systematic approach of
the social sciences and adapts it to the possibilities arising from new technologies.
Furthermore, Big Thick Data is an eminently interdisciplinary notion. For this
reason, the methodology must apply to different practitioners.
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These are the reasons behind the development of the iLog methodology, which, in
addition to the operationalization of the concepts described in the state-of-the-art,
will present a section dedicated to the services implemented to encourage their reuse
(see Appendixes from A to E). Furthermore, each section will present a Business
Process Model (BPMN), which characterizes the main activities to be conducted in
each phase (for a definition of BPMN and its components see the List of Acronyms
and Definitions). Each phase is designed as a module so researchers can access the
different services without necessarily following all the phases. As anticipated in
Chapter 2, the phases of the methodology are:

1. Design: considers all the aspects to prepare a Big Thick Data collection.

2. Ethics and Privacy: covers the aspects to handle all necessary bureaucracy
to comply with proper research analysis, ethical considerations, and privacy
legislation.

3. Data Collection (iLog Platform): concerns the process for collecting the Big
Thick Data.

4. Data Preparation: covers the aspects of cleaning, minimizing, and preparing
the collected data to facilitate the data analysis.

5. Data Distribution: considers the main features of data sharing, i.e., metadata
creation, searching, upload, and download of datasets.

Figure 3.1 shows the overall process, while the following sections will provide the
details for each phase.

Figure 3.1: The overall iLog methodology BPMN
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3.1 Design
The design phase corresponds to the general strategy defined to ensure that the
research problem is answered, considering the different components of the process.
Section 2.1 showed how, usually, the study design phase ranges from (i) the definition
of the research topic to (ii) the structure of the study, to (iii) the measures to
be used, (iv) the sampling strategies, (v) the adaptation of the survey, up to (vi)
planning. Aiming to make the methodology easily reusable, design aspects are
supported by the materials in Appendix A.1, while the last section describes (vii)
the BPMN for designing a study.

3.1.1 Topic and objectives
A topic is a subject or issue that the practitioner is interested in. In the case of the
iLog methodology, it is designed to respond to a wide variety of research interests
that concern the person in her context, ranging from themes that concern the Object
context, the Personal context, the Reference context, or transversal approaches (i.e.,
multipurpose) which focus on the multiple aspects that make up the person’s daily
routine. According to Chapter 1 and Section 2.1.1, Object context encompasses all
the studies that aim at recognizing people’s activities through sensors and devices,
while Personal context studies involve direct interaction with people, aiming at
recognizing the person’s point of view within their everyday life. Finally, Reference
context studies involve the participant as a "sensor" to gather quality information
about the surrounding environment.

The choice of the topic is an iterative process that is refined during the different
phases of the design. Therefore it does not only depend on the interest, but also on
the objectives, the resources available, and the state of the art. It is not always easy
to anticipate all the aspects that depend on the choice of topic. For this reason,
in addition to the literature specific to each study field, it is possible to consult
the LivePeople Catalog [172], which presents examples of different studies about
context, as described in Table 3.1.

Project Acronym Topic Focus
SmartUnitn2 [109] SU2 Personal context Students habits and

routines
Qrowd [173] QR19 Reference context Parking and bike

racks
Diversity1 [174] DV1 Personal context Multi-purpose
Chat application 1 &
2 [175, 176]

CH1 & CH2 Social context Interactions in chat
application

Table 3.1: Big Thick Data collections and topics
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Finally, the topic has the main purpose of being a guide in the design choices of the
study, as highlighted in the following sections.

3.1.2 Study structure
The study structure is the global organization of the investigation, from which it
derives the protocol, the sampling strategies, and the adopted measures. Section
2.1.2 has shown the different study structures. Since the iLog methodology
has the main aim of observing people in their daily lives through streaming of
granular information, the most relevant study structures are experimental and
quasi-experiment, and intensive longitudinal surveys. Unlike synchronic surveys,
i.e. which take place in a single moment (e.g., cross-sectional surveys), these
structures consider the evolution of actions and activities or perceptions of self and
surroundings, both in a controlled environment and in the wild.

Considering Object context, experiment or quasi-experiment is the most common
choice since the objective is to isolate and recognize specific patterns of actions,
controlling the influence of external phenomena. A typical case is HAR studies
involving visual stimuli [177], where both photographs and videos are recorded in
a specific setting (e.g., a living room [178]), not only due to the availability and
costs of the detection technology, but also to exclude a set of variables typical of
daily life, but which could complicate the cleaning and preparation of the dataset
or interfere with the models you intend to create. However, with the advancement
of technologies and the ease of obtaining sensors (e.g., accelerometers present on
smartphones and smartwatches), many datasets are collected in the wild (see, e.g.,
the datasets presented in [179]).

Personal context have a propensity for intensive longitudinal surveys, as they favor
interaction with participants in the wild. Examples are [8, 180] in [53] where
participants received random questions on aspects of psycho-physical health during
waking hours. There are different variations in the duration of the investigations
and the stimuli used. Interoception studies will prefer psychometric stimuli sent
at a regular interval and a low frequency, unlike Multi-purpose ones which aim
to represent in detail the individual events of daily life (see, e.g., [63]). On the
contrary, similar to Object context studies, Human-AI interaction studies prefer a
controlled environment, often with an A/B testing approach. There are differences
depending on the topics of investigation and objectives. Again considering [180], an
experimental and a control group was planned, with a field experiment approach. In
contrast, recently, studies of Human-AI interaction in the wild have been conducted
(see, e.g. [181]).

Generally, in Reference context participation is "free", in the sense that it is not
defined at a regular frequency of stimuli sent to the person. On the contrary,
participants are invited to describe and catalog aspects of the reference context at
the moments they prefer (see, e.g., [182]). Even in this case, however, there are
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studies with a similar approach to intensive longitudinal surveys where participants
receive daily notifications based on their location (see, e.g., [183]).

The structure of the study depends on its overall duration, as presented in the
following paragraph.

3.1.2.1 Study duration

The duration of the study is strongly correlated with the intensity of the measure-
ments, i.e. with the frequency of the stimuli used and, consequently, the respective
respondent burden. In addition, the practitioner should also consider the type of
detection tools used and the amount of data needed for the analyses. For example,
a Object context study on sports activities [184] often has a concise duration (e.g. a
few hours) as high-intensity active participation is required from the participants
involved, as well as the use of different data collection instruments. On the contrary,
studies on Personal context often last longer, from a few days to several months
(see, e.g., [185], which lasted 239 days) as the intensity of the phenomenon studied
and the respective frequency of stimuli and involvement of the participants is lower.
Likewise, studies on the Reference context can have longer durations, especially if
participation is free and there is no use of the stimuli sent regularly.

3.1.3 Measurement and tools
Section 2.1.3 describes two types of measurements: active and passive. Active
measurements involve direct interaction with the participant and are commonly
used in Personal context and Reference context studies. Their opposite is passive
measurements, typical of Object context studies, which involve automatically
collected data, such as data from the smartphone sensor.

Practitioners can use different tools to collect these types of measures. Tools are the
set of objects that convey the measurement and gather the data. A question can
be asked orally, via pen and paper, or via software for conducting online surveys,
such as LimeSurvey [118] or Qualitrics [119], which also allows the collection of
some passive data (called para-data), such as the timing, the duration of the survey,
or the IP address from which it was done. However, a question can also be asked
through a data collection application like iLog, which also can collect sensor data
and provide multiple other stimuli, whether they are collected from the internet
(e.g., a link to a video on YouTube) or a photo taken and annotated via the app.
Additional tools such as video cameras or data from secondary sources can be used
to refine observations and expand analysis possibilities.

3.1.3.1 Measurement and tools reliability

Measurements are always subject to reliability problems whether they are active
or passive. Active or self-reported measurements have often been questioned in
the scientific literature. Section 2.1.3.1 describes some of the issues related to
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active measurement, like Hawthorne effect [69], or the alteration of behavior by the
subjects of a study due to their awareness of being observed. This can happen due
to social desirability [27], that is, trying to direct the perception of behavior towards
aspects considered more positive; or non-attitudes, i.e., when the respondent knows
little about the topic on which the question is asked. Moreover, respondent burden
[70] effect may lead to a response set or missing answers.

For these reasons, with the advent of new data collection technologies (e.g.,
smartphone applications), studies rely more on "objective" measures of behavior
and attitudes, such as sensor data. However, the fact that they are more objective
does not exempt them from problems similar to self-reports. For example, in studies
conducted via smartphone, participants may actively choose to silence notifications,
turn off the cell phone, or turn off specific sensors (such as location or Bluetooth)
for logistical and privacy reasons.

All the errors relating to the measuring instrument are linked to the reliability
problem, which in this case correspond to technological problems. In the case of a
smartphone app, these may involve problems with:

1. Server : i.e., the device that provides the service of creating, sending, and
receiving active and passive data, which may crash during the data collection,
losing some information

2. Notification sending system: i.e., the service that sends notifications from the
Server to the smartphone, which may not work properly in all cases, losing
some notifications

3. Phone operating system: which may not work properly with the app used,
resulting in loss of notifications and information

4. Phone hardware: which may not have all the sensors needed for data collection

All these aspects can influence the results’ reliability and should be considered in
the study’s design. The following paragraphs provide some configuration details of
the measurement instruments.

3.1.3.2 Active data definition

Section 2.1.3.2 shows how "copying questions from other questionnaires is not
plagiarism" but instead a "recommended practice, in that it enables knowledge to
be accumulated and comparisons to be made" [27], which reduces the possibility of
incurring systematic errors [28]. Therefore, as a general guideline for the design of
questions and stimuli, it is always good practice to rely on previous literature. In
this sense, the LivePeople Catalog [172] offers the possibility of exploring different
configurations of questions.

As regards active measurement of the Personal context, the Diversity 1 study (see
also Chapter 4) shows how it is possible to ask questions about people’s daily lives
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through the use of the HETUS [66] standard asked every half hour. The standard
comprises three questions (where are you, who are you with, and what are you
doing) and a set of possible answers designed to map the main aspects of daily life.
It also considers aspects of Interoception through questions on Mood, always asked
every half hour, as well as aspects relating to eating behavior, asked every two
hours intending to observe both the food and drinks consumed during main meals
than those consumed between meals. On the other hand, studies [175, 176] focus
on aspects of social interaction, through the creation of chat applications that allow
participants to interact on the issues of daily life in which they are most interested.
Other sources of questions can be found in GESIS "Item and Questions" [72] and
ESM repository [73], in particular regarding the in-depth analysis of aspects relating
to interoception.

As regards the Reference context, the study [183] (available in the LivePeople
Catalog) shows different ways of interacting with the participants with the aim
of photographing, tagging, and mapping the facilities present in the area. Other
sources of measurement can be found in major citizen science platforms, such as
Zooniverse [135], iNaturalist [11], or SciStarter [136].

The active measurements available in the literature do not always reflect the practi-
tioner’s interest. In these cases, it is possible to adapt the available measurements
or create new ones. In this case, several manuals guide the process of designing
questions (see, e.g., [47]), as well as a set of guidelines and practical advice. For
instance, [27] highlights how the formulation of the question can influence the
response and provides a list of 21 aspects to consider considering the language,
syntax, and content of the questions, such as:

1. Simplicity of language, namely avoiding the use of technicalities and unusual
words

2. Question length, since too long questions will induce the participants to skip
them or spend too much time reading, increasing the respondent burden

3. Questions with non-univocal answers, which is particularly important in closed
questions since it will induce the participants to answer randomly

4. Presumed behavior, or posing a question assuming that a set of behaviors are
normal or common for the culture under study

Timing As shown in Section 2.1.3, [75] has identified different questions based on
time. Following this approach, it is essential to consider the time frame in which
the question is asked, which must be found in the type of survey you intend to do.
A second important aspect is the frequency with which questions are asked. In this
case, it is helpful to consider both the respondent burden - that is, trying to ask
questions at a limited frequency - and the duration of the study. Depending on the
survey length and the number of questions, it may be helpful to add break options



3. The iLog methodology 45

to lighten the participant response burden. Please note that in iLog, the ability to
silence notifications is always available.

Similarly, in studies that plan to delve into aspects of social interaction - for example,
via chat - it is helpful to consider features such as the possibility of muting or not
receiving notifications so as not to overload the participant.

3.1.3.3 Passive data definition

As mentioned in Sections 2.1.3.3 and 2.3, passive measurements are all the infor-
mation about a person that can be collected without direct interaction. There are
different types of sensors and tools for passive data collection, from video cameras
to various home automation and IoT sensors. Below is information that specifically
concerns sensors collectible via iLog 1. In particular, there are several criteria to
consider when defining sensors, namely:

1. Available technologies: how many and which devices are needed for data
collection. For example, the iLog application can collect all the smartphone
sensors. Still, in addition to this, it may be necessary to use other types of
technologies, such as weather stations or devices, home automation, and IoT,
depending on the studio’s purpose.

2. Devices capabilities: this is particularly true for smartphones, as they are
subject to different operating system configurations and wear and tear.
Considering the operating system, iLog can collect all the sensors of Android
smartphones. Still, it does not work with Huawei devices (as they do not use
the Google services used by iLog), and problems have been found with some
other devices, such as Xiaomi, while in iOS, not all sensors are available (see
next section). Regarding wear, some functions or the age of the device can
influence the correct functioning of the device, in particular on the battery
life. iLog is tested to collect all sensors in conjunction with daily queries and
consume 7% of the battery, but this may increase in older devices or with
different configurations.

3. Interaction with devices: some sensors and devices are simple to use as they
are now part of many people’s daily lives. For example, almost everyone
knows how to install an application or turn location tracking on and off
on their smartphone. However, depending on the type of device and the
population under study, it may be necessary to select a reduced number of
sensors or prepare instructions and user manuals if more complex activities
are envisaged.

4. Storage capacity: an essential aspect in selecting sensors is the availability
of server space to save and manage them. Data collection involving high-
frequency sensors such as the accelerometer can quickly reach a terabyte of
data in a month.

1For a complete list of the sensors available in iLog, see Appendix C.1
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5. Number and type of sensors: sensor selection strongly depends on the study
purpose and the technologies, devices, and storage available, but also on the
expertise and tools to manage them, in particular in the case of Motion and
Environment sensors. There is no precise rule to decide which sensors collect,
but GPS location is usually collected due to its versatility.

6. Sensor frequency: it depends on the observation’s granularity that needs to be
collected. In general, for Object context tasks, it is suggested that sensors be
collected at the highest frequency possible to observe each person’s movement
and compensate for collection errors. For other purposes, the frequency can
often be reduced, up to collecting the sensor information only for particular
events (e.g., concurrently to an answer to a notification).

3.1.3.4 Other data sources

Before starting data collection, it is helpful to consider the presence of data sources
that are useful for the research, namely not only additional primary data, i.e.,
collected directly by the researcher, but also secondary, i.e., downloaded from pre-
existing databases. In addition to the datasets already present in the LivePeople
Catalog, the researcher may be interested in considering Open Data resources such
as OpenStreetMap to integrate the information collected with GPS, for example,
for labeling points of interest visited by the participants or the European Open
Data portal 2.

3.1.3.5 Devices, applications and user experience

Depending on the purposes of the study and the data to be collected, the researcher
may have to select multiple applications and devices for data collection. There
are devices and applications specialized in collecting specific data. Although iLog
provides a wide variety of collectible data through smartphones, from questionnaires
to intensive longitudinal surveys to sensors, it may be necessary to integrate
the application with online tools for questionnaires, which allow them to be
viewed on a computer screen or which have implemented and optimized aspects
of question formulation and visualization (e.g., multiple conditional questions), or
with specialized applications in messaging and chat services, or with other devices
and external sensors, such as smartwatches and IoT technologies. In this case, it is
good practice to try to minimize the technologies in use and, if necessary, limit the
switching between different technologies. Therefore, it can be helpful to define a user
journey, clarifying for each phase which devices will be used, how the participant
will obtain the information to access them, and how to use them.

2https://data.europa.eu/en

https://data.europa.eu/en
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3.1.4 Sample design
Sample selection was described in Section 2.1.4. From the section, it is clear how
useful it is to identify:

1. Target population: a sub-sample of the total population that has a set of
characteristics or factors of interest for the study

2. Sampling scheme: a proportional or nonproportional approach to sampling

3. Sample size: This varies depending on the disciplines and objectives, but
recently, some communities and scientific journals expect a minimum of 150
participants.

In addition, it is always advisable to recruit at least 30% more participants due to
the numerous problems that can occur during the registration and management of
data collection and due to the dropout of participants, whose rate is between 30
and 70% [186].

3.1.4.1 Recruitment strategy

As seen in Section 2.1.4, many sampling errors can occur during the recruitment
phase. The recruitment strategy should be planned to avoid this error, considering
different aspects, such as how the communication with the participants will happen
and the kind of support materials that should be created.

Communication can occur online, for example, via email, social channels, or
platforms to which users are registered, or offline, via flyers, word of mouth,
or events presenting the data collection campaign. Particularly in the case of
probability samples, the selection of people and communication must be standardized.
Regarding materials, intensive longitudinal surveys often present tasks that are
not intuitive. Therefore, in addition to standard communication materials such as
email texts, slides, and contact scripts, it is helpful to create a short, easy-to-use
instruction manual that the participant can download online and use whenever they
have doubts (e.g., see Appendix C.2).

3.1.4.2 Incentives strategy

As described in Section 2.1.4.1, [78] has provided an extensive literature review on
the type of incentives (monetary or non-monetary) showing how this can reduce
respondent bias presenting helpful suggestions for research practitioners, integrated
into this section.

In the case of monetary incentives, the participant will receive compensation at the
end of the data collection, be it in money, vouchers, or other types of objects. In this
case, if not necessary, it is valid to specify the terms within which the participant
will be rewarded in addition to the timing. For example, in the case of studies
that involve questions repeated daily via applications, it is helpful to remind the
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participant that it is not sufficient to install the application to receive compensation
but that it is necessary to answer a certain number of questions. Drawing prizes
for the most active participants is an excellent tool to incentivize participation and
data quality. In general, the amount of incentives usually depends on the tasks
the participants need to do. In the case of Diversity 1 study conducted with iLog,
the effort to respond to a notification is cognitively minimal (there are five very
simple closed-ended questions) and takes about 10 seconds, so for around 4 hours
of commitment over 2 weeks, the study paid €20 (i.e. €5 per hour) plus bonuses
and prizes. For the response to a questionnaire of medium duration (about 10-15
minutes), which requires greater effort than notifications, a platform such as Prolific
pays between 2 and 4 euros.

Non-monetary incentives can involve various aspects aimed at arousing interest
in the research project or encouraging and supporting the participant during the
multiple phases of the study. Regarding interest, it is helpful to reflect on the
user experience of apps, even if it is often challenging to make answering questions
engaging daily. For this reason, it is beneficial to define good communication of the
research project, the objectives it intends to achieve, and how people will benefit
from the results in the future. In this regard, thinking about several intermediate
or final presentations showing the research results is also helpful.

Regarding reminders and support, the fundamental aspect is to have a constantly
active helpdesk function that responds promptly to questions asked by users. The
helpdesk can also be designed proactively, i.e., starting from the daily results, it
can choose to contact the less active participants to provide support. In this case,
it is helpful to define the messages that will be sent in agreement with an ethics
committee to avoid privacy problems and excessive intrusion. Furthermore, it may
be beneficial to define a set of automatic messages that give the participant a
perception of how the data collection and their contribution are progressing or
stimulate them to provide contributions more regularly. This can be accompanied
by forms of gamification, for example, through a badge system that can be obtained
as contributions grow.

3.1.5 Cross-cultural studies
Cross-cultural studies are particularly complex because of the adaptation procedures,
which involve not only the translation of stimuli but also the understanding of
cultural norms and values. In case of a need for translation, it is helpful to adopt
the standard procedure in social science, namely to find three experts who know
both the language in which the study is designed and the local language. Two
experts will independently translate all the stimuli, while the third expert will revise
both translations and finalize the stimuli in the local language. Therefore, in case
of disagreement between the translations of the two experts, the third party will
define the best solution.
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Cross-cultural studies may also involve the adaptation of the tool. For example, iLog
is based on Google services (which doesn’t work in China) for sending notifications.
In this case, the solution was to use different services and adopt "offline" time diaries
directly uploaded on the app.

3.1.6 Planning
Once the research design has been concluded, it is helpful to plan the subsequent
phases, taking into consideration the description of the processes in Sections 3.2,
3.3, 3.4, and 3.5. It may be helpful to define a Gantt for the entire process (and a
data management plan in more complex cases) by identifying different task roles.
Usually, there are three leading roles:

1. Research leader: The role of the research leader is to oversee the project’s life
cycle, focusing on the research design and management.

2. Study leader: The role of the study leader is to oversee the study, especially
concerning the sample and personnel design, which also includes designing
incentives and recruitment strategies while ensuring the overall compliance
of the experiment with privacy and ethical regulations. Furthermore, it also
manages the actual running of the experiment.

3. Technology leader: The role of the technology leader is to oversee the
technological development of the platform by collaborating with the Study
leader to meet the requirements of the study, especially concerning the iLog
app configuration and the helpdesk.

3.1.7 Design BPMN

Figure 3.2: Design phase BPMN
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The design of a study is the least automatable aspect of data collection as its
implementation strongly depends on the investigation objectives defined in the
researcher’s purpose and shared practices that vary depending on the scientific
community. Nonetheless, Figure 3.2 shows a BPMN that highlights the main
activities related to support services, while tables 3.2,3.3,3.4,3.5,3.6 describe the
various components of the model.

Regarding timing, the sub-process involves several unknowns, such as the choice of
measuring instruments, which, if created from scratch, can require several months
of work. For this reason, the times of the different tasks have not been indicated.
Still, it is assumed that the process can last from an elapsed time of two weeks in
the case of almost total replication of studies already done up to about six months
in the case of defining a completely new study.

Name Type Contained in Description
Researcher Pool - The user of the system that creates

and runs a study
Design Support Pool - The main service for supporting the

researcher in the design of a study
Ideation Lane Researcher The sub-entities of the researcher who

are responsible for defining a topic of
interest for the study

Study design Lane Researcher The sub-entities of the researcher who
are responsible for configuring the
study towards the actual running

Table 3.2: Design pools and lanes

Name Type Definition Description
Researcher.Begin Start Start a study When a researcher de-

cides to initiate a data
collection study

Researcher.End End Research proposal sub-
mission

When the researcher
submits the research
proposal

DesignSupport.Begin Start Catalog and Support Through the catalog
showing the study re-
sources and after the
researcher requests sup-
port.

DesignSupport.End End Receive research pro-
posal

When the proposal is
submitted

Table 3.3: Design events
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Name Type Description Timing
Topic and Objective definition User Looking at the catalog and

the state of the art, the
researcher defines a topic
of interest for the study

.

Request support Send Process for sending a re-
quest to Design Support
defining the study objec-
tives

.

Receive templates Receive Process for receiving the
materials for setting up the
study design

.

Formalize the study structure User Process for choosing which
type of structure is more
suitable for the study

.

Define Measurements User Process for choosing the set
of stimuli and sensors to
collect, and the timing of
the data collection

.

Define recruitment strategy User Process for defining the
number of participants,
how to contact them, and
the type of incentives

.

Planning User Process for defining the
roles and the data col-
lection and management
Gantt

.

Research proposal User Process for writing and sub-
mitting the proposal to De-
sign Support

.

Table 3.4: Researcher - Design tasks

The Researcher Lane (see Figure 3.2 and Table 3.4) shows the main tasks to be
conducted by the researcher, following the approach described in this section. The
design phase will begin with the ideation, supported by state-of-the-art studies
and examples present in the LivePeople Catalog. Once the topic and the research
objectives have been identified and the need to continue with an investigation
following this methodology and using the relevant tools, the researcher will be able
to contact the Design Support who will provide the necessary material for the
design of the study. By following the templates, the researcher will be able to define
the research proposal that should state a clear definition of the (i) type of study,
(ii) the data that will be collected, (iii) the timing, (iv) the sample involved, and
the recruitment strategy, and (v) a plan of the data collection and management



52 3.1. Design

Name Type Description Timing
Projects Catalog Service Showcases

previous data
collections design
and data

.

Evaluate request User Process for
evaluating
the researcher
proposal

.

Share templates for research proposals Send Process for
sending the
necessary support
material for
designing a study

.

Receive research proposal Receive Process for the
complete research
proposal

.

Table 3.5: Design Support - Design tasks

Name Type Direction Description
Exclusive Gateway 1 Exclusive Diverging Design Support Gateway for

checking the research support
request. Options are Accept and
Reject

Table 3.6: Design Gateways

activities.

The Design Support Lane (see Figure 3.2 and Table 3.5) shows the main tasks
conducted by the support service. In particular, once the request for documentation
has been received, the support service will evaluate it and then send the necessary
templates to the researcher. Different support materials have been developed,
considering the whole study design phase (see Appendix A) and the definition of
questions and sensor data to be collected (see Appendix A.2). Once the supporting
material has been submitted, a consultation will be provided. The activity will be
concluded with the receipt of the proposal to move on to the subsequent phases.
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3.2 Ethics and legal aspects
As discussed in Section 2.2, an assessment of the research design is fundamental to
guarantee the correct application of the various ethical principles (i.e., informed
consent, confidentiality, integrity, avoiding harm and doing good) and to ensure that
the legislative bases concerning the data collection and management are respected.

The following sections describe the ethical and privacy guidelines, considering the
GDPR [94] as a legal basis. In particular, they cover aspects regarding (i) The
need for an institutional revisory board (IRB, also called ethics committee or ethics
board) assessment; (ii) Personnel, responsibility, and conflict of interest; (iii) Project
purpose, objective, and expected results; (iv) Participants burden; (v) Participants
selection criteria; (vii) Informed consent; (viii) Data management, safety measure,
and risk evaluation; (ix) and, the Privacy in cross-country research. Finally, a
BPMN will be presented with various supporting materials, to guide the researcher
through the ethical and privacy assessment process and the preparation of the
relevant documentation.

3.2.1 The need for an IRB assessment

Generally, any study that directly involves people requires approval from an IRB.
Following the approach defined by [187], there are some criteria to identify the need
for an IRB assessment. In particular, it is necessary to request a consultation if:

1. The project involves the collection of new information about individuals

2. the project compels individuals to provide information about themselves

3. the information about individuals is disclosed to organizations or people

4. the project involves new technology that might be perceived as being privacy
intrusive (e.g., the use of biometrics or facial recognition)

5. the project results may involve decisions or actions against individuals in ways
that can have a significant impact on them

6. the information about individuals may raise privacy concerns or expectations
(e.g., health records, criminal records, or other information that people would
consider to be private)

7. the project requires to contact individuals in ways that they may find intrusive

The following sections describe the main components of the IRB assessment
documentation.



54 3.2. Ethics and legal aspects

3.2.2 Personnel, responsibility, and conflict of interest
The first aspect to consider is the identification of the personnel who will participate
in the research. According to the GDPR definition, there are two roles: the Data
Controller and the Data Processor (see Section 3.1.6).

The data controller determines the purposes for and how personal data is processed.
In the case of research, the data controller is also the data owner. For this reason,
this legal responsibility is generally given to the research institute, represented by
the Data Protection Officer (DPO). In contrast, managerial responsibility is given to
the Project Manager, i.e., the person who defined the purpose of the data collection.
In our methodology, the data controller generally coincides with the figure of the
Research leader (see Section 3.1.6).

The data processor processes personal data only on behalf of the controller. Given
the size of the data and the resources in the research field, often the data controller
and the data processor are embodied by the same person or members of the same
research team. However, there is the possibility that the data processing is entrusted
to a third party. In our methodology, the data processor generally coincides with
the figure of the Technology leader (see Section 3.1.6).

The processor’s duties towards the controller must be specified in a contract or
another legal act, usually called a Data Processor Agreement. A template of the
contract can be found in the Appendix B.5. For example, the contract must indicate
what happens to the personal data once the contract is terminated. A typical
activity of processors is offering IT solutions, including cloud storage. The data
processor may only sub-contract a part of its task to another processor or appoint
a joint processor when it has received prior written authorization from the data
controller.

An essential aspect in selecting personnel, whether controller or processor, is the
absence of conflict of interests, here understood as personal interests (i.e., non-
scientific) deriving from the reuse of data or the products of their analysis.

3.2.3 Project purpose, objective and expected results
The purpose, objectives and expected results should derive from the information
defined in the design phase. From an ethical point of view, it may be helpful to
consider two aspects, namely scientific relevance and public interest. Scientific
significance is the impact the study would have in its community of reference, i.e.,
how much the study results could broaden knowledge and advance understanding
of the subject and how much the scientific community accepts them. Generally,
scientific research is of public interest, namely how impactful the study can be for
the well-being of a population, both directly and indirectly.
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3.2.4 Participants burden
As described in Section 2.1 and specified in operational terms in Section 3.1.3, the
respondent burden is an essential aspect of research based on intensive longitudinal
survey methods. From an ethical and privacy point of view, the survey tools
used mustn’t put participants at risk from a personal and cognitive point of view.
Therefore, the survey should not subject people to excessive stress, e.g., by asking
a disproportionate number of questions with too high frequency or by presenting
stimuli that are too different or can create too much discomfort. This can happen
even in investigations not directly dealing with sensitive information. For instance,
through a survey on activities carried out in daily life, a participant might realize
that they spend too much time on leisure activities. In this case, the minimization
principle described in Section 2.2 (i.e., data should be adequate, relevant, and
limited to the purpose of the study) is a handy guide in defining the smallest
number of interactions possible and determining the impact on the participant.

3.2.5 Participants selection criteria
An important aspect is to define the criteria by which participants will be selected
and involved. The selection criteria are usually dictated by scientific reasons (e.g.,
the random selection of a subset of the population) and the availability of the
sample, i.e., the availability of resources such as telephone and email contacts of the
participants and the participant’s willingness to participate in the study. However,
there are also aspects related to the technologies used, which are particularly
important in intensive longitudinal surveys. Suppose it is true that 80% of the
world’s population now owns at least one smartphone [188]. In that case, it is also
true that not all models in use are compatible with data collection applications,
both for reasons of the operating system and the age of the device. Furthermore,
there are substantial differences in the ability to use these devices. From an ethical
point of view, it is therefore essential to reflect on the inclusiveness criteria and
what scientific and personal consequences exclusion from the study may entail.

3.2.6 Informed consent
Informed consent is the fundamental aspect of an ethical and legal approach to
data collection. Informed means that the participant must have all the information
necessary to choose to participate in a study voluntarily. Therefore, the participant
mustn’t feel forced to provide their data. As seen in the design phase (see Sections
2.1 and 3.1), due to the asymmetric relationship between researcher and participant,
the researcher will have to pay particular attention to the context and the methods
of requesting consent. On the other hand, it is necessary to define all the required
information and a transparent communication method so that the participant can
effectively understand the activities proposed in the study and the procedures for
processing the data. This is not always possible, so the participant must always have
the possibility to withdraw from the research and change their consent. Therefore,
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there are three aspects to consider when seeking informed consent, namely (i) the
information to provide, (ii) how to ask for consent, and (iii) when to ask.

Information to provide A privacy statement should include:

1. The legal basis that regulates the consent

2. The contact details of the Data Controller to ask for further details or
communicate the withdrawal

3. The purpose of the study, stated in a clear and non-technical way

4. The type of data collected and how they will be processed, managed, stored,
and shared

5. Benefit and risk for participating in the study

6. The rights of the participants, e.g., accessing the personal data, asking for
rectification or deletion

Appendix B.3 shows a template for the definition of the Privacy Statement. Other
examples can be found on OSF [189] or can be provided by different research
institutes.

Since transparency and conciseness in communications are fundamental for privacy
reasons and the experiment’s success, it is also helpful to define a simplified version
of the privacy statement for dissemination purposes. A template for such a document
can be found in the Appendix B.2. Furthermore, various materials such as flyers
and instruction booklets can be prepared to make communication more transparent
and intuitive regarding participants’ activities during the research.

Given the newness of the technology, by default, iLog requests consent to use each
of the sensors by explaining each one. Furthermore, explicit acceptance of the
study privacy statement is required before starting the registration procedure, as
described in Section 3.3.

How to ask Consent can be requested in oral or written form. In both cases,
keeping a copy of the participant’s expression of consent is essential. The oral form
may result in a video or audio recording of the consent presentation and its approval.
In written form, the consent must be signed if presented on paper, or it can be done
via an acceptance check for online forms, which must be recorded and maintained
in the researcher’s database.

When to ask It is generally advisable to request consent before data collection
begins. If the data collection has several phases and uses different survey tools, it is
advisable to show consent before each phase or immediately after opening the survey
tool. There are some cases in which consent is requested retrospectively (e.g. when
participants should not be aware of being observed to avoid the Hawthorne effect).
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In these cases, it is essential to select a method in advance to trace participants
and keep track of information without consent, which cannot be disseminated or
reused for research purposes.

Often, in research, there are uses of data that were not foreseen at the beginning of
the investigation. Since maintaining personal data usually has a high cost and high
risk, it is helpful to provide participants, in addition to informed consent, with a
way to stay updated with any changes (e.g., a web page) or further communications
(e.g., publications of research results) - which must, in any case, be approved by a
privacy office or an ethics committee. In this way, participants will always be able
to exercise their rights on the data collected if they disagree with the new methods.

3.2.7 Data management, safety measure and risk evaluation
One aspect to consider is the security measures adopted during all phases of data
management. The following Sections 3.3 and 3.4 provide details about the methods
and practices to address with a privacy-by-design approach, while below the main
aspects of data management are briefly introduced.

Data collection As described in the design, various tools that rely on servers
to save the data can be used during data collection. Therefore, ensuring that the
tools used have the necessary security measures and guarantee data control and
protection is essential. For this reason, with regards to online questionnaires, for
example, it is advisable to use tools such as LimeSurvey[118]3 or Qualitrics[119]4.
However, to date, Google Forms has also adopted sufficiently robust measures.

As for servers, most cloud services, such as those offered by AWS, provide excellent
security measures. If a server needs to be configured, it is helpful to consider security
measures such as SSH keys, Firewall, VPN and Private Networking, Public Key
Infrastructure, SSL/TLS encryption, and Intrusion Detection Systems.

Data processing The data management and cleaning process is central to guaran-
teeing the reliability of the data in compliance with the ethical and privacy principles
described in Section 2.2, namely that of Accuracy, Integrity, and Confidentiality.
This process is based on three essential aspects, namely cleaning, pseudonymization,
and anonymization.

Paraphrasing the definitions described previously, data cleaning must be done both
for reasons of research and reuse of data and for reasons of correct assignment of
records to the respective participants to avoid the risk of obtaining incorrect results

3LimeSurvey follows the German directives dictated by the Federal Data Protection Act
(Bundesdatenschutzgesetz, BDSG) and from the point of view of data protection is based on
European regulations such as the European Data Protection Directive 95/46/EC and the GDPR

4Qualitrics security measures are ISO 27001 certified, which guarantees best practices for
information security
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(particularly problematic when dealing with information that may have an impact
on the well-being of the person).

Another fundamental step is the pseudonymization procedure, i.e., removing the
participant ID and replacement with an alpha-numeric code.

Finally, various procedures should take place to remove all participants’ personal
information (and replace it with anonymous information) and to analyze and share
data in a GDPR-compliant way.

Section 3.4 will describe these aspects in more detail.

Storage and distribution The Accuracy, Integrity, and Confidentiality principles
(see Section 2.2) regards also data storage. In this case, in addition to the server
security measures listed above, it is essential to focus on the organization of the
storage and file system. This is done by taking care, especially in the case of
pseudonymous data, that the ID decryption keys are not easily reachable by external
bodies or are in a place separate from the rest of the database.

Regarding distribution, two other fundamental aspects must be considered: copy-
right and the data request and download procedures (see 2.2.2.1). Concerning
copyright, obtaining permission to redistribute the data through the participants’
authorization and to a proper agreement with the data owner (especially in data
collections involving multiple data controllers) is essential. Furthermore, there
should be a correct procedure for the attribution of copyright. This can happen
through drafting technical reports and metadata, as presented in Sections 3.4 and
3.5.

Regarding the download, even if the data has been correctly processed, there
is always a high risk of de-identification. It is therefore helpful to define a risk
assessment procedure, adapting, for example, to the standards proposed by ISO/IEC
27559:2022 [97] and a distribution procedure for some data. This will have to consider
aspects such as authentication and recognition of the people requesting the data and
the purpose for which they are requested or evaluating whether they are adequate,
relevant, and limited (Article 5(1)(c) of the GDPR). Furthermore, a contract of
agreement for the use and management of the data must be drawn up, considering
conditions such as (i) the use of the dataset for specific purposes (e.g., for research
purposes) for which consent has been obtained from the participants; (ii) prohibition
on redistribution or publication of the datasets; (iii) request to delete the dataset
once the purpose of use has been achieved.

From a privacy point of view, the distribution procedure can be particularly complex
and involve different types of documentation. For this reason, the Appendix B.6
contains all the documents helpful in distributing a dataset.



3. The iLog methodology 59

Risk evaluation According to Article 35 of the GDPR[94]

"Where a type of processing, in particular using new technologies and taking into
account the nature, scope, context, and purposes of the processing, is likely to result
in a high risk to the rights and freedoms of natural persons, the controller shall,
before the processing, assess the impact of the envisaged processing operations on
the protection of personal data."

Therefore, given the newness of iLog technology, it could be relevant to conduct a
Data Protection Impact Assessment (DPIA), namely a process designed to identify
risks arising out of the processing of personal data, aiming at minimizing them as
early as possible. The output of the process is the measures applied and a document
that can be based on the template in the Appendix B.4.

3.2.8 Privacy in cross-country research
As described in Section 2.2.3, privacy is understood differently depending on different
cultures, and its implementation can also vary. From a methodological point of
view, it is therefore recommended to follow an inclusive approach in defining the
documentation and privacy procedures.

Considering ethics in the case of cross-country data collection, the data controller of
each country should indicate a local ethics committee that supports and approves
the actions carried out within the project. If, at some universities or research
centers, the figure of the ethics committee is absent, they should nominate one. In
this case, it can be helpful to proceed with the approvals from the institution that
already has an ethical committee to facilitate the process.

Considering privacy, given that iLog is managed in Europe, the current methodology
adopts a Eurocentric approach, thanks to the fact that the GDPR is one of the most
extensive and comprehensive regulations regarding processing personal data. It is,
therefore, advisable to start from the GDPR and then integrate it with additional
clauses and procedures as required by the local regulation. In other words, the
rules in force in each country, where they do not conflict with the GDPR, should be
considered supplementary to the GDPR. In these ways, the enforcement in these
countries will be based on the procedures and documents produced in the context
of European legislation, with measures that safeguard local law (even though this
approach may have some limits, as highlighted in Section 2.2.3).

3.2.9 Ethics and privacy BPMN
The ethical and privacy documentation should result from the choices made in the
design phase and implemented in the data collection, management, and distribution
phases. Ethical and privacy compliance verification usually occurs through an
Institutional Review Board (IRB) or similar. Although each IRB has its templates
and guidelines, it is possible to define some common principles and tasks for all
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Figure 3.3: Ethics and Privacy phase BPMN

IRBs. For this reason, a BPMN process described in the Figure 3.3 and detailed in
the tables 3.7,3.8,3.9,3.10,3.12 has been defined. This process is associated with
various templates and support materials helpful in this phase, which can be found
in Appendix B.

As regards the timing, as in the case of design, they are very variable and depend on
specific aspects such as the purpose of the research and the type of data processed.
For instance, if the study requires the processing of sensitive data to involve children
or non-EU countries (i.e., with different privacy regulations) and with the transfer of
personal data, the preparation and review of the documentation could take several
months. The tables refer to timescales for studies that do not involve such complex
variants.

Name Type Contained in Description
Researcher Pool - The user of the system

that requests the ethical
and privacy assessment

Ethics and privacy Support Pool - The main service for sup-
porting the researcher in
the request

IRB Pool - The Institutional Revi-
sory Board in charge of
evaluating the study

Table 3.7: Ethics and privacy pools and lanes

The Researcher Lane (see Figure 3.3 and Table 3.9) shows the main tasks to be
conducted by the researcher, following the approach described in this section. In
particular, the researcher will have to recognize the need for an evaluation by
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Name Type Definition Description
Start.Request Start Start a request When a researcher needs

an evaluation of her data
collection design

End.Request End Ethics and privacy ap-
proved

When the researcher re-
ceives the approval of her
data collection design

Start.Support Start Support When the researcher re-
quest for support

End.Support End Share templates When the templates for
ethics and privacy are
shared

Start.Evaluation Start IRB evaluation When the researcher re-
quest for evaluation

End.Evaluation End IRB send evaluation When the results of the
evaluation are shared
with the researcher

Table 3.8: Ethics and privacy events

Name Type Description Timing
Assessment for opinion request User The researcher fills the

questionnaire for assessing
the need of an ethics and
privacy evaluation

1 day

Request templates Send Process for sending a re-
quest for templates to the
Ethics and privacy Sup-
port

1 day

Prepare documentation User Process for setting up the
ethics and privacy docu-
mentation

5 days

Request Ethics assessment Send Process for requesting the
assessment of the docu-
mentation by the IRB

1 day

Receive evaluation Receive Process for receiving the
results and assessing the
needs for further work

3 days

Table 3.9: Researcher - Ethics and privacy tasks

the IRB. Subsequently, he can contact the Ethics and Privacy support service to
request the necessary documentation. Support will send essential documentation
(as described below) if not specified. Once received, he will have to fill it out and
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Name Type Description Timing
Receive request for templates Receive Process for receiving a re-

quest for support templates
1 day

Evaluate request Manual Process for evaluating the
request and prepare the tem-
plates

2 days

Share templates Send Process for sending the nec-
essary support templates

1 day

Table 3.10: Ethics and privacy Support - Ethics and privacy tasks

Name Type Description Timing
Receive request for evaluation Receive Process for receiving a re-

quest for ethics and privacy
assessment and notify the
receipt

7 days

Evaluate request Manual Process for evaluating the
request and prepare the
templates

30 days

Send evaluation Send Process for sending the final
evaluation

7 days

Table 3.11: IRB - IRB tasks

Name Type Direction Description
Exclusive Gateway 1 Exclusive Diverging Researcher Gateway for checking

if the documentation is Accepted
and Rejected by the IRB

Table 3.12: Ethics and privacy Gateways

take care of identifying and submitting the documentation to the IRB. If this is
not approved, he can refine it or request further documentation from the support
service.

The Ethics and Privacy Support Lane (see Figure 3.3 and Table 3.10) shows the
main tasks carried out by the Ethics and Privacy support service. In particular,
once the request for documentation has been received, the support service will
evaluate it and then send the necessary templates to the researcher. If not specified,
the support service will send the essential documentation or the template for the
IRB assessment and the one for the privacy statement and informed consent (see
Appendix B.1, B.3 and B.2 respectively). In the case of particularly complex
research, it may also be necessary to share a template for the DPIA (see Appendix
B.4) as well as a Data Processor agreement template (see Appendix B.5) if the
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researcher requires external support for data collection and management.

The IRB Lane (see Figure 3.3 and Table 3.11) shows the procedures generally
followed by an IRB for receiving and evaluating documentation. Being an external
body, it will not be detailed here.
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3.3 Data collection
Data collection is the operational phase of the research which involves the implemen-
tation of the tools and the involvement of the participants. This phase necessarily
takes place after the design (Section 3.1) and the approval of the study (Section
3.2) and consists of (i) measurement specification; (ii) iLog (and other software
and platform) configuration; (iii) Test; (iv) invitation of the participants and (v)
onboarding processes; the (vi) monitoring of study (to ensure data quality); and,
finally, the (vii) closing procedures. The last section describes the BPMN of the
data collection service. Each of these aspects is presented in the sections below.

3.3.1 Measurement specification
To facilitate the configuration of iLog, once the measurements have been designed
(see Section 3.1), they must be communicated to the Technical leader (see Section
3.1.6 for a description of the role) in an orderly and precise manner. The information
that must be loaded into iLog is as follows:

• The code of the Ethical Committee approval (not mandatory for the test).

• The GDPR-compliant privacy statement (not mandatory for the test).

• The study timing (Begin and End date and time).

• A short description of the study (purpose, collected data, payment require-
ments).

• The language of the study.

• The questions and their relative timing.

• The sensors selected.

• The timing of the break options (e.g., for sleeping)

Since the iLog configuration is based on json, sharing the files in table format
with all fields separated is preferable. This will make uploading easier. The table
templates are found in the Appendix A.2.

3.3.2 iLog configuration
In addition to defining the questions, the researcher must indicate a personal or
cloud server to deploy iLog. The server specifications will be determined depending
on the duration of the study and the amount of data collected.

An essential aspect to consider is the participants’ internet connection stability. In a
nutshell, iLog notifications can be sent from the server to a service, such as Google
Firebase, which takes care of sorting and sending notifications to the participants’
smartphones. The responses from the smartphone to the server will be synchronized
in the same way. In this way, the system is remarkably efficient. Still, notification
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reception and synchronization depend, in this case, on the stability of the connection
and the server itself, which could be subject to various problems such as overload
or shutdown. It is recommended to use this type of configuration in contexts where
the connection is reliable, and participants often have access to WiFi. Otherwise,
the notifications can be sent offline, i.e., uploaded to the smartphone at the start
of the study and managed by the application on-site. However, this involves more
significant use of the smartphone’s battery.

Finally, it is helpful to remember that although iLog works on both iOS and Android
devices, some problems are reported during past data collections. As for iOS, not all
sensors are available, while for Android, the app does not work on Huawei devices,
as they do not use the Google services on which iLog is based, and problems have
been encountered with some versions of Xiaomi smartphones.

3.3.3 Usage of additional data sources
It may be necessary to use information from sources other than iLog for research
purposes. In these cases, it is essential to ensure that when using the different tools,
the participant is assigned a single identifier to integrate the datasets. The identifier
can be an email address or a unique code given at the time of registration. In both
cases, it is essential to ensure that the participant always uses the same identifier.

Furthermore, as already described in Section 3.1, using different data collection
sources can worsen the user experience by creating misunderstandings and difficulties
for participants. Clear and redundant communication (e.g., defining a single web
page where all tools are described and linked) will facilitate the process.

3.3.4 Test
Once iLog is configured, the app will be tested. From the participant’s perspective,
the test aims to validate:

1. issues in the registration and installation process

2. the correctness of the text of the questions

3. the correct receipt of notifications

4. the user experience, namely the usability of the study and the burden of filling
out the notification

From a technical point of view, they will have to be considered

1. Server capacity and overload

2. Consistency in sending notifications
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Once the test has been completed and any problems resolved, it will be possible
to generate the "study code," i.e., the code the participants will use to access the
configured study and begin data collection.

3.3.5 Participant invitation
Based on what is defined in the recruitment design phase, the invitation to
participants can take place through direct or indirect contact with participants.
Direct contact can occur through the organization of data collection presentation
events or by sending a message (email, text message, WhatsApp, or Telegram) to
the participant’s address. Indirect contact can occur through flyers, posts on the
leading social and university channels, and word of mouth (especially in snowball
sampling strategies). As highlighted in the previous sections, regardless of the type
of contact, the participant must receive the following information:

1. Link to download iLog

2. Study code

3. Duration of the study

4. Required tasks

5. Incentives and selection criteria

6. Privacy information and data management

7. Instructions for managing iLog and tasks

Despite the simplicity of the activities required of the participant, it can be seen
that this is a considerable amount of information. For this reason, it is advisable
to consider a certain redundancy in communication, sending the same materials
through different channels and diluting over time. For example, in the case of
direct contact via a presentation event, it is helpful to create slides in which all the
material is presented. Once the participants have registered with iLog (and have
viewed and accepted the privacy statement), they can be sent a reminder email
containing the instructions for participating in the surveys (points 3., 4., 5., 7. of
the list above) and, at a later time, an email containing the privacy material (point
6. above). An example of the instructions can be found in Appendix C.2, while the
privacy material can be found in Appendix B. Privacy documents should always be
shared to remain accessible to the participant.

3.3.6 Onboarding and data collection start
Once the invitation has been received, participants can register for the study and
begin data collection. During this phase, some problems of both a logistical and
technical nature may arise.
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From a logistical point of view, participants may have difficulty installing the
application or have further curiosities and requests for clarification before starting
the study. Furthermore, some participants may learn about the survey a few days
after the invitation if they do not regularly check their email or the communication
channels they use, or if they know about it through word of mouth.

From a technical point of view, some server overload problems may occur due to the
high number of accesses. In this case, the iLog app will not finalize the recording.
While frustrating, this problem is usually resolved by restarting the application or
uninstalling and re-installing it. This may lead to the arrival of various participant
requests and an extension of the registration procedure.

For this reason, it is helpful to plan an onboarding phase of the study, which can last
several days depending on the design chosen. If the invitation took place directly
and no snowball sampling was planned, it was found that three days of onboarding
were sufficient to reach the desired number of participants. Another fundamental
aspect is the presence of a help desk that must be particularly active during the
first days, responding promptly to participants’ requests to limit the number of
dropouts in the initial phase.

3.3.7 Monitoring
It is well known that in longitudinal surveys, especially in intensive ones, dropout
rates are exceptionally high, averaging around 30% of the participants who signed
up for the survey. To limit them, in addition to a correct study design that considers
the respondent burden and a set of incentives, it is necessary to conduct active
monitoring for the entire data collection campaign. This is divided into two aspects:
the help desk function, the daily verification of the back end, and the data quality
obtained.

As mentioned in the previous section, the help desk must be active and promptly
respond to participants. Without sounding alarmist, every hour that passes without
the participant being able to solve their problem with the app, there is less data
detected, risking affecting the quality of the final result. The Appendix C.3 contains
a series of Frequently Asked Questions (FAQs).

From the point of view of back-end verification and data quality, it is a good practice
to have an alarm or daily monitoring system in case there are crash problems with
the server to resolve them promptly. It is also helpful to provide a daily report
of the data collected, i.e., the number of questions answered per participant and
the amount of sensors collected. This way, it will be possible to check the study’s
progress and proactively contact participants experiencing problems with the app,
even without realizing it. For example, they may have inadvertently turned off GPS
or not received some notifications.
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3.3.8 Closing procedures
Once the study has been completed, the following activities must be conducted:

1. Notify participants

2. Wait two weeks so that all participants are able to synchronize their data

3. Dump the data from the iLog backend

4. Save data in a safe space (if data preparation is needed) and/or share the
data with the data owner

If the study provides for the remuneration of participants, two additional activities
will be performed:

1. Assess qualified participants for payments

2. Issue the payments (by contacting the participants and the administrative
staff)

Regarding the assessment of the contributions, not only the number of total responses
must be considered, but their percentage of completeness must be compared to
the notifications sent by the server and those actually received on the participants’
smartphones. This is to avoid excluding some deserving participants, as it is possible
that some notifications have been lost due to errors in the backend.

It is also advisable to consider the number of daily contributions for each participant.
In this way, it will be possible to choose to pay even participants who, despite
not having reached the required percentage of contributions, still participated
assiduously in the study (i.e., responded to the notifications for most of the days).

3.3.9 Data collection BPMN
The sub-processes of the overall service of iLog Platform (Data Collection) show the
steps and documentation used for data collection that should be approved before
this sub-process. Figure 3.4 shows the configuration, testing, and data collection
processes for the actual collection of data for the Research Infrastructure. BPMN
process described in the Figure 3.4 and detailed in the tables 3.13,3.14,3.16,3.17,3.18
has been defined. This process is associated with various templates and support
materials helpful in this phase, which can be found in Appendix C.

The Participant Lane (see Figure 3.4 and Table 3.15) shows the activities that the
participant must carry out. Once the survey invitation and information materials
have been received, the participant can choose to install the iLog app (and other
applications or links depending on the survey procedure). Once the app has been
installed, the participant will have to give consent to participate and then proceed
with the registration procedure, which consists of providing your email, consenting
to the use of the different sensors, and (if present) completing the participation
questionnaire. Afterwards, the participant will be able to participate in the study,
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Figure 3.4: Data collection phase BPMN

Name Type Contained in Description
Participant Pool - The person invited to participate in a

data collection
Researcher Pool - The user of the system that requests

the data collection execution
iLog Platform Pool - The main service for supporting the

researcher in the data collection process

Table 3.13: Data collection pools and lanes

answering questions and stimuli and managing the collection of sensors. Once data
collection has been completed, the participant will be informed of the procedures
to be conducted and, if required by the study, will receive the forms to make the
payment request.

The Researcher Lane (see Figure 3.4 and Table 3.16) shows the activities conducted
by the researcher. Following the design of the experiment and its approval by the
ethics committee (as described in Sections 3.1 and 3.2), the researcher will be able
to move on to the operational phase of data collection. In this phase, the first
task to be conducted is the measurement specification, i.e. the transcription of
the stimuli into a format that facilitates uploading to iLog and, if applicable, to
other measurement instruments (see Section 3.3.1 and Appendix A. Furthermore,
they must indicate the characteristics of the study, as indicated in section A.2.
Once this information has been shared with the Technical leader (see Section 3.1.6
for a description of the roles) the researcher will receive a code to test the iLog
app, considering the aspects indicated in Section 3.3.4 and send a report to the
Technical leader highlighting the problems encountered. Once the test is concluded,
the researcher will receive the study code to share with the participants (see also
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Name Type Definition Description
Receive study code Start Participate in study When a participant re-

ceives the invitation
for participating in a
study

End.Participant End End participation When the data collec-
tion ends for the par-
ticipant

Begin.Researcher Start Start data collection When the researcher
sends the questions
and sensor to be con-
figured in iLog

End.Researcher End Closing data collection When the researcher fi-
nalizes the procedures
for closing the study
namely receives the
collected data and is-
sues the payment re-
quest for the partici-
pants

Receive Measurement
Specification

Start Start configuration When the iLog respon-
sible receives the re-
sources to be uploaded
on iLog

End.Collection End End data collection When the results are
shared with the re-
searcher

Table 3.14: Data collection events

Section 3.3.5 and 3.3.6), together with all the material necessary information such
as the description of the study (Section 3.3.1), privacy documentation (Appendix
B.2 and B.3), instructions (Appendix C.2) and other material. Once the study has
started, the researcher can proceed to the monitoring phase, described in Section
3.3.7 and supported by the material in Appendix C.3. In this phase, the Study
Leader will interact with technical support to receive information on the progress
of the study and for further help. Once the study is concluded, the researcher will
be able to carry out the closing procedures, as described in Section 3.3.8.

The iLog Platform Lane (see Figure 3.4 and Table 3.17) shows the activities
conducted by the technical leader who manages iLog. Once the researcher has
received the study specifications, the technical leader starts the iLog configuration,
loading the questions and sensors with their respective frequencies. When the
configuration is completed, the technical leader sends the codes to the researcher to
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Name Type Description Timing
Install iLog User Process for downloading and in-

stalling the iLog app
3 days

Consent to participate User Process for reading the informed con-
sent and accept to participate in the
study

1 day

Register into study User Process for registering in the study 1 day
Do data collection User Process for participating in the data

collection and fulfilling the assigned
tasks (e.g., answering questions, pro-
viding sensor data, etc.)

.

Request payment User Process for requesting the payments 1 day

Table 3.15: Participant - Participant tasks

Name Type Description Timing
Measurements specification User The researcher prepare the

documentation to be uploaded
on iLog

3 days

Test system configuration User Process for testing the configu-
ration of tasks (e.g., questions)
on iLog

3 days

Receive study code Receive Process receiving the study
code from iLog

1 day

Share study code Send Process for sharing the study
code and instructions to the
participants

1 day

Monitor study User Process for monitoring the col-
lected data and helping the
participants during data col-
lection

.

Closing procedure User Process for receiving the re-
sults and issuing the payments

15 days

Table 3.16: Researcher - Data collection tasks

start the test system configuration, as described in Section 3.3.4. The test will be
considered completed when all requests for correction by the researcher have been
responded to and/or implemented. At this point, the study code can be shared and
the data collection can be started with the respective monitoring (see Section 3.3.7)
and data collection support in case of problems or errors. Afterward, the technical
leader can conduct the closing procedures and send the dataset to the researcher or
start the data preparation process (see Section 3.4).
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Name Type Description Timing
Configure system Manual Process for configuring iLog tasks

and sensors
15 days

Test configuration Manual Process for testing the back-end
and front-end of the study config-
uration

7 days

Share study code Send Process for sending the study code 1 day
Data collection Service Process for collecting the data .
Support data collection Manual Processes for supporting the re-

searcher and fixing errors
.

Closing procedures Manual Process for dumping the data, stor-
ing them in a safe repository, and
sharing a copy with the researcher

15 days

Table 3.17: iLog Platform - Collection tasks

Name Type Direction Description
Study start Timer Boundary Interrupting When iLog start to

collect data
Study End Timer Boundary Interrupting When iLog end to

collect data
Error in configura-
tion

Error Interrupting When errors in
iLog configuration
are detected during
the study test

Problems in data
collection

Error Non-Interrupting When problems
arise during data
collection, such as
missing notification
or server crash

Inclusive Gateway 1 Inclusive Converging iLog Platform-
Gateway dealing
with the technical
problems that may
arise during the
data collection

Table 3.18: Data collection Gateways
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3.4 Data preparation
According to Chapter 2 and Section 2.4, data preparation is a fundamental aspect
to ensure the replicability of results and correct application of legal principles. To
this end, this section will present a description of the types of (i) input information
in the data preparation process, the actual process of (ii) data extraction, (iii)
transformation, and (iv) cleansing of the data; data consolidation from the point of
view of (v) privacy operations; and finally the creation of the (vi) documentation
necessary to facilitate the replicability of the results. The section will conclude with
some considerations on (vii) storage procedures and (viii) data quality, as well as
on (ix) the process’s BPMN.

3.4.1 Input data
In addition to the raw data from data collection applications (e.g., iLog), data
preparation requires information useful for contextualizing the study and the
variables collected. The information ranges from instructions for study design
and configuration of the data collection application to privacy aspects, as detailed
below.

Study design The document (which can be redacted according to the template
reported in Appendix A.1) will be useful for drafting the final documentation, also
considering some copyright information, like:

• Author name: The authors of the study, the individuals who conducted the
study and are responsible for the results;

• Copyright holders: The copyright holders, the individuals or organization that
holds the copyright for the study;

• Copyright year : The copyright year, the year in which the study was con-
ducted;

• Creator : The Creator is the person who created the dataset documentation.

By including this information in the Catalog webpage (see Section 3.5, the individuals
who access the dataset can verify the data’s authenticity and ownership. Moreover,
this information is essential for properly citing and crediting the dataset.

iLog question specification This documentation (which can be redacted ac-
cording to the template reported in Appendix A.2) is used to describe the research
protocol and facilitate data preparation in case of doubts or inconsistencies in the
dataset. In particular, the following information is necessary:

• Study name: This parameter specifies the name of the study, which is going
to be used to name the study directory;
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• Study ID: This parameter uniquely identifies the study, enabling the extraction
of data specific to that study;

• Starting date of the study: The parameter specifies the start date of the study,
ensuring that only relevant data is extracted;

• Ending date of the study: The parameter specifies the end date of the study,
ensuring that only relevant data is extracted;

• Timezone of the study: The timezone is required to successfully convert
the dates from the server dates to the study timezone and have consistent
detections.

Privacy material Like Ethical committee approval, informative, privacy state-
ment (see Appendixes B.1, B.2, and B.3) and other relevant privacy material (e.g.,
the DPIA B.4, but also exchange of emails with the IRB or the legal department).
This documentation must be stored and will be used in the audit case.

Additional materials Like flyers and instructions for using iLog shared with
participants, but also additional notes of problems detected during data collection,
which can be attached to the documentation to be shared with external parties or
used as a reference for future experiments.

The input datasets Specifying the dataset names used to identify the relevant
data to be extracted from the server.

3.4.2 Extraction
The extraction consists of retrieving the raw data and the user IDs from the iLog
server. It is divided into three main parts: (i) Study setup, (ii) User extraction, and
(iii) Sensor extraction. These parts provide the initial input for subsequent data
cleaning and transformation steps, as described below.

Study setup Stores the study information in a .ini configuration file for the needed
scripts. To ensure the reproducibility and repeatability of the study, it is essential
to have a record of its setup. This information is stored in a .ini configuration file,
which serves as input for the needed scripts. The configuration file is created using
a script that parses the information given as arguments and creates a folder for
the study directory. The script generates a .ini file inside the folder containing the
study configuration. By storing the study information in this way, the setup can be
easily accessed and modified, ensuring consistency and accuracy throughout the
data preparation process.
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Users exctraction Retrieves the user IDs for the participants. It is a process
that involves downloading the user IDs from the iLog server. The user IDs are saved
in a dictionary in json format. Then, each user is assigned a numerical index in
ascending order. Finally, the updated user dictionary is saved as a json file, which
will be used in subsequent steps of the data preparation pipeline.

Sensors exctraction The goal is to download each dataset specified as a parame-
ter from the start timestamp to the end timestamp defined as study properties. The
parameters for each dataset depend on the dataset type and have been previously
decided based on the frequency of the dataset readings and usage.

Once these input parameters are defined, a Python script automatically downloads
the data formatted as a json that adheres to a particular schema.

The schema contains two top-level fields: studyId and properties. The studyId
field includes a unique identifier for the study to which the dataset belongs. The
properties array field contains a single element, with critical datasetName as the
value of the list of rows of the dataset. Each row is formatted as a json object
composed of several key-value properties.

3.4.3 Transformation
After the download of the datasets, the next step is to transform them into a more
efficient format for storage and analysis. The Data Transformation to parquet
section explains the different steps involved in changing the json files to parquet
format. The process is different for sensors and contributions: for the sensors, the
object columns are split into multiple columns, and then the entire json file is
converted to a single parquet file. For contributions, missing columns and content
are added, and unused columns are removed before the conversion. In both cases,
the new parquet files are concatenated, and the original json files are deleted to
reduce disk space usage. Finally, a password-protected zip backup is created.

Split object column String, integer, and float values can be directly converted
into a columnar format. However, object values require splitting into multiple
columns. The script uses a hard-coded list of possible objects in the datasets to
map the values to the corresponding columns. First, it selects the object columns
by comparing the column names (which are always unique). Then, it creates new
columns based on the possible values and maps them to the corresponding ones.

Add missing columns and map values Converting the contributions to
parquet requires a more challenging approach, as it involves a manual procedure.

For the contribution questions, the manual procedure consists of identifying a rule
to assign a corresponding tag for each first question that identifies the type of
question and implementing it in Python code. This is necessary because the tag is
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not stored in the json file. Instead, all the information associated with that type
of question is stored in the column question.

For the contribution answers, the manual procedure consists of (i) specifying
the answers columns with the corresponding labels and type of question and (ii)
identifying a pattern to assign the corresponding answers and the correct format.

Once the necessary modifications are made, the script has to be further modified to
map the answer values to responses, identifying a pattern for the assignment. In
each row, multiple answers correspond to a specific type of question for a user.

This information is in a complex array called answer, which needs to be analyzed to
identify the associated responses. Thanks to the input documentation (see Section
3.4.1, it is possible to identify a unique pattern.

Remove useless and redundant columns Finally, some columns are redundant
or useless for the analysis; thus, they are removed from the temporary dictionary. For
instance, the question and title columns are deleted, as they contain redundant
information not required for the analysis.

Convert json dictionaries to parquet At this process stage, the modified
datasets are in a Python dictionary format and need to be transformed to parquet
for simplified management and reduced space. This conversion is directly handled
by the dask.dataframe library merges the different dictionaries (previously split
by user and study chunks) corresponding to the same dataset into a single one.

Create password-protected zip backup After converting from dictionary to
parquet format, a zip backup of the non-anonymized datasets is created to be
stored in the SH for security reasons. This backup is password-protected to ensure
the privacy of the participant’s data. The backup process is automated, and the
corresponding password is stored in a separate txt file saved in Safe Haven.

The non-anonymized datasets are saved following their original paths, which
preserves their internal organization and makes it easier to locate a specific dataset
if necessary. The backup process ensures that the non-anonymized datasets are
securely stored in case of data loss or corruption.

3.4.4 Cleaning
The contributions are cleaned by removing duplicates based on the tuple of columns
studyid, userid, and instanceid. The dates are converted to DateTime, and the
timezone is changed to where the study occurred.
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Concatenate by type contributions The script used in this step works by
selecting the relevant datasets for each study (such as time diaries, tasks, etc.) and
then concatenating the contributions by type (answer, question, or confirmation)
into a single file. This helps simplify the data management process and allows for
easy analysis of the contributions. Since the preparation procedure differs, the
concatenated files are stored in their respective directories (Answers, Questions,
and Confirmations).

Clean contributions The contributions are cleaned by removing the duplicate
rows. To identify duplicates, the script checks the values in the following columns:
studyid, userid, and instanceid. If a row has the same values in all three
columns as another row, it is considered a duplicate. All the duplicate rows are
deleted, and only the first row is kept. This ensures that each contribution is unique
and reduces redundancy in the dataset.

Convert dates to DateTime and change timezone During the conversion
of the datasets, an important step is to convert the dates from the integer format
(YYYYMMDDhhmmssfff) to a DateTime format (YYYY-MM-DD hh:mm:ss.fff) and
change the timezone from the one used by the Data Collection server (ETC/GMT+1)
to the timezone of the study location. This step ensures that the DateTime
information is consistent and usable for further analysis. The conversion can be
done using the pytz and DateTime libraries in Python.

3.4.5 Privacy operations
The anonymization procedure dealt with the possible sources of possible identifica-
tion, namely (i) Personal Data Anonymization, (ii) Network Anonymization, and
(iii) GPS Anonymization.

Personal Data Anonymization All personal information, i.e., email address,
home address, name and surname, must be removed from each of the three types
of datasets (online questionnaire, time diaries, and sensors), still making sure that
the same unique identifier would be assigned to the same person across all three
datasets.

Network Anonymization Considering network connection there are three
possible sources of re-identification, namely: (i) WiFi-event, which shows the WiFi
network the smartphone is connected to; (ii) cellular-network, which shows the
roaming network; and (iii) WiFi-networks-event, which shows the WiFi networks
that are available in the environment. The relevant columns have been anonymized
for each sensor file using unique identifiers. A hash function was applied to the WiFi
network name, with a function that cannot be reversed (the SHA-256 cryptographic
function is used to perform the hash).
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GPS Anonymization The location visited by the participants is one of the most
sensitive data. If joined with timing information, the location may quickly lead to
re-identification, e.g., the place where a person spends most of their night hours is
their home. Therefore, our solution is to make the spatio-temporal information more
ambiguous. There are many ways of doing this, all having different consequences for
the usability of the dataset for research. For example, eliminating GPS signals at
night would ensure good personal data protection. Still, it would not allow a person’s
movements to be correctly tracked, especially if they are not home. Considering
the main GPS uses, namely the tracking of movements and the identification of
places visited, two anonymization methods are proposed as follows:

1. Round Down The GPS precision is truncated so that it becomes anonymous
but in a way that is still useful for certain scientific purposes.

2. Point of Interest (POI) Instead of providing the entire stream of GPS position,
the POI approach returns only those locations where the user has spent more
than a certain amount of time. This dataset adds a POI tag to the stream
if latitude and longitude do not change for one minute. For each POI, the
elapsed time in seconds is also added. GPS longitude and latitude readings
are removed. The POI is selected to identify a general location (suburb, city,
region) and the closest relevant places (bar, restaurant, lake, etc).

The output of these procedures is two datasets called RoundDown and POI, each
containing all the other sensors. For privacy reasons, only one of the two datasets
can be downloaded by the same research institution since the union of the two
would quickly lead to re-identification.

3.4.6 Data documentation
Once the data preparation is complete, the practitioner can proceed with document-
ing the dataset and data collection. Preparing the documentation will be helpful
for internal management, audit purposes, and external purposes of publication and
communication with other researchers.

As described in the 3.4.1 section, the documentation for internal and audit purposes
concerns privacy documents and all the material produced during data collection.
To facilitate access, these must be saved in the Core Repository (see Section 3.4.7)
following the file system nomenclature.

However, three types of documentation must be created for external purposes: the
metadata, the codebook, and the technical report.

As regards the metadata, an extended description can be found in the following
Section 3.5 and aims to index the dataset, encouraging a concise description and
facilitating access through search functions. The codebook must instead contain an
accurate description of the variables used, considering the Acronym of the variable
present in the dataset, the description of the variable, the Variable class (numeric,
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string, DateTime, boolean, ...), Unique values or number of users, Missing values.
A template for the codebook is available in Appendix D.1, but it can be generated
automatically using the Python and R packages described in Section 2.4.

Finally, the technical report is a document that should describe all the aspects that
led to the dataset collection and its results. In particular, the technical report should
highlight (i) the purpose of the data collection, which defines the boundaries in which
data are applicable (it answers the question "What is the problem addressed?"), (ii)
the state-of-the-art methodology and datasets, highlighting gaps and pointing at
similar data available (it answers the question "Why is it important to generate
a new dataset?"); (iii) a description of the data collection methodology adopted
("How the data were collected?"); and, (iv) the results, namely an outline of the type
of data collected (e.g., demographics, list of data collected, examples of bivariate
statistics) and their potential reuse.

A template for the technical report, drawn up based on [170], is available in the
Appendix D.2.

3.4.7 Storage
The outputs of the data preparation process are two datasets that vary in their
respective level of anonymization. The fully anonymized dataset, namely a dataset
that does not contain any personal information, that is, neither direct identifiers
(e.g., name, home address) nor indirect identifiers (e.g., the stream of GPS positions),
can be saved in a protected repository which respects access control policies, but
which does not necessarily have to be disconnected from the network. The person in
charge of the repository (and the owner of the data) will have to guarantee correct
access to the information, not least by ensuring that the repository contains not
only the datasets but also all the documentation necessary for their correct reuse
(e.g., description of variables, privacy documents, etc.).

The data preparation procedure also includes saving data that is not entirely
anonymized. This can be the raw data or the output of intermediate preparations.
Despite the high risk of managing this data, their retrieval is necessary when
errors are found in the prepared and anonymized dataset or if new anonymization
procedures are developed. To ensure the security of these datasets, they should be
stored in a separate safe haven or encrypted repository. The dataset access should
be limited to data owners only, and the maintenance should be limited in time,
which, by privacy procedures, could last a few years after the conclusion of data
collection. Also, in this case, the correct dataset maintenance requires saving the
relevant documentation to facilitate future reuse.

3.4.8 Quality
The entire data preparation process has been defined to ensure a minimum quality
of the datasets, with a view to their consolidation and future reuse. Therefore, data
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quality should be derived from data consolidation procedures, such as the enrichment
of variables with labels, data coding, and so on. Further enrichment of data quality
can take place from missing data imputation procedures, such as using GPS location
data to validate or infer the Home location label provided by the study participant. In
any case, a fundamental aspect of consolidating data quality is testing or validation.
The preparation procedure generally requires documentation such as the technical
report and the codebook to be created. Reviewing these documents facilitates not
only reuse but also control for inconsistencies that may have occurred during the
data collection or preparation phase. Through the codebook, for example, it is
possible to view missing data patterns and evaluate their consistency. However, it
also checks that the data types have been correctly imputed and that all users are
mapped to all datasets.

Finally, it is also possible to discover inconsistencies during the data distribution
phase (as in Section 3.5), in which other practitioners may send feedback on the
data quality or even additional scripts to generate new features.

3.4.9 Data preparation BPMN
The sub-processes of the overall service of the data preparation pipeline show the
steps and data storage used for preparing the collected data and moving it to the
final repository. The BPMN process is defined in Figure 3.5 and detailed in the
tables 3.19,3.20,3.21,3.22,3.23 has been defined. The BPMN considers the case in
which a researcher has participated in the previous phases of data collection and
wishes to use the preparation service. The data preparation templates and support
materials are reported in Appendix D.

Figure 3.5: Data preparation phase BPMN
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Name Type Contained in Description
Researcher Pool - The user of the system that requests

the data preparation execution
Data preparation Pool - The main service for supporting the

researcher in the data preparation
process

Table 3.19: Data preparation pools and lanes

Name Type Definition Description
Begin.Researcher Start Start request for data

preparation
When the researcher re-
quests for data to be pre-
pared

End.Researcher End Storing prepared data When the researcher
stores the prepared data

Begin.Preparation Start Start data preparation When the support re-
ceives the request, the
information and the data
to be prepared

End.Preparation End End data preparation When the results of the
prepared data are docu-
mented and stored in the
repository

Table 3.20: Data preparation events

Name Type Description Timing
Share input data User The researcher prepare the data and

documentation for data preparation
5 days

Receive prepared data User Process for receiving the prepared
data and checking them

5 days

Store data User Process for storing prepared data 1 day

Table 3.21: Researcher - Data preparation tasks

The Researcher Lane (see Figure 3.5 and Table 3.21) shows the activities carried
out by the researcher. In particular, the researcher provides all the information
necessary for data preparation (see 3.4.1) and then takes care of receiving the
prepared data and storing it in a secure repository or safe haven, in the case of
non-anonymous data (see 3.4.7).

The Data Preparation Support Lane (see Figure 3.5 and Table 3.22) shows the
activities conducted by the technical support, who will have to deal with all the
procedures described in this section from data extraction, to the transformation and
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Name Type Description Timing
Data Extraction Manual Process for extracting the data and

converting them to parquet
3 days

Data Transformation Manual Process for converting json strings
into tabular data

5 days

Data Cleaning Manual Process for labelling, merging and
removing duplicated data

5 days

Privacy Operations Manual Process for pseudonymizing and
anonymizing the data

5 days

Share prepared data Send Process for sending the prepared
data to the researcher

1 day

Documentation Manual Process for documenting the data
through a technical report and a
codebook

10 days

Preparation metadata Manual Process for creating the metadata
of the dataset preparation

5 days

Table 3.22: Data preparation support - Data preparation tasks

Name Type Direction Description
Exclusive Gateway 1 Exclusive Diverging Data preparation support Gate-

way for assessing the data qual-
ity

Table 3.23: Data preparation Gateways

cleansing of the data; up to anonymization and the creation of the documentation
which will be saved in the appropriate repository.
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3.5 Data distribution
The distribution phase follows the data preparation phase described in Section
3.4. This ensures that the data is of the correct quality and sustainable from a
privacy point of view. As from Section 2.5, although there are several catalogs
and repositories available, the current methodology focuses on the LivePeople
Catalog [172], developed by the KnowDive group in the context of the Horizon
2020 WeNet Project - The internet of us [29]. The LivePeople Catalog is designed
to distribute Big Thick Data and contains features, such as specific metadata and
privacy documentation, not present in other catalogs. The LivePeople Catalog is a
systematic and organized information collection presented in a structured format.
It serves as a reference or inventory that details a specific set of resources and allows
the publication and download of the resources (i.e., experiment data collections).
The new release has been implemented in JKAN. JKAN is based on GitHub and
Jekyll; it allows the publication of a catalog based on a GitHub repository, making
it more accessible to third parties.

The Catalog is publicly accessible, and the Appendix E presents a user journey to
navigate the Catalog and its primary functions.

The main activities that concern the distribution process are (i) uploading and
documenting, (ii) searching, and (iii) downloading data from the Catalog. The last
section will present the (iv) BPMN.

3.5.1 Upload
The upload phase involves identifying and describing all the information necessary
for the publication of the dataset, enabling its search through tags and keywords
and facilitating its reuse. In particular, the essential information can be articulated
into a set of (i) metadata, which should consider different (ii) data types and the
relevant (iii) documentation of the dataset.

3.5.1.1 Distribution metadata

Metadata is a synthetic, findable and machine-readable description of the main
features of the collected dataset. In general, much of the information regarding Big
Thick Data is similar to that of other quantitative data and identifiable in the set of
metadata proposed by [150], even if particular attention must be paid to the types
of data (as described in the next section). Considering the search aspects of the
dataset, as well as the different outputs of the data preparation, it is possible to
distinguish the metadata categories into three parts. The first is Title and Notes,
which represents the name of the dataset and a brief description with keywords
that facilitate both research and understanding for non-experts. The second is
the Resources, i.e., the entire set of downloadable materials regarding the dataset
and data collection, to allow a more detailed analysis of the dataset’s content and
subsequent preparation and reuse. Finally, there are the actual Metadata, which
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contain the summary of the main characteristics of the dataset and allow it to be
framed in terms of time and space (when and where the data collection took place
and for how long) as well as for the features that highlight its composition and
quality (e.g., the number of people who participated in the data collection) as well
as aspects regarding copyright and privacy (e.g., the authors of the dataset, but
also the rules for ownership and distribution). The following tables describe the
metadata available in the LivePeople Catalog.

Field Value type Description
title textual The title of the resource
notes textual A description of the dataset, containing: (i) the project

name and objectives; (ii) the type of data collected; (iii)
suggested reuse.

Table 3.24: Title and Notes

3.5.1.2 Data type

The data saved in the Repository are of two types: interaction data, namely data
collected via the user’s interaction, and sensor data, passively collected from the
user device(s).

Based on Android Developers [190], the categories of sensors are:

1. Connectivity: Package with Objects representing connections with other de-
vices. This category includes the following: Bluetooth Low-Energy, Bluetooth
Normal, Cellular Network, Wifi, and Wifi Networks.

2. Environment: These sensors measure various Environment parameters. The
Android platform provides four sensors monitoring various environmental
properties, such as relative ambient humidity, illuminance, ambient pressure,
and ambient temperature near an Android-powered device. All four environ-
ment sensors are hardware-based and available only if a manufacturer has
built them into a device. Environment sensors are not always available on
devices except for the light sensor, which most manufacturers use to control
screen brightness. This category includes the following: Ambient Temperature,
Audio, Light, Pressure, and Relative Humidity.

3. External Device: All other sensors collected from external devices related to
the leading smartphone (smartwatches and others). This category includes
the following: Bluetooth accelerometer, Bluetooth gyroscope, Bluetooth heart
rate, and Bluetooth magnetic field.

4. Motion sensors: These sensors measure acceleration and rotational forces along
three axes. This category includes the following: Accelerometer, Accelerometer
Uncalibrated, Activities, Gravity, Gyroscope, Gyroscope Uncalibrated, Linear
Acceleration, Rotation vector, Step Counter, and Step Detector.
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Field Value type Description
download-request-name textual The name of the document to re-

quest the dataset
download-request-URL URL The link to the downloadable docu-

ment to request the dataset
download-request-format textual The format of the resource
technical_report-name textual A report describing the data collec-

tion (design, collection, preparation,
main results)

technical_report-URL URL The link to the downloadable tech-
nical report

technical_report-format textual The format of the resource
codebook-name textual A codebook describes the contents

of a data collection. A well-
documented code- book contains
information intended to be complete
and self-explanatory for each vari-
able in a dataset.

codebook-URL URL The link to the downloadable code-
book

codebook-format textual The format of the resource
additional_material-name textual (optional) the materials used dur-

ing the research (e.g., focus group
tracks, interviews, and question-
naires)

additional_material-URL URL The link to the downloadable addi-
tional material

additional_material-format categorical The format of the resource

Table 3.25: Resources

5. Position sensors: These sensors measure a device’s physical position. This
category includes orientation sensors and magnetometers. This category
consists of the following: Game Rotation Vector, Geomagnetic Rotation
Vector, Location, Magnetic Field, Magnetic Field Uncalibrated, Orientation,
and Proximity.

6. App usage sensors: These sensors identify how people use and interact with
social media and applications. This category includes Headset Plug, Music,
Notification, and Application.

7. Device usage sensors: These sensors identify how people use and interact with
their devices. This category includes the following: Airplane Mode, Battery
Charge, Battery Level, Doze, Ring Mode, Screen, Touch, and User Presence.
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Field Value type Description
License URL The link to the license web page
dataset name textual The name of the dataset
location textual The name of the city (or province) in

which the dataset has been collected
start date textual The beginning of the data collection (i.e.,

the oldest date in the dataset)
end date textual The end of the data collection (i.e., the

most recent date in the dataset)
dataset type categorical The type of dataset
sensor type categorical The type of sensor (only if dataset type

== Sensor)
size float The size of the dataset in MegaByte

(MB)
dataset format textual The format of the dataset
other available format textual Other format of the dataset available
number of participants integer The number of participants (unique id)

in the dataset
language textual The language of the dataset (only if

dataset type==Synchronic interaction
| dataset type==Diachronic interaction)

collection name textual The name of the collection that collected
the dataset

project URL URL A link to the webpage of the project
organization textual The name of the institution that col-

lected the dataset
domain categorical The domain of the dataset
5-stars integer Ranking based on Tim Berners-Lee’s 5-

star deployment scheme for Open Data
publication date textual The date in which the dataset has been

released
identifier textual alphanumeric code identifying the re-

source
download request textual email of the institution responsible for

validating the download request and shar-
ing the data

Table 3.26: Metadata

3.5.1.3 Documentation

The additional documentation of the datasets is the output of the data preparation
process (see Section 3.4) and aims to make accessible both aspects regarding the
method with which they were generated and relevant information on the datasets’
content. In this sense, documentation ultimately enables the reproducibility of
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studies and facilitates the reuse of the collected data. An additional purpose of
the documentation is to facilitate legal audit, but often, the necessary materials
regarding ethical compliance and privacy are not distributed to the general audience.
The list below reports what, based on the state of the art (see Section 2.5), are the
documents usually shared, or:

1. the technical report (see Appendix D.2),

2. (optional) the codebook (see Appendix D.1),

3. (optional) the materials used during the research (e.g., focus group tracks,
interviews, and questionnaires).

4. (optional) relevant publications describing the dataset.

Note how the technical report is, in our opinion, the only essential document,
as it contains all the fundamental information to reproduce the investigation and
contextualize the data collected, thus guiding the practitioner to their contextualized
reuse (i.e., not "out of context" as stated by [5] and reported in Chapter 1). This can
be accompanied by all the materials used to conduct the study to make its replication
even easier. These materials, together with the codebook, are also particularly
useful in the data reuse phase, where the practitioner can easily reconstruct the
labels associated with the dataset variables and their respective values, as well as
view some exploratory analyses (in the cases of more structured codebooks). Finally,
sharing scientific articles that have used the dataset will facilitate its understanding
and reuse by a wider audience. This latest documentation cannot be the product of
the preparation phase and will have to be updated over time.

3.5.2 Search
According to the FAIR principle [161], in addition to being documented and available
on the web, datasets must be able to be found. This happens through various queries
the end user will carry out based on their search purposes. The queries will filter
superfluous information, returning only the subset of datasets of interest. Clearly,
the greater the diversity of users you intend to reach, the lower the possibility of
enabling domain-specific queries. For example, an experienced user of intensive
longitudinal surveys in psychology will know precisely what to expect when searching
for "ESM" data, but the acronym will be unusual or of little interest to other domains.
For this reason, the LivePeople Catalog has been enabled with basic and as general
search functions as possible, considering:

• the location in which the dataset was collected

• the acronym of the project that collected the dataset

• the dataset type (see Section 3.5.1.2)
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Location is one of the critical components of the situational context, functions as
a vehicle for many aspects of knowledge, and is a proxy for cultural aspects. The
project acronym instead filters all the datasets collected following a specific research
methodology. Finally, the type of dataset facilitates research for analysis purposes.
Further aspects that may be considered are, for example, the research topic and
the methodology adopted (for which a standard and interdisciplinary dictionary is
necessary), as well as the duration of the studies or the size of the sample. Future
implementations must consider the datasets’ compositional aspects, as described in
Section 3.5.3.1.

3.5.3 Download
Big Thick Data is exceptionally varied and, therefore, eminently multi-purpose as it
concerns different aspects of a person’s daily life and lends itself to multiple types
of reuse. Furthermore, their variety and being person-centred pose a considerable
risk for de-anonymization, particularly indirect. Since datasets are modular, it
is difficult to predict all combinations that will lead to the identification of the
subjects. For this reason, the download phase involves the definition of potential
(i) data combinations and a (ii) procedure for their sharing, as reported in the
following sections.

3.5.3.1 Type of datasets available for download

Since Big Thick Data is particularly diverse, it may have different uses and,
thus, different combinations of datasets. Three types of dataset combinations are
considered according to the spatial and temporal dimensions of the data collection:

1. Basic: (also called single location) a dataset composed of all the participants
in one study, in one location, at one point in time. The composition of a Basic
dataset is described in Section 3.5.1.2

2. Multiple: (also called multiple locations) a dataset composed of all the
participants in one study, in multiple locations, at one point in time

3. Composite: (also called longitudinal) a dataset composed of all the participants
that participated in different studies, in (potentially) multiple locations, at
different points in time.

In other words, the user interested in studying people’s behaviour in a single place
will request a Basic dataset, while to carry out a comparative study, he will require
a Multiple datasets. A composite dataset will be necessary if the user is interested
in the evolution of behaviours over time (in the exact location or multiple locations).

This division of the datasets is proposed here mainly for technical reasons, as
the different composition complexity will require different merge functions and a
longer preparation duration. Note, however, that as the complexity of the data
increases, the potential risk related to privacy and copyright also increases, not only
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because the datasets could belong to different owners but also because the amount
of information can easily lead to de-anonymization. For example, considering the
location, identifying a person’s home may not entail a high risk if the dataset was
collected several years before the analysis, as the person may have changed home in
the meantime. On the contrary, if the same domicile is identified years later (as
can happen in a Multiple dataset), the risks associated with deanonymization are
more significant.

3.5.3.2 Data download request

Finally, it is necessary to conduct an application procedure to download the dataset
since it is potentially de-anonymizable (see [97]). The request is based on drafting
a proposal describing the data’s purpose and methods of use and signing a contract
regulating its use. Some relevant licensing conditions are: (i) the datasets may
only be used for research purposes; (ii) redistribution of the datasets is forbidden;
(iii) once downloaded, the datasets cannot be made public (e.g., on a website).
See Appendix B.6 for a description of the download procedure and accompanying
documentation based on the EUROSTAT approach to microdata management [100].

Once approved, the data can be shared using a Distribution Repository (DREP).
The DREP is created to share collected information according to the requested
download and following GDPR. Indeed, DREP is kept for the time necessary to
download the data. To facilitate data retrieval, DREP includes a folder for each
data set provided to a single institution.

3.5.4 Data distribution BPMN and support material
The sub-processes of the overall service of Data Distributions show the steps and
data storage used for searching or downloading the data collected in the previous
processes. The BPMN process is defined in Figure 3.6 and detailed in the tables
3.27,3.28,3.29,3.30,3.31 has been defined. This process is associated with various
templates and privacy materials helpful in this phase, which can be found in
Appendix B.6, and the description of the user journey described in Appendix E.

Name Type Contained in Description
Researcher Pool - The user of the system that re-

quests the data to be uploaded,
searched, or downloaded

Data distribution Pool - The main service for supporting the
researcher in the data distribution
process

Table 3.27: Data distribution pools and lanes
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Figure 3.6: Data distribution phase BPMN

Name Type Definition Description
Begin.Researcher Start Start request for data

distribution
When the researcher re-
quests for data to be
uploaded, searched, or
downloaded

End.Researcher End Upload, Search or Down-
load

When the researcher has
concluded the upload,
search or download pro-
cess

Begin.Distribution Start Start data distribution When the support re-
ceives the request to
upload, download, or
search the datasets

End.Distribution End End data distribution When the service of up-
load, search or download
is finalized

Table 3.28: Data distribution events

The Researcher Lane (see Figure 3.6 and Table 3.29) shows the main activities
conducted by the researcher. Ideally, the researcher will be able to use the search
function to find the datasets of interest and make a request to download the data
via the appropriate documentation downloadable from the web page.
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Name Type Description Timing
Upload User The researcher prepare the data and documenta-

tion for data distribution
5 days

Search User Process for searching the datasets within the
Catalog

.

Download User Process for requesting and downloading the data 15 days

Table 3.29: Researcher - Data distribution tasks

Name Type Description Timing
Upload Catalog Manual Process for uploading metadata and

documentation on the Catalog the
data and converting them to parquet

5 days

Search datasets Service Service for searching the data .
Select datasets Service Service for selecting the data .
Request download Service Service and documents for requesting

the data
10 days

Send link to DREP Service Service for uploading the data on
DREP and share the link with the
researcher

1 day

Table 3.30: Data distribution support - Data distribution tasks

Name Type Direction Description
Inclusive Gateway 1 Inclusive Converging Researcher Gateway for choosing

the activities to be done (upload,
download, search)

Inclusive Gateway 2 Inclusive Converging Data Distribution Gateway deal-
ing with the request on the activi-
ties to be done (upload, download,
search)

Inclusive Gateway 3 Inclusive Converging Data Distribution Gateway for
approving or redefining the re-
quest for data download

Inclusive Gateway 4 Inclusive Converging Data Distribution Gateway deal-
ing with finalization of the search,
upload, or download procedures

Table 3.31: Data distribution Gateways

The Support Lane (see Figure 3.6 and Table 3.30) describes the activities conducted
within the LivePeople Catalog, based on a set of services offered, from the Upload
function to the Search and Download function. Before uploading, the dataset must
be validated by a technical support expert to ensure the quality and reliability of



92 3.5. Data distribution

the data. Furthermore, once the download request has been received, an expert
will have to validate it and compose the set of datasets (based on what is described
in Section 3.5.3.1) and then upload them to a repository accessible to the network
called DREP, from which the researcher will have 24 hours to download it.
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This study 1 is part of the WeNet project (see Section 1.4), which aimed to study
and foster the diversity of people mediated by technologies. The study is an example
of a Multipurpose study design, that is, an approach to the daily life of students
considering the main aspects of the context and their articulation over time in

1The current chapter is an adaptation technical report [174]
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terms of routines and social practices. In other words, it is an example of a Big
Thick Data collection that considers both annotations about the Personal Context
and sensor data in the Object context. The results and their reuse bring multiple
insights about the validity and reliability of the iLog methodology.

4.1 Topic and objectives
The study aimed to investigate the diversity of students’ daily routines. Diversity
is modelled based on earlier work in the social sciences [30, 191–198]. Along this
line of thought, surface (i.e., objectual) and deep (i.e., personal) diversity fall under
the broader area of theory of social practices, when studied at the group level, and
of behavioural routines when studied at the individual level [199–209].

Social practices are modelled in terms of three components [210] as follows:

• Material, namely the material objects, such as a car or a membership, which
allow the exploitation of a certain practice,

• Competence, namely the knowledge, skills, and abilities that enable a certain
practice, and

• Meaning, namely a set of elements that give meaning to one or more social
practices. It primarily captures the cultural component present in a specific
society, as expressed by a subject, while, at the same time, motivating this
subject to perform that particular practice.

Thus, for instance, travelling by public transport may be motivated by personal
attention to the environment. In the same way, being careful about the climate
justifies (and gives meaning to) the fact that one uses a bicycle, sorts garbage,
becomes vegetarian, and so on. The theory of social practices identifies three
critical components used to define behavioural routines: material, competence, and
meaning. These components can also be recombined to give rise to new and different
behavioural routines. No matter how generated, behavioural routines become social
practices if recognised at the community level. [211–213].

This study has developed indicators and tools that allow the ment of measurement
of diversity across the three dimensions underlying social practices (competence,
material, and meaning) and how they are organised and performed in daily routines
while maintaining a level of comparability across university students from different
countries and cultural communities.

4.2 Measurement and tools
The study was based on three types of data collection tools, namely (i) closed-ended
questionnaires (synchronic), (ii) time diaries, and (iii) sensor data (the last two
being diachronic).
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4.2.1 Questionnaires
Diversity is a complex, multidimensional, and multi-layered phenomenon. In other
words, it is a latent concept that cannot be captured as a whole with a single
measuring instrument. Its analysis requires decomposing diversity into elementary
parts that can be measured and reconstructed. The study focuses on a few specific
subsets of diversity, as seen from the topics addressed in the three questionnaires
administered to the students.

• The first questionnaire was administered to the whole population to collect
broad general information related mainly to surface diversity, cultural con-
sumption and leisure (deep diversity), and some dimensions pertaining to
social relations (online and offline).

• The second questionnaire was administered only to iLog participants and was
mainly devoted to finding deep diversity information. This questionnaire was
mainly focused on exploring specific social practices, such as moving, cooking,
grocery shopping, and physical activities.

• The third and last questionnaire was administered only to iLog participants and
was mainly devoted to finding deep diversity information. This questionnaire
explored the user’s experience with the app and testing a multiple intelligence
scale.

All three questionnaires gathered information related to material, competence, and
meaning. In particular, four standard scales were used as a proxy for meaning and
one as a proxy for competence. Regarding meaning, the following scales were used:

• two scales about personality, namely the Big Five Inventory [49] in the main
questionnaire, and a Jungian scale on personality types [214–218] in the second
questionnaire);

• two scales about values, namely the Basic Values Survey [219] in the main
questionnaire and the Human Values Survey [79, 220] in the second question-
naire

Concerning competence, the multiple intelligence scale [221] was administered in the
third questionnaire. Each question and scale can provide elementary information
on specific diversity characteristics. Their combination, in turn, can be used as a
complex measure of diversity in specific social practices.

4.2.2 Time diaries
Time Use Diary (TUD) is an intensive longitudinal survey (ILS) approach that
observes how individuals spend their time. TUDs measure the frequency and
duration of human activities, behaviours, and experiences, offering a detailed view
of social behaviour. In a diary study, data are self-reported activity sequences in
time episodes ranging from a few days to even a month or longer with a regular
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time interval. This data type is usually collected via a self-completed time diary
[64] that allows registering (at fixed time intervals) the sequence of an individual’s
activities. In this sense, they are an excellent tool for measuring people’s context
and how this evolves (see Section 1.2). Indeed, the time diary approach allows one
to observe people’s perspectives on their daily lives based on where they are, who
they are with, what they are doing and how they feel at different times of the day.

Figure 4.1: Morning questions sent using iLog

Figure 4.2: Evening questions sent using iLog

The ILS is composed of three different time diaries with different timings and
different objectives, as follows:

• The first diary collects information about the day’s beginning and end. Every
time, at 08:00 AM (Figure 4.1), the subject received two qualitative questions
about the sleep quality and the day’s expectations. At 10:00 PM, (Figure 4.2)
the subjects were asked (a) to rate their day, (b) if they had any problems
during the day, and (c) how they solved them, and, finally, they received a
(d) question about the COVID-19 pandemic.

• The second is a standard time diary (Figure 4.3) with special sections on
three main activities. Every half hour for the first two weeks and every hour
for the second two weeks, the participants received a notification on their
smartphone with four questions as follows:

– their activity "What are you doing?" providing the participant with 34
answer categories such as sleeping, eating, working, etc.;
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– the current location "Where are you?" providing the participant with 26
categories such as home, workplace, university, restaurant, etc.;

– the persons being with the participants at the time of the question "Who
is with you?" providing the participant with eight categories such as
"Alone", "With my partner", "With friends", etc; and

– their mood "What is your mood?" providing the participant with a scale
of 5 levels ranging from happy to sad.

If the subject claimed to be "eating," "travelling," or "doing sport," four
different in-depth questions were asked for further information (Figure 4.4).
Specifically

Figure 4.3: Standard time diary with the questions sent every 30 minutes using iLog

– when eating, the subject had to report foods and drinks selecting them
from 20 categories, such as rice, potatoes, meat, beer, etc. (adapted
from [222]);

– when doing sport, the subject had to state the type of sport, selecting
them from 9 categories, such as jogging and running, water sports, etc;

– when travelling, the subject had to state (a) the reason for the travel
within seven categories, such as study, social life, etc., and (b) the means
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Figure 4.4: In-depth questions that appear when certain options are selected in the
question "What are you doing?"

of transport within 16 categories, such as car, bus, etc.

Figure 4.5: Additional questions related to food and drinks

• In the third time diary (Figure 4.5), the subjects received additional questions
about food and drinks. These questions were asked every two hours outside
the main meal hours.
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4.2.3 Sensor data
All sensor data listed in Appendix C.1 were collected as frequently as possible to
ensure the dataset reuse across multiple domains.

4.3 Ethics and privacy
All the study activities and results at each site comply with academic and national
ethical privacy-protecting laws and guidelines. Additionally, for non-European
Studies, the activities and results have been developed to be compliant with those
of a selected European country, as requested by the European Commission. The
Italian legislation was selected as the reference. The details are described in [30,
213]

4.4 Incentives strategy
The incentive strategy was aimed at maintaining active participation during the
second and third phases of the investigation, where the dropout rates were higher
and had a greater impact on the results. The incentives were designed based on the
effort required by the different tasks, as described below:

1. Payments for completing at least the 85% of:

• the 1st two weeks of the ILS;

• the 2nd two weeks of the ILS;

2. Daily prizes (random extraction)

3. Final prizes (random extraction), for:

• the 1st two weeks of the ILS;

• the 2nd two weeks of the ILS.

Table 4.1 shows how the remuneration was adjusted according to the basket of
goods that can be purchased in each country.

4.5 Study protocol
The whole data collection process was identically applied in all the pilot sites.
Various roles (see Section 3.1.6) were identified, including local Study Leaders
in charge of questionnaire translation and administration, recruitment and field
supervisors, and a local Research Leader appointed as data controller. The role
of Technology Leader was mainly conducted by UNITN, which supported all the
different tasks and phases. These organisational details and the ethical and legal
aspects are described in [30].
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Payments Daily Final Prizes
1st Weeks 2nd Weeks Prizes 1st Weeks 2nd Weeks

AAU 150 kr 150 kr 5 of 40 kr 3 of 800 kr 3 of 1200 kr
LSE 0 0 0 £150

(1/50)
£150
(1/50)

NUM 10k MNT 10k MNT 5k MNT 100k MNT 150k MNT
UC 25k GS 25k GS 10 vouchers 1

restaurant
voucher

1
restaurant
voucher

UNITN 20 € 20 € 5 of 5 € 3 of 100 € 3 of 150 €
JLU 100 rmb 100 rmb 1 of 20 rmb 3 of 88 rmb 3 of 88 rmb
IPICYT 0 0 0 0 0
AMRITA 0 0 0 0 0

Table 4.1: Incentives

The data collection process lasted approximately 13 weeks, involving participants
from different countries (see Figure 4.7 and Table 4.2). The process was articulated
in the following phases (see Figure 4.6):

Figure 4.6: Steps and phases of the data collection process.

1. Translation and Adaptation. In this phase, each site received the English
version of the questionnaires and the app, including the time diaries and the
list of sensors to be collected. In coordination with all the partners, these tools
were evaluated and adapted to the specific context (e.g., invitation letters,
type and amount of incentives for the participants of iLog, privacy, and ethics
documentation). Some countries made minimal changes to better adapt the
questionnaire to the local situation or academic organisation. Concerning
the standard scales mentioned above, the translations were completed by a
forward translator from the original English version and then validated via
panel and back-translation processes by independent translators.

2. Tools. After translation and adaptation, the tools were tested locally. A first
test was conducted to check and validate the translations and evaluate the
tools’ usability. A second test was conducted by sending the questionnaires to
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a small sample of participants, both project partners and students from the
various universities. As far as questionnaires were concerned, approximately 30
participants were involved. This test was also used to ascertain the completion
times. Concerning iLog, a two-week validation test was conducted.

3. First phase. This was the first of the three phases of the data collection.
This phase started by sending an email containing the description of the
study, the invitation to the first questionnaire, and information on the second
part of the study. This invitation was then reiterated through 4 weekly
reminders to all students who had not completed the first questionnaire. Some
changes concerned the first questionnaires at JLU and IPICYT. In JLU,
the first questionnaire was shown on social channels and various WeChat
groups, involving about 5000 students; in this case, the reminders were not
sent directly to the participants but posted on the social channels. In the
case of IPICYT, the recruitment took place through direct involvement of
the participants, for which the reminders were made by voice and through
messages on the WhatsApp group created specifically for the study.

4. Participants selection. At this stage, a subset of the eligible participants was
selected to participate in the second part of the study. The requirements
were two: having consented to the processing of personal data and being in
possession of a smartphone compatible with the app. In the case of IPICYT,
this phase occurred before the first questionnaire was sent.

5. Second phase. This phase started by sending the second questionnaire to the
selected subset of participants, followed by a reminder after one week. When
sending the second questionnaire, an email with instructions on downloading
iLog was sent, accompanied by a short specification manual.

6. Third phase. The final questionnaire was sent during this last phase, followed
by a reminder one week later. It is worth noticing that, during this phase,
the frequency of administration of time diaries via iLog was reduced.

7. Closing the study. At the end of the ILS, a last email was sent with the steps
to follow before uninstalling the app and a last reminder, where needed, to
fill in the second and third questionnaires.

4.5.1 Monitoring
To facilitate the iLog ILS monitoring and identify possible problems, daily reports
were produced containing (1) the number of notifications each participant responded
to and (2) the amount of data collected by the individual sensors. Using this
information, the local field supervisors could contact the inactive participants every
three days and support them as needed. A further element of contact was the daily
sending of the results of the daily prize (see below the description of incentives).
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4.6 Results
As described in Figure 4.7 and reported in Table 4.2, the Diversity pilot involved
more than 20,000 students in 8 countries. Of these, 350 participants were selected,
balancing the sample based on gender and department, as different faculties have
different lesson times, which can affect students’ daily behaviour. If there were
not 350 participants from the first survey, all available participants were invited.
Of all the participants invited, 757 have installed the iLog app, responding to
approximately 216,000 TUD notifications, reaching more than 216k situational
context collected every half an hour. NUM and UNITN reached the highest number
of participants, 228 and 267 respectively. At the same time, in the other cases,
more than 40 students participated in the data collection, except for AAU (26
participants) and IPICYT (21 participants).

Figure 4.7: Questionnaire and ILS access from countries

The Tables 4.3, 4.4, and 4.5 report the average of the daily responses per participant,
divided into the two parts of the ILS (48 possible daily responses for the first two
weeks and 24 for the second two). The tables are also divided into quintiles.

As the tables demonstrate, in all pilots (except AMRITA), 40% of participants
provided an average of 20 responses per day or approximately 10 hours of annotated
sensors. The average daily response rate increases significantly in UNITN, JLU and
NUM.

Table 4.6 reports the percentage of participants who provided data from the sensors,
divided by each sensor. In most cases, at least 35% of the participants provided
data from all the sensors except AMRITA and in some cases where specific sensors
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Site 1st QU 2nd QU 3rd QU iLog
AAU 412 16 15 27
LSE 1980 143 45 86
NUM 3972 214 152 224
UC 1342 33 25 42
UNITN 5692 287 215 238
JLU 989 136 82 54
IPICYT 88 0 21 21
AMRITA 6598 256 71 65
Total 21073 1085 626 757

Table 4.2: Participants per pilot site during the three waves and the iLog data collection.

AAU LSE UNITN
quint P. 1°w 2°w P. 1°w 2°w P. 1°w 2°w
1 6 0,6 0,0 18 0,0 0,0 54 0,9 0,0
2 5 4,7 0,0 18 0,9 0,0 54 15,9 2,4
3 5 17,8 2,1 17 7,0 0,0 53 35,7 15,7
4 5 40,2 18,3 17 27,2 3,3 53 44,1 22,1
5 5 45,5 23,4 17 44,6 21,2 53 46,6 24,1
Total 26 87 267

Table 4.3: Average daily responses from participants for each country (part 1)

AMRITA IPICYT JLU
quint P. 1°w 2°w P. M1 P. 1°w 2°w
1 13 0,0 0,0 5 2,7 9 1,1 0,0
2 13 0,0 0,0 4 6,6 9 16,9 5,2
3 12 0,2 0,0 4 11,8 9 37,9 16,6
4 12 1,8 0,0 4 27,2 9 42,9 20,5
5 12 16,5 4,8 4 38,0 9 47,0 23,6
Total 62 21 45

Table 4.4: Average daily responses from participants for each country (part 2)

NUM UC
quint P. 1°w 2°w P. 1°w 2°w
1 46 0,6 0,0 9 0,0 0,0
2 46 7,7 0,0 9 0,4 0,0
3 46 22,9 3,4 9 5,6 0,2
4 45 37,9 17,6 8 17,1 6,8
5 45 45,0 22,9 8 39,3 21,1
Total 228 43

Table 4.5: Average daily responses from participants for each country (part 3)
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did not work for the detection. The most dramatic cases are highlighted in red.
However, it will be possible to notice that most cases are well above the threshold
described, with multiple peaks of participation exceeding 85%.

Dataset AAU AMR IPI JLU LSE NUM UC UNI
Accelerometer 80,8 32,3 95,2 84,4 77,0 76,3 69,8 86,9
Activities 65,4 30,6 95,2 37,8 67,8 75,0 67,4 77,9
Airplane Mode 11,5 9,7 33,3 11,1 19,5 18,4 18,6 36,0
Application 80,8 32,3 95,2 88,9 77,0 77,2 69,8 87,6
Battery Log 80,8 32,3 95,2 88,9 75,9 76,3 62,8 86,9
Batterycharge 80,8 32,3 95,2 88,9 77,0 77,2 69,8 87,6
Bluetooth LTE 57,7 17,7 90,5 66,7 55,2 23,7 41,9 60,7
Bluetooth 57,7 19,4 90,5 66,7 56,3 28,1 41,9 64,0
Cellular Network 80,8 24,2 95,2 88,9 74,7 65,8 62,8 93,6
Doze 76,9 25,8 95,2 66,7 72,4 69,7 53,5 80,5
Gyroscope 73,1 0,0 0,0 0,0 77,0 0,0 0,0 0,0
Headset Plug 42,3 14,5 61,9 75,6 41,4 66,2 37,2 62,9
Light 80,8 29,0 90,5 88,9 77,0 70,6 60,5 86,1
Location 80,8 25,8 95,2 88,9 72,4 63,2 62,8 82,8
Magnetic Field 73,1 29,0 85,7 8,9 75,9 64,9 53,5 82,8
Music 38,5 11,3 61,9 11,1 36,8 30,7 34,9 54,7
Notification 61,5 27,4 90,5 68,9 60,9 65,4 51,2 68,5
Pressure 23,1 4,8 33,3 20,0 35,6 28,5 18,6 16,5
Proximity 80,8 32,3 95,2 88,9 77,0 76,3 67,4 86,5
Ring Mode 61,5 24,2 76,2 57,8 60,9 73,7 58,1 77,9
Screen 80,8 32,3 95,2 88,9 77,0 77,2 69,8 87,6
Step Counter 65,4 29,0 90,5 88,9 64,4 62,7 48,8 69,3
Step Detector 38,5 29,0 85,7 57,8 58,6 54,8 39,5 47,9
Touch 65,4 19,4 95,2 84,4 62,1 73,2 62,8 75,3
User Presence 80,8 32,3 95,2 88,9 77,0 77,2 69,8 87,6
Wifi 80,8 27,4 95,2 80,0 75,9 73,7 62,8 86,1
Wifi Networks 80,8 24,2 95,2 88,9 73,6 63,6 65,1 83,5
N. 26 62 21 45 87 228 43 267

Table 4.6: Average percentage of participants that provided sensors data for each country

4.7 Data preparation
The data preparation followed the steps indicated in Section 3.4.

Regarding the Personal Data Anonymization, all personal information, i.e., email
address, home address, name and surname, has been removed from each of the three
types of datasets (online questionnaire, time diaries, and sensors), still making sure
that the same unique identifier would be assigned to the same person across all
three datasets.
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Concerning Network Anonymization, there are three possible sources of re-identification,
namely: (i) WiFi-event, which shows the WiFi network the smartphone is connected
to; (ii) cellular-network, which shows the roaming network; and (iii) WiFi-networks-
event, which shows the WiFi networks that are available in the environment. The
relevant columns have been anonymised using unique identifiers. A hash function
was applied to the WiFi network name, with a function that cannot be reversed
(the SHA-256 cryptographic function is used to perform the hash).

Concerning GPS Anonymization, the main problem is that the position of a person,
in particular, if joined with the specific time and day, leads very quickly to re-
identification, in particular when a person is in places that are not too crowded
(e.g., outside cities) or when collected for an extended period. The only solution is
to make the spatio-temporal information more ambiguous. There are many ways
of doing this, all having different consequences for the usability of the dataset for
research. The GPS information of this data set has been anonymised in two different
ways, as follows:

1. Round Down Here, the idea is that precision is deliberately truncated from
the location sensor so that it becomes anonymous but in a way that is still
useful for certain scientific purposes. Furthermore, the dates associated with
each GPS point are truncated;

2. Point of Interest (POI). Here, the idea is to collect only those points where
the user has spent more than a certain amount of time. In this dataset, a
POI tag is added to the stream if latitude and longitude do not change for
one minute. For each POI, the elapsed time in seconds is also added. GPS
longitude and latitude readings are removed. The POI is selected to identify
a general location (suburb, city, region) and the closest relevant places (bar,
restaurant, lake, etc).

The procedure output is two datasets called RoundDown and POI, each containing
all the other sensors. For privacy reasons, only one of the two datasets can be
downloaded by the same research institution, as merging the data contained in the
two would quickly lead to re-identification.

4.8 Data distribution
The dataset is available in .csv format and PARQUET.

The dataset’s primary entry point documentation can be found in the dataset
Catalog at [172].

This website contains information including:

1. The technical report of the data collection

2. The dataset metadata and codebook (summary statistics)
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3. A sample of the dataset

4. Links to all articles that have been published through the dataset

5. The procedure to request the dataset

Concerning the documentation to request the dataset, a license must be signed
before downloading the dataset to fully comply with GDPR. Some relevant licensing
conditions are: (i) the datasets may only be used for research purposes; (ii)
redistribution of the datasets is forbidden; (iii) once downloaded, the datasets
cannot be made public (e.g., on a website).

4.9 Roles
The order of names is by contribution of the Institution and, inside each Institution,
by contribution of the individuals. As such, the order of names does not necessarily
reflect the importance of the contribution of the single individuals. The roles of the
authors, presented by their initials, are as follows:

• Study management: F.G., I.B., A.D.G., Matteo Busso;

• Study design: F.G., I.B., A.D.G., Matteo Busso, R.C.A., G.V., D.G.P., L.M.;

• Technical support: M.R., M.Z., C.G., Matteo Busso;

• Data Collection: Matteo Busso, R.C.A., M.R., A.D.G, P.K., A.G., A.C., G.G.,
S.S, M.B., L.C., A.H., J.L.Z., H.X., D.S., S.D., C.N., S.R.C., A.R.M.;

• Data Preparation and correction: R.C.A., C.G., I.B.,Matteo Busso, D.G.P.,
L.M.

4.10 Discussion
Below are some considerations regarding the validity and reliability of the results
and methodological considerations.

4.10.1 Validity
Numerous interdisciplinary publications have addressed the data collected, demon-
strating the validity of the constructs used and the choice of standard measurements
from the social sciences. Below is a description of the main articles based on the
datasets collected.

Mobile social media usage [223]. This work was conducted with a previous
version of the Diversity1 dataset (see [109], involving the sensor data called Running
Applications, WHAT annotations, and questionnaire data. These variables were
used to analyse the logs of social media apps and compare them to students’
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credits and grades. The results show a negative pattern of social media usage that
significantly impacts academic activities. The main information used in this dataset
was the objective data collected about the user interaction with the social apps,
compared with the subjective description of users about their interactions with
social media. Once more, and coherently with what is known in the state of the
art, objective and subjective information was not aligned.

Dealing with people providing wrong annotations [62]. This work was
conducted with a previous version of the Diversity1 dataset (see [109]. The data
used in this paper are both sensors and time diaries. The sensors are hardware
(i.g., gravity and temperature) and software (e.g., screen status, incoming calls). In
this work, the authors propose redesigning a sceptical learning algorithm centred
around Gaussian Processes (GPs) tested on this dataset. The results show the new
algorithm works well at varying noise levels and when new classes are observed.
This algorithm recognised user-provided feedback’s inconsistency in subjective and
objective labels.

Predicting human behaviour [61]. This work was conducted with a previous
version of the Diversity1 dataset (see [109]. This study investigates the role played
by four contextual dimensions based on the data about Events (Timestamp and
Time Diaries), Location (GPS Position), and Person ’s social ties (Time Diaries),
on the predictability of individuals’ behaviours. The analysis shows that any selected
modalities are more predictable when the other modalities are available. In certain
cases, the availability of these modalities is particularly crucial as their values are
nearly impossible to guess. Furthermore, it shows that subjectivity, modelled in
this dataset by the labels provided at run-time, substantially impacts predictability
since, in the location recognition experiment, the authors found that subjective
location annotations convey more information about activity and social ties than
the information derived from GPS.

Learning the Personal Context [21]. This is very early work in recognising
the objective and subjective context, with the final goal of analysing their mutual
consistency. Sensors and Time Diaries are used in this work, which aims to design
an ontological model representing the personal context within a learning process
that integrates with machine learning. The situational model used by the dataset
presented here was first presented in this paper.

Predicting personality from patterns of behaviour [224] This work was
conducted with a previous version of the Diversity1 dataset (see [109]. The
study examines how individuals’ personality dimensions can be predicted based
on behavioural information collected via sensor and log data. The study could be
replicated with our dataset. It could benefit from the annotations regarding WHAT
WHERE and WHOM, as well as the sensors, to predict the psycho-social traits
collected in the questionnaire.
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Generalization and Personalization of Mobile Sensing-Based Mood Infer-
ence Models [225] This work focused on Mood inference based on Time Diaries
and ssensor data to assess the effect of geographical diversity on mood inference
models. This is particularly relevant as the generalisation of the models is a hot
topic in machine learning research. The study shows how the predictive models
perform better in cross-cultural settings: continent-specific models outperform
multi-country models.

Complex daily activities, country-level diversity, and smartphone sensing
[226] This work focused on human behaviour prediction based on Time Diaries
and sensor data to assess the effect of geographical diversity on mood inference
models. The paper shows that despite the generic multi-country approach, the
country-specific approach performed better, highlighting that the Big Thick Data
approach helps advance human behaviour understanding through smartphones and
machine learning.

4.10.2 Reliability
Starting from the tables described previously, it is possible to see how, from the point
of view of participation in the questionnaires, the response rate was high. Regarding
time diaries, participation was particularly unbalanced in different countries, where
only UNITN and NUM reached exceptionally high numbers (well above similar
studies). The dropout rate was exceptionally high, with peaks in the case of
AMRITA, and the completion rate did not exceed 40% in many cases. From
the point of view of ESM approaches, a much higher completion rate is generally
expected (equal to 90%) even if the quantity of annotations provided in ESM is
usually smaller and specific to some sub-portions of the context. From the point of
view of other possible applications, in the previous section, it was demonstrated
how the dataset is still (highly) performing. As regards the sensors, aside from
AMRITA, the participants from the other countries provided a high number of
sensors, in line with state-of-the-art (see [226]).

4.10.3 Methodological considerations
Despite the exceptional results achieved in some cases of the data collection (taking
into account that it was carried out during the COVID-19 pandemic, during which
it was difficult to get in touch with the participants, if not only via email), it is
possible to pose some critical reflections on the progress of the study in order to
contextualise the disparity in the data.

Firstly, as highlighted by [227], some problems were encountered in adapting the
studies during the preparation phases of the questionnaires and ILS. The presence
of experts in different disciplines made communication complex, disadvantaging
those who did not have a background in longitudinal questionnaires and ILS design.



4. Case Study I: Diversity and Big Thick Data 109

In addition to the adaptation problem, it was difficult to obtain approval from the
ethics committees of the various institutes, which in some cases took more than
nine months.

Furthermore, the disparity in the proposed incentives has undoubtedly affected
the success of data collection in some contexts. Leaving aside the cases in which
there were no incentives, these results demonstrate what [78] stated, namely that
payment in gifts or prize draws is less functional than the definition of a fixed salary
for the participants.

A final problematic aspect concerned the management and preparation of data,
both during and after data collection. Leaving aside the second, it was clear that
the time between the first questionnaire sent and the actual start of the study with
iLog was excessive, increasing the dispersion of participants.
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As anticipated in Chapter 1, Big Thick Data is understood as a stream of situational
context concerning multiple occasions in a person’s life that can be explored
at different levels of granularity. Likewise, there are numerous possible study
configurations, each of which can lead to varying levels of validity and reliability of
the results. This study 1 verticalize the observation of social interaction within the
Personal context through a chat application to enable the exchange of messages

1This chapter is an adaptation of [175].
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between students of the same university but belonging to different formal and
informal groups. This study is also part of the WeNet project (see Section 1.4),
which aims to leverage the diversity of people mediated by technologies.

5.1 Topic and objectives
The WeNet Ask4Help - chat application (see Figure 5.1 aims to demonstrate and
test different diversity-aware technologies being developed within the WeNet Project
and to enable the communities at the diverse WeNet pilot locations to benefit from
the diversity of their members mutually. In this context, a community question-
answering (Q&A) chat application was designed, where the users interact with their
peers through a chat application that connects them based on their diversity.

Figure 5.1: The Chat Application mediated the interaction between users and through
research prompts (1 and 2 highlighted)

This study was conducted involving students from the following universities: Aalborg
University (AAU) (DK), London School of Economics and Political Science (LSE)
(UK), the National University of Mongolia (NUM) (MN), the Universidad Católica
"Nuestra Señora de la Asunción" (UC) (PY), and the University of Trento (UNITN)
(IT).

The experience with the chat application has been the basis for several studies.
In particular [228] they focused on the aspect of incentives, particularly relevant
for studies with Big Thick Data and intensive longitudinal surveys, where survey
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abandonment or failure to complete is a rather significant problem. According to
[228], the prevalence of online participation in citizen science projects has grown,
but a small group of highly engaged participants contributes to the majority of
tasks. In contrast, most participants only perform a few tasks. Previous research
has explored the motivations behind participant engagement, highlighting factors
such as personal interest, the desire to learn, volunteering, and contributing to
science. The study aims to increase the quantity and quality of contributions by
understanding user interests, social norms, task importance, and user reputation.

Further information on design choices and data collection insights can be found in
[59].

5.2 Measurements and tools
This study has developed indicators and tools that allow the measure of diversity
across the three dimensions underlying social practices (competence, material,
and meaning) and also to measure how they are organized and performed in
interaction while, at the same time, maintaining a level of comparability across
university students from different country and cultural communities. The process
was articulated as a four-stage data collection, as follows:

1. The first stage is called Diversity 1, and it is described in Chapter 4. It is
composed of three close-ended questionnaires and a smartphone app that
collected observations on social practices and students’ daily routines;

2. The second stage, called Ask4Help Pilot, is administered via two main
channels:

• A chat application that allows participants to exchange questions and
answers;

• A smartphone application that collected data from 9 smartphone sensors.

3. A close-ended questionnaire to evaluate the chat application features;

Figure 5.2: Chat Application study protocol
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As described in Figure 5.2, the first stage (two months) was dedicated to Diversity
Pilot 1 (see Chapter 4). From this, participants were selected and invited to
download the chat application and iLog app to participate in the two weeks of
data collection. An evaluation questionnaire was sent right at the end of the data
collection. During all the data collection, a help desk was active and ready to
support students in all the problems that were arising.

5.2.1 Data collection tools
The questionnaires were managed with the LimeSurvey [118] platform. An invitation
to participate in the online survey was sent through LimeSurvey to the email
addresses of students enrolled at the various universities.

The chat data were collected through a Telegram chat application called Ask4Help,
designed by Service Design Lab and developed by U-Hopper Srl and the coordinating
partner, the University of Trento and the Ben-Gurion University of the Negev. This
chat application was assessed by the JRC’s Market Creation Potential indicator
framework as having a "Noteworthy" level of Market Creation Potential.2

The sensor data were collected via iLog app [124], which collected the information
remaining active in the background without interfering with the use of the phone
and chat application.

5.2.2 Sample design
The sample strategy was to involve 50 students from each pilot site, with the
following requirements:

1. Having participated in the Diversity Pilot 1 questionnaires;

2. Have an Android smartphone;

3. Having installed iLog;

4. Having consented to be contacted for WeNet inquiries.

The selected students were contacted by email, and, in the case of LSE and UC,
they participated in an online event in which the study and the chat application
were presented.

For various pilot sites, the selection criteria were relaxed, involving people who had
not participated in Diversity Pilot 1 (who were, in any case, administered a summary
version of the three questionnaires) and people in possession of smartphones with
iOS or other systems. The latter participants could not install the iLog app during
the chat application pilot.

2https://www.innoradar.eu/innovation/37259
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5.3 Incentives strategy
The strategy of involving the participants concerned tangible and intangible incen-
tives. Regarding the material incentives, a fixed payment has been defined for all
those who have installed the chat application. Table 5.1 reports the fees for each
site. In addition, AAU has made seven prizes of 500kr available to be drawn by lot
among the active participants.

Table 5.1: Incentives per pilot site

Compensation
AAU 150 kr
LSE 10 £
NUM 20.000 MNT
UC 35.000 Gs
UNITN 10 €

In addition to monetary incentives, two different types of intangible incentives
were provided. First, a set of badges with the following characteristics has been
produced:

1. Quantity badges, or based on the number of contributions to:

• Incentivise asking questions

• Incentivise answering questions

2. Quality badges to reflect the participant’s judgment on the contribution. The
badges were given when the requester accepted the answer.

3. Reputation, to showcasing users achievements

The complete set of badges can be found in Table 5.2.

Secondly, a set of messages was sent to:

1. overcome "question posting anxiety";

2. incentives a better performance - asking or answering more questions.

The complete set of messages can be found in Table 5.3.

5.4 Results
The final dataset contains data about only 186 participants. Table 5.4 shows the
selection and participation of students in the various stages of the survey. As
can be seen, participants from the previous study were invited (only those who
completed more than 75% of the survey, where possible). To address the inevitable
abandonment of the survey, additional participants were invited at all sites except
UNITN - which had a sufficient number of participants in the previous study.
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Although over 50 people have agreed to participate in all pilot sites except LSE,
many have not installed the app. The highest number of defections occurred in
UC, with only 22 participants, while at LSE, 47 participants downloaded the chat
application, the highest number in the survey. Regarding the final questionnaire,
39 participants per site completed it, except AAU (29) and UC (21).

The following paragraphs are aimed at describing the data from the three different
sources, namely (i) questionnaires, (ii) the chat application, and (iii) sensors.

5.4.1 The questionnaires
Since the survey was conceived as a continuation of Diversity Pilot 1 [174], the
observations of most of the participants can be deduced from the previous question-
naires. Tables 5.5 describes the main characteristics, from which it can be deduced
that in all pilots, most of the participants were women, with a peak at LSE where
they were 89.4%. Most participants were enrolled in a Bachelor’s (at NUM and UC,
they were the only participants), except at LSE, where 57.4% did the Master’s. In
addition, most were enrolled in a hard sciences degree program. In particular, at
NUM where 71.4% were enrolled in one of these courses.

In addition to the previous questionnaires, an evaluation questionnaire was carried
out on the chat application and its elements. The questionnaire contains quantitative
assessments and textual comments regarding the following:

1. the user experience

2. experience with badges and messages used as incentives

3. the general experience with the chat application and its features.

This questionnaire can support the analyses and observations deriving from the
study of the chat application data.

5.4.2 Chat application data
The chat application was based on a question-and-answer mechanism on any topic
of interest to the participating student community. Tables 5.6 and 5.7 describe the
average and total of the questions and answers asked at each site. From the tables,
it can be seen that there were very active participants, particularly at NUM, where
one participant asked up to 56 questions, and another gave 143 answers. For this
reason, NUM was the site with the most significant interactions, i.e., 589 questions
and 3389 answers.

Figures 5.3 and 5.4 present the most common words for each pilot used during
the study. As for the questions, the common term was "favorite" in AAU, "lse" for
LSE, "like", "think" and "know", respectively for NUM, UC and UNITN. As for the
answers, the most common words were "like" for AAU, "going" for NUM, and "yes"
for the other three pilots.
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(a) AAU (b) LSE

(c) NUM (d) UC

(e) UNITN

Figure 5.3: Most frequent words in questions per pilot site
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(a) AAU (b) LSE

(c) NUM (d) UC

(e) UNITN

Figure 5.4: Most frequent words in answers per pilot site
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Figure 5.5: Overall badges steering effect

The chat application dataset also contains different parameters regarding the timing
and the types of questions that have been asked. In addition, the participant could
define who to ask the question and the reason for accepting one answer above the
others.

5.4.3 Incentives data
Regarding incentives [228], as shown in Figure 5.5, there is an evident steering effect
3, as demonstrated by the changes in user behaviours. Users exhibit an uptick in
activity leading up to the badge allocation day, followed by a decline in actions
after the badges are granted. Furthermore, the post-granting decrease stabilizes at
a new activity level, surpassing the level observed before badge allocation.

5.5 Roles
The roles of the authors, presented by their initials, are as follows:

• Experiment management: F.G., I.B., A.D.G.;

• Experiment design: F.G., I.B., A.D.G., M.B., R.C.A., G.G., M.B., D.G.P.,
L.M.;

• Technical support: M.R., M.Z., C.G., M.B., C.C.;

• Data Collection: M.B., R.C.A., M.R., A.D.G, P.K.,A.G., A.C., G.G., M.B.,
L.C., A.H.;

• Data Preparation and correction: R.C.A., C.G., M.B., C.C., P.K.

3The steering effect is an increase in the rate of participation associated with the badge
achievement date [229]
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5.6 Discussion
Below are some considerations regarding the validity and reliability of the results
and methodological considerations.

5.6.1 Validity
The data collected have been the subject of several interdisciplinary publications
demonstrating the validity of the constructs used. The exciting aspect of these
studies is to note how they explore a component of Big, Thick Data that comes
closest to a practical wild situation. Unlike the previous study, where the observation
of the context was structured through questions spaced over time, the streaming
of information in this study is (almost) spontaneous, leading to more qualitative
representations of the context. Below is a description of the main articles based on
the datasets collected.

Exploring diversity perceptions in a community through a Q&A chatbot
[59] The paper focuses on the chat application’s design to explore how a diversity-
aware approach could help students’ daily lives. In particular, the main focus
was on creating a community of students based on exchanging messages, sharing
interests, curiosity, or help requests. The findings show how students aggregated in
sub-communities according to their interests after exploring other students’ diversity.

Analyzing User Experience of the Chatbot SOS TUTORÍA UC [230]
’SOS TUTOR’IA UC’ is a responsive web application facilitating academic assistance
through external tutoring. The study focuses on the development and validation
of the application, highlighting the incorporation of Personal context features in
recommending students for tutoring. The goal is to help students connect with
knowledgeable peers with different, similar, or indifferent personality traits for
academic support.

A Diversity-Aware Application for Tutor Recommendation [231] The
study focuses on developing and validating the ’SOS TUTOR’IA UC’ application,
emphasizing the incorporation of personality traits from the Big Five model in
recommending students for academic tutoring. The recommendation system testing,
again based on Personal contexts traits, indicated positive results with room for
improvement, particularly in satisfying personality requirements and providing
options to diversify recommendations by gender. Participants emphasized the
importance of considering personality traits in tutor selection, expressing a need for
additional information and more detailed profiles to enhance the matching process.



5. Case Studies II: Verticalizing Big Thick Data in interactions 121

5.6.2 Reliability
Although the approach has favoured several scientific publications, demonstrating
its intrinsic validity, both the duration of the study and the reduced participation of
the students (see Table 5.4) have affected the reliability of the results, in particular
when considering machine learning approaches for learning the social context of
the participants. In addition, many participants were female, a common trend in
surveys [232]. However, it is possible to integrate this dataset with the one collected
subsequently (i.e., [176]), thus reaching more participants. Since the interactions
cover different aspects of daily life, not only related to university but also to sport,
interests in literature and cinema, and shared knowledge of frequented places, it is
a remarkable case study for qualitative analyses.

5.6.3 Methodological considerations
Starting from the results, it is possible to draw some considerations on the research
protocol, the design of the instruments, and the use of incentives.

The data collection took place in the context of the COVID-19 pandemic, which
certainly affected the aspects of participant engagement, forcing the researchers
to rely only on email communications. Another element that disadvantaged the
sample size right from the start was using two separate applications, which made
the registration procedure more confusing for participants.

From the point of view of the survey design, it has, as mentioned previously, the
advantage of approaching the interaction methods typical of daily life, in line with
the [15] approach. The interactions between participants were based on natural
language and were not pre-coded. The extension of the survey, combined with more
structured support technologies, could encourage greater communication as well as
interest on the part of the participants.

The results showed that non-monetary incentives were exceptionally functional in
soliciting active contributions. This effect could also be mediated by the presence of
monetary incentives, which generally ensure more lasting participation in intensive
studies. In addition, other surveys (e.g., with a Multipurpose design) must be
adapted to avoid soliciting participants too much.
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Name Type Description Message
First question Quantity: count-

ing first question
asked by user

After first ques-
tion asked

Congratulations!
You just earned
the First Question
badge! Way to go!

Curious level 1 Quantity: count-
ing sum of ques-
tions asked by user

After 5 questions
asked, user gets
the badge

Congratulations!
You are Level 1
Curious! Stay
hungry and keep
asking questions!

Curious level 2 Quantity: count-
ing sum of ques-
tions asked by user

After 10 questions
asked, user gets
badge

Congratulations!
You are now
Level 2 Curious!
Amazing interest
in the world, keep
asking questions!

First answer Quantity: count-
ing first answer
given by user

After first answer
given

Congratulations!
You just earned
the First Answer
badge! Way to go!

Helper level 1 Quantity: count-
ing sum of answers
given by user

After 5 answers,
user gets badge

Congratulations!
You are now
Level 1 Helper!
Keep sharing your
knowledge!

Helper level 2 Quantity: count-
ing sum of answers
given by user

After 10 answers
given, user gets
badge

Congratulations!
You are now Level
2 Helper! Keep
sharing!

First Good An-
swer

Quality: counting
first accepted an-
swer by user

After first
accepted answer

Congratulations!
You just earned
your First Good
Answer badge!
Well done!

Good Answers
level 1

Quality: counting
first accepted an-
swer by user

After 3 accepted
answers

Congratulations,
your answers are
appreciated! You
just earned your
Good Answers
Level 1 badge!

Good Answers
level 2

Quality: counting
sum of accepted
answers by user

After 5 accepted
answers

You keep giving
great answers!
You just got Good
Answers Level 2!
Congratulations!

Table 5.2: Intangible incentives: Badges
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Table 5.3: Intangible incentives: Messages

Message When?
You are x question/s away from a new
badge! Type: question to ask the
community!

User is messaged when there are no
questions after a certain time frame,
and x question is missing for leveling
up.

You are x answer/s away from a new
badge!

User is messaged when the user needs x
answer to level up and has been inactive
for a period.

You haven’t asked a question yet. You
can get help from the community with
your questions. Type: question to ask
the community!

User is messaged when they have not
asked any questions yet.

You haven’t asked a question recently.
Anything you are wondering about that
the community may know?

User is messaged when no questions
have been asked after a certain time
frame.

There are open questions to answer.
Type: answer for the list! (by querying
getTasks in the task manager)

User is messaged when there are open
questions to answer and the user hasn’t
answered a question for a while.

Help the community by answering open
questions or by asking new questions!

User is encouraged to contribute to the
community

Any question is a good question! Type:
question to ask the community.

User is encouraged to overcome "ques-
tion posting anxiety"

Table 5.4: Sample selection and participation

Completed
D1

Invited
from D1

Additional
invitation

Agree to
partici-
pate

Installed
Ask4Help

Completed
the exit
survey

AAU 24 all up to
2628

55 34 29

LSE 76 all up to 500 47 47 39
NUM 213 >75%

(N=76)
up to 350 68 39 39

UC 28 all up to 500 58 22 21
UNITN 238 >75%

(N=110)
. 53 46 39
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Table 5.5: Sample descriptive statistics

AAU LSE NUM UC UNITN
Gender
Male 22.2 10.6 25.6 47.6 31.8
Female 77.1 89.4 74.4 52.4 68.2
Degree
BSc 36.2 100.0 100.0 50.0
MSc 57.4 . . 38.6
Other 6.4 . . .
Department
Hard Sciences 56.4 71.4 38.6
Social Sciences 25.6 9.5 36.4
Humanities 17.9 14.3 25.0

Total 100 100 100 100 100
(N=35) (N=47) (N=39) (N=21) (N=44)

Table 5.6: Number of questions per user and total number of questions

AAU LSE NUM UC UNITN
mean 11.5 6.1 17.8 11.5 3.8
median 11 4 17 11 2
sd 7.7 8.0 13.5 9.2 4.4
max 27 40 56 34 20
min 1 1 1 1 1

Total 402 257 589 230 379

Table 5.7: Number of answers per user and total number of answers

AAU LSE NUM UC UNITN
mean 43.1 16.9 86.7 31.2 19.4
median 32 13 88 31 15
sd 38.9 17.8 77.6 21.9 19.6
max 145 82 293 90 72
min 1 1 1 2 1

Total 1638 762 3384 655 1218
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Ultimately, the iLog methodology described in Chapter 3 has the aim of enabling
the production and reproduction of context-based studies, intended as a quantitative
implementation of the notion of Big Thick Data (see Chapter 1). In this sense,
the methodology’s validation can only occur through its autonomous reuse by
researchers with different backgrounds. This Chapter presents two data collections
conducted by researchers selected among the applicants to the WeNet Open Calls
(see Section 1.4, i.e., a set of challenges aimed at testing the technologies and
methodologies developed within the European project.

125



126
6.1. VietF&D: Collecting Hand-To-Mouth Activities from Surveys and Mobile

Sensing Data

While in the data collection described in the previous Chapter 4, the writer had
an active role in all phases of the process, in the case of the Open Calls, the
researchers were invited to autonomously apply both the methodology and the
services developed, with minimal support. In particular, the researchers of the
Open Calls had access to the materials described in Appendix A, B (except the
documentation regarding the data distribution) and to the codebook and technical
report template (Appendix D) and were invited to independently conduct the data
collection, following the iLog methodology phases.

The writer supported the researchers in the operational management of the different
phases. The support was limited to providing advice on the design of the study and
questionnaires and in the preparation of recruitment and monitoring. Furthermore,
the writer managed the data preparation and anonymization aspects, supported by
the KnowDive research group of the University of Trento.

Below is the full version of the reports written by the two participants in the
Open Calls 1, namely the researchers from the FPT University (Vietnam) with
a background in Computer Science (Section 6.1) and the researchers from the
University of Thessaly (Greece), with a background in Economics and Behavioral
Studies (Section 6.2).

6.1 VietF&D: Collecting Hand-To-Mouth Activi-
ties from Surveys and Mobile Sensing Data

Young college adults take full responsibility for their daily eating, drinking, and
lifestyle practices, especially when transitioning into student life. In this critical
period, it is challenged for students to have healthy food choices which are potentially
influenced by personal reasons (e.g., self-discipline), social communities (e.g., eating
habits from their family), physical environment (e.g., availability and accessibility
of food in campuses), and macro environment (e.g., advertisement). In developing
countries like Vietnam, many ordinary people, including students who move to
big modern cities to study at universities in rural areas, do not consider adopting
healthy eating habits. Moreover, the possibility of living away from family will
give students more freedom to hang out and possibly drink alcohol with friends.
In Vietnam, there are not many strict regulations on buying alcohol, e.g., being
able to buy an alcohol-related drink at the supermarket after 7 PM, which gives
students more chances to be drunk, causing harmful or uncontrolled behaviors of
students. To our knowledge, no study about eating and drinking activities has been
conducted in Vietnam using ubicomp data with quantitative methods. Researchers
used multiple traditional methods, e.g., surveys and paper-and-questionnaires, but
they had many limitations. Due to these reasons, using a smartphone to collect
ubicomp data and food and drink log data is an essential preliminary step for

1The reports have been revised and corrected to make them more intelligible for the reader,
taking care to keep the structure and contents unchanged.
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researchers to conduct a study about the hand-to-mouth behavior of students and
extract higher implications about nutrition, behavioral science, and psychology.

Many commercial apps, e.g., MyFitnessPal or Apple Health, enable users to log
their food intake as a diary and provide possible statistical reports after a period.
However, these apps do not collect mobile sensor data and extract possible patterns
connected to food and drink consumption. In the scope of WeNet, iLog was used
to collect smartphone sensors and diary logs or participants’ surveys.

Compared to the previous project using other applications, our proposal will collect
mobile sensing data (e.g., accelerometer, locations, etc.), especially logs of food and
drink by young students. The project’s novelty is the collection of diverse data
in different places to better understand the self-perception of food and beverages
among young adults across regions in Vietnam (i.e., Hanoi, Da Nang, Ho Chi
Minh City). In addition, the data we collected from students in a developing
country such as Vietnam could be an attractive value that complements the current
diversity-awareness datasets in WeNet.

The primary goals of this study are to identify the diversity of healthy food behavior
and alcohol drinking among young adults, along with passive sensing through mobile
phone sensors. We then leverage collected data (i.e., food and drink surveys with
eating and drinking places, social context, etc.) to get insights into food and drink
consumption from young people in multiple geographical locations in Vietnam.
Indeed, passive sensing data is used by previous works for various purposes of
inferences, e.g., stress, mood, activities, sociability, food types, and heavy drinking.
Most prior work used data collected from Europe and America. In contrast, this
project will collect food and drink diaries and ubicomp sensing data of young people
in a developing country like Vietnam.

Interestingly, Vietnam is a tropical country with different food categories, various
food and drink consumption styles, and daily life compared to other countries in
Europe, America, and Asia. Hence, it promises to get new patterns by using sensing
data and activities with food and drink logs that potentially contribute to the
diversity purpose of this project to WeNet. We hypothesize that mobile sensing
features and eating and drinking patterns could be used to make students think
about their hand-to-mouth behavior after joining our data collection campaign.

6.1.1 Project execution
The data collection was designed to replicate the methodology developed in the
WeNet Project and validate the replicability and usability of the services proposed
by the project. In particular, the study design was based on the methodology and
investigation protocol of the Diversity 1 project (see Chapter 4), deepening the
aspects related to the consumption of food and drinks. The data collection was
based on the iLog app, developed by the KnowDive group at the Department of
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Information Engineering and Computer Science of the University of Trento. It is
widely used in the context of WeNet.

The app was configured to (a) collect all the data from the smartphone’s sensors
and (b) send notifications at different times of the day regarding food and drink
consumption. In particular:

Smartphone sensor To facilitate data reuse in different research fields, all data
from the smartphone sensors were collected. The sensors of particular interest for
this investigation were app usage (indicating app usage behavior), accelerometer
(implying daily activity levels of users), battery events (showing general phone usage
of users), screen events (indicating the activeness of phone being used), and location
(indicating latitude/longitude position of participants). This sensor information
will be collected throughout the day.

Food and drink notifications Regarding the food log, we asked participants
to fill out a food survey with food categories (e.g., cereal, fish, vegetable, etc.),
social context (e.g., eating with friends, family, etc.), eating location (e.g., home,
restaurant, etc.), activities during eating (e.g., watching TV, playing a game, etc.),
participants’ mood and stress level at eating time, food consumption amount (1-5
Likert scale), and especially rate of healthy level (1-5 Likert scale). To get a food log,
iLog sent notifications three times a day in eating hour frames that are particularly
common in Vietnam, i.e., 6:00-9:00 for breakfast, 11:00-13:00 for lunch, and 6:00-9:00
for dinner. Regarding collecting drinking activities, the log focused on drink types
(e.g., beer/cider, wine/champagne, liquor, etc.), drink containers (glass, can, shot,
etc.), drink size (small, medium, significant), surrounding environment with people
(friends, spouse, family, etc.), drinking places (bar, restaurant, private places, etc.),
and drinking motives.

During data collection, active monitoring was conducted, sending notifications and
reminder emails to participants to reduce non-response and dropout rates.

6.1.1.1 Sample design and recruitment strategy

The data collection targeted 18-25-year-old students enrolled in Vietnam’s various
FPT study faculties. An email was sent to 10K+ students at FPT University
and students from other universities to invite potential participants. The email
introduced the study’s goal, methods, privacy operations, and incentives. In detail,
we explain what data we collect, how their information will be anonymized, how
they get feedback at the end of the data collection campaign, and how their data
is used for future studies. The email invited interested participants to contact
the organizers of the study. Once the responses had been received, the organizers
sent a short survey, requesting phone numbers, email addresses, ages, and genders
and inviting the students to download the iLog app to join the study. Since email
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response rates were meager, two additional steps were followed to recruit more
participants. Therefore, the recruitment campaign was held as follows:

1. Step 1: June 06 –12. Academic Affairs of FPT University emailed 10K+
students in Ho Chi Minh City, detailing the project and the steps to joining
the data collection campaign. In addition, a flyer has been posted at the
library and entrance lobby of the FPT University campus in Ho Chi Minh
City. The flyer and a project description were also posted on the Facebook
pages of FPT student clubs in Hanoi, Da Nang, and Can Tho.

2. Step 2: June 13-17. To broaden the diffusion of the invitation, lectures from
various faculties were contacted. In particular, two lecturers at the University
of Science (Vietnam National University - Ho Chi Minh City), one lecturer at
Nha Trang University, one at Van Lang University, and additional lecturers
at FPT University in HCMC were invited to spread the invitation to their
students.

3. Step 3: June 20-24. The 94 participants who had already registered for the
study were encouraged to invite their colleagues to join the study.

6.1.1.2 Incentives strategy

The Incentive strategy consisted of withdrawing a prize of one iPhone and six
Apple Watches for all participants who answered at least 75% of the questions.
Participants who invited at least two other colleagues had higher chances of receiving
the prizes. The prize’s goal was (i) to keep the participants’ attention high and (ii)
to encourage communication with the helpdesk.

6.1.2 Ethics and data protection
The project received authorization from local institutional authorities and ad-
vice from the FPT University’s Research Ethics Committee and the Vietnamese
government. In addition, it followed and implemented the WeNet legal documen-
tation, considering the Data Protection Impact Assessment, Privacy statement,
and Participant Consent forms, a Data Processing agreement among the WeNet
Consortium, and a Declaration of Commitment agreement (the templates regarding
data collection are available in the Appendix B). The project adapted to the EU’s
2016 General Data Protection Regulation GDPR and the WeNet ethical and privacy
guidelines.

Personal data and anonymization All the information collected relating to the
identifier (e.g., name, identification number, home address, etc.), device address (e.g.,
internet protocol addresses, MAC addresses, etc.), and demography information
(e.g., ethnic origin, religion, sexual orientation, etc.) were anonymized by technical
support colleagues at the University of Trento according to the iLog data preparation
procedures (see Section 3.4.
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Transparency The email and privacy documentation shared with participants
followed the WeNet templates, clearly explaining how and which data were collected
and stored. In particular, the documentation explained how collected data will be
held on the WeNet server for future research and under strict data protection under
the WeNet Consortium. Potential risks were also addressed. Consent to participate
was acquired by checking the acceptance after showing the project details in the
privacy statement. During the data collection period, participants could retrieve
their consent and request the deletion of their data at any time.

6.1.3 Results and achievements
The final dataset contains about 117 participants, with 99 active participants who
sent at least one response per day for two weeks. The sampling strategy was
balanced according to the main socio-demographic characteristics, namely gender,
age, and departments in which the students were enrolled. However, due to typical
problems in the recruitment phases (e.g., participation and dropout rates, lack of
responses, selection bias), our participants are primarily males, 18-25 years old, and
from the computer science and business administration department. The following
paragraphs describe the data from the three different sources.

The questionnaire Every user joins data collection in 14 days, which we consider
a data point. We received questions about messages, tasks, and time diaries for 2106
user days. The total number of time diary surveys is 1985, in which we received
1404 questions and 581 answers.

Sensors We collected sensor data, e.g., accelerometer, etc. Every user contributes
data over multiple days. We also consider user-day to be a data point. We extracted
accelerometer data and grouped them into eight activities. We have N=979 user-day
and normalized the results. As a result, "Still" takes the highest distribution at 63%
while "Tilting" and "In-Vehicle" take 11% and 5%, respectively. There, 18% of the
data is "Unknown".

Application usage Regarding applications used during our data campaign, we
found 734 applications used in 981 users. The top 4 daily applications are Facebook,
YouTube, Chrome, and Zalo. Zalo is a local Vietnamese application that allows
users to send messages, like WhatsApp.

Bluetooth We also extracted the Bluetooth data from 244 user days and implied
the possible devices connected to participants’ mobile phones. We found that 90%
of Bluetooth connections are uncategorized, while 6% are related to the speaker
and video display devices.

Location We collected 1.9M data points from 1764 users with the three providers,
i.e., network, GPS, and passive location.
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6.1.4 Feedback and afterthoughts
In this project, we used iLog, an application from the set of enablers of WeNet.
Thanks to Matteo, we composed the questions and answers in English and Viet-
namese. This setting makes it convenient to tune the application interface into
the local language, i.e., Vietnamese. However, our idea was not implemented well
under the current design of iLog. For example, the questions’ answers will lead to
the available states of some of the following questions. We cannot implement this
with the current iLog application. We suggest that iLog should be more flexible
and adaptable to many scenarios.

We re-designed the list of questions, which avoided the above problems. Matteo
also helped us during the project, and we found the solution to these problems.

The WeNet Advisory Board has added reflection regarding ethical and privacy
aspects. The use of information related to alcohol and food consumption, although
already present in previous WeNet pilots, was particularly in-depth during this
pilot. This could create problems in the reuse of data, as in addition to the risk of
deanonymisation, there is the risk of sharing potentially sensitive data. Therefore,
despite the approval obtained from FPT University, cautious use of this dataset
and limited sharing is recommended.

6.2 A study about the diversity of students in
social contribution activities

The project aimed to explore the specifics of the University of Thessaly (UTH)
students involved in civic engagement activities. In particular, it aimed to shed
light on their characteristics, values, behavior, and whether and how these influence
participation in civic activities that affect the local or their broader community. The
data that we collected concerned the profile of the students, their daily behavior,
the activities in which they are involved, and civic matters.

Using a digital platform and the iLog application, we collected such data from
students of different levels (undergraduates, postgraduates, doctoral students)
studying at various departments of the UTH. All UTH students were invited (giving
them incentives) to participate in our survey. Still, finally, those who remained
committed and provided complete and valid data to the research were 100 students.
Our sample was unbiased as it came from different academic disciplines and UTH
departments in other cities. It was concerned with students of all ages and levels of
study, with almost equal participation of men and women.

The research was organized in three stages:

1. 1st stage: Recruitment of participants and online survey using the Google
Forms platform with questions about the data we want to collect, such as their
profile and behavior, including participation in civic engagement activities.
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2. 2nd stage: Use the iLog application to collect daily behavior data such as
movement, location, and time diaries and create and send queries to users
about civic engagement behavior (i.e., the subject of the study). The frequency
of questions was every half an hour for the first two weeks and every hour for
the next two weeks.

3. 3rd stage: Additional survey data were collected through Google Forms to
detect deviations in the participants’ behavior during the initial stage of the
research and questions aimed at collecting students’ experience from their
participation in the study.

6.2.1 Project execution
During the implementation of the research, there was a deviation in the execution
time of each stage due to unexpected issues that emerged. First, some finance and
management issues with the UTH research committee needed to be solved before the
research could start. Second, the approval process from the UTH Ethics Committee
took longer than expected; due to the nature of the study and the sensitivity of the
data about to be collected, the Committee required the project to provide further
clarifications on several matters and more detailed documentation. The survey
approval process and signing of the DPA documents were prerequisites for both sides
to start data collection using questionnaires and the iLog application. In addition,
additional time was needed to convince students to participate and to recruit the
participants for the project. Finally, there was a delay in the finalization of the
iLog application (due to technical reasons) that delayed the data collection and the
2nd stage. For the above reasons, the project could not conclude as scheduled by
the end of May, and it was finally completed at the end of July. The extension to
conduct the research was crucial to its thorough and successful completion.

The overall data collection process lasted eight weeks. The process was articulated
as a two-stage data collection, as follows:

1. The first data collection stage, administered through two questionnaires to
collect general data about the participants and their civic engagement

2. The second data collection stage, administered using the iLog application,
allowed us to observe the student’s daily routines and behavior.

As described in Figure 6.1, the first two weeks were dedicated to recruiting the
participants. This involved sending our first questionnaire, which collected primary
data concerning the students’ profiles and engagement in civic matters. The 3rd
week was dedicated to the main questionnaire of the research to the selected sample
(collecting detailed data with the profile of the students, their values, their beliefs,
their behavior, and the activities they are involved in general and about civic
matters). The following month was entirely dedicated to the data collection through
the iLog application installed on the students’ smartphones. In the first two weeks,
the frequency of the time diaries was every 30 min., and in the last two weeks was
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Figure 6.1: Data collection process

every 1 hour. Finally, the last week was dedicated to the final questionnaire to
evaluate the research and the participants’ experience. The sample was selected
from the entire student population of the University of Thessaly. All students were
sent an invitation to participate in the survey. After the first contact via email, we
used a questionnaire expressing interest in participating in the research with which
we could select students who meet specific criteria (they study in departments of
the University of Thessaly and are involved in civic engagement activities).

We followed an incentive strategy to reach and engage the participants in the
research. As the UTH Research Committee did not allow us to offer an amount of
money as compensation for the participation, we decided to provide (by draw at the
end of the project) many gift vouchers from a well-known electronics and stationery
store. In particular, we decided to give the participants a total of 3000€, divided
into 50 gift vouchers 50€ each and one laptop worth 500€. The participants who
chose to participate in the research for the first two weeks had one entry into the
draw, and those who decided to stay in the study for the additional two weeks had
two entries into the draw. The prizes were aimed to keep the participants’ attention
high and encourage them to use the iLog application daily.

6.2.2 Ethics and privacy
Based on the UTH Ethics Committee requirements, the procedures were followed
to secure the personal and sensitive data collected. The UTH is responsible for
processing personal data subject to processing through the research conducted in its
departments. No personal data collected for this purpose can be transmitted outside
the EEA. If, in the future, it is required, within the responsibilities of the University
and within the framework of its legal obligations or claims, to make a transfer of
data to a third country or an international organization, this will be carried out
under the conditions of legal and secure transfer provided by Regulation 679/2016
and national legislation. The UTH pledges to take appropriate organizational
and technical measures for data safety, security, and protection from accidental or
improper processing. Its specially authorized personnel, which processes personal
data, has received the appropriate training and guidance, while the measures taken
are reviewed and amended at regular intervals. Throughout the project, we had
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the guidance of the University’s relevant personnel to ensure the security of the
participant’s personal data. At the beginning of the project, the person in charge of
protecting and processing the personal data of the UTH was appointed. The research
participants were fully informed about the purpose of the study, how to secure
their personal data, and how they will be used by signing the respective form and
giving consent for data to be extracted from their mobile phones through the iLog
application. At the same time, participants were informed, and all relevant rights
were guaranteed to be respected. These concerned the Right to access personal
data, the Right to correct inaccurate personal data, the Right to delete and the
Right to be forgotten, the Right to data portability, the Right to restrict processing,
the Right to object to processing of their data, that someone: a) considers that a
request has not been sufficiently and legally granted, or b) considers that the right
to the protection of their personal data was infringed by any processing carried out.
In the cases above, the person concerned has the right to file a complaint with the
Personal Data Protection Authority.

The University of Thessaly’s Ethics Committee accepted the documents the par-
ticipants signed. The research involved the participants’ personal data, so specific
ethical and ethical concerns govern the project. These concerns involved the
management of the participant’s personal data and their complete anonymization,
as well as the observance of confidentiality by the research team members. For this
reason, all the necessary precautions were taken in the research to protect personal
data following the principles of the UTH Ethics Committee. All data collected
were immediately anonymized, and the data will be kept for as long as the research
requires with all the necessary security procedures by the research team members.
The personal data collected will be used exclusively for this research. With the sole
exception of those cases where data retention is required by law, Personal Data will
be deleted or at least anonymized by controllers and/or data processors, wherever
they are stored, as soon as the Personal Data is no longer necessary for the specific
purposes of the Project.

6.2.3 Results and achievements
The sample was selected from the entire student population of the University of
Thessaly. All students were sent an invitation to participate in the survey. After the
first contact via email, we used a questionnaire expressing interest in participating
in the research with which we were able to select students who met specific criteria
(they study in departments of the University of Thessaly and are involved in civic
engagement activities). Initially, 310 people expressed interest in participating in
the research, of which very few were not eligible. Due to the limitation of the
application being available only on Android devices, several eligible participants
were eventually unable to continue. At the same time, some withdrew from the
research due to the kind and volume of daily that were about to be provided. Of
those remaining, 163 people installed the application, of which 141 connected and
used the application. Finally, only that stayed active and provided valid data were
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only 77. This smaller sample emerged after the clearance of the data and concerned
participants who provided consistent and accurate data in all stages of the research.
Table 6.1 below shows the characteristics of the sample, such as gender, age, and
department of studies in which the students were enrolled, and table 6.2 shows
personality traits (BFI-20).

%
Gender
Female 60%
Male 40%
Age
18-22 51%
22-50 49%
Departments
Engineering 16%
Humanities and Social Sciences 14%
Health Sciences 21%
Economics and Business Administration 20%
Agricultural Sciences 8%
Technology and School of Sciences 21%
Total 77

Table 6.1: Descriptive statistics of the participants

mean sd range
Agreeableness 4.1 0.23 1-5
Conscientiousness 3.4 0.50 1-5
Extraversion 2.8 0.31 1-5
Neuroticism 2.9 0.32 1-5
Openness 3.9 0.13 1-5

Table 6.2: BFI-20 items distribution

6.2.4 Feedback and afterthoughts
For the implementation of this research, the iLog application (app), developed by
the University of Trento team for research purposes, was used. Using this app,
we collected data from survey participants about their daily behaviour, including
engagement in civic activities.

For the application to be used by the students of the University of Thessaly, we
had to upload the questions into the application and translate the questions and
the entire menu into Greek. This was a time-consuming process, but with the
guidance and help of the WeNet team and Matteo Busso in particular, the task
was conducted appropriately and successfully. We singled out the application’s
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advantages: its easy installation, ease of use due to its simple and understandable
menu of options and settings, and low battery consumption.

However, some problems have been reported that constitute disadvantages of the
app. For example, some users mentioned that they encountered problems installing
the app, while others highlighted that the app’s interface was not user-friendly
enough. Some others reported that the app was crashing on several occasions,
either stopping to function for some time or shutting down by itself. As a result,
some participants dropped out, and others claimed that, in some cases, they did
not receive the scheduled questions or received them with a delay of some hours.
Fortunately, most reported app malfunction issues were resolved promptly with the
guidance of the WeNet team.

Yet, it is essential to draw attention to a substantial drawback of the app. The app
is available only to Android phones and not to users with iOS (Apple) devices and
iPhones, something that cuts out a significant user base. In our case, a considerable
number of students, although willing, were not able to participate in the research
due to this issue.

Based on the above, we strongly recommend that the app’s development team
provide an iOS version of the iLog as soon as possible. We believe that this will
increase the app’s validity and boost participation greatly. In addition, another
issue to be examined by the development team could be providing an upgrade of
the app with a more user-friendly interface.

Concerning the whole research process, a significant issue that we encountered that
considerably delayed the project was the ethics and personal data protection rules
and the commitments undertaken in this regard. The process was lengthy, and it
took quite some time to prepare the required documents and get approvals from all
relevant parties. All these had to be done before the initiation of the actual research.
This led to a considerable time loss, which was critical for the smooth conduct of
the project. Finally, we would like to point out that this kind of research (where
online surveys are involved and detailed daily data are sought to be collected) has
quite a low response rate, especially those that collect data many times through
the day (in our case, every 30 minutes).

Participants need incentives to engage in research projects like this, which require
a substantial amount of their time daily. For this reason, it is paramount for the
research team to develop and implement a strong motivation plan to keep the
participants’ interest alive.

In conclusion, we should highlight the importance of flexibility in managing projects
like this. On this basis, we express our gratitude to our partners because they
have approved the necessary amendments that provided us with additional time to
properly prepare the documents required for the approval process from the ethics
committee and the iLog application. The WeNet team’s prompt response helped us
resolve any issues that arose and conclude our research successfully.
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6.3 Discussion
Both results are an essential contribution to the methodology set out in this thesis.

Firstly, the content of the reports shows how the researchers, despite coming
from different backgrounds, could follow the various phases of the methodology.
The researchers implemented the data collection design independently, effectively
considering the management and planning aspects (all phases were executed within
six months). Furthermore, the researchers followed the various ethical and GDPR
protocols, obtaining the necessary approvals and implementing the documents
for communication with the participants, and conducted the recruitment and
monitoring phases of the study, obtaining good quality data and managing them
for the publication of the report.

Secondly, the results show how the methodology is effectively replicable in different
contexts. In both cases, more than 100 registered participants were in line with
the participation rates of similar data collections. While dropout rates remain
high, they have not differed significantly from WeNet’s Diversity 1 pilot study.
This feature will have to be addressed in future executions of the experiments (see
Chapter 8 for further reflections on this aspect). Regarding the validity of the
results, unfortunately, neither data collection has yet been published at the time of
writing this thesis.

Finally, the proposed feedback is essential support for future implementations of the
methodology and services, highlighting management aspects, such as the problems
encountered in the approval by the ethics committee, which extended the timing
of the study, but also factors related to services, such as the need to implement
the configurability of the iLog app and its user interface. Further insights into this
aspect will be provided in the last chapter of this thesis (see Chapter 8).
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This study concerns the results of the workshop for designing services connected to
the iLog methodology. In theory, as an ideation workshop, it does not constitute
a proper validation of the methodology. In practice, the workshop was held at
the end of the WeNet Project (see Section 1.4), involving, among others, project
members who had the opportunity to use the services and methodology in the
project’s data collections and contribute to their development. Furthermore, the
workshop included an introduction to the services to facilitate discussion towards
their implementation or the creation of new ones. For these reasons, participants
had the opportunity to evaluate the current iLog methodology approach, thus
not only proposing new services but also evaluating and identifying strengths and
possible implementations of existing ones. In this sense, the workshop is presented
here as a means for the validation of the iLog methodology.
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7.1 Topic and objectives
Digitization [2]1 is exponentially increasing the production of data and driving
relevant economic, social, and political changes [233]. The trend is often associated
with datafication [234], namely the act of quantifying and computerising people’s
everyday life and that, according to [235], has the potential to shape both the
ontologies and the methodologies of many disciplines.

However, as [5] would say, "bigger data are not always better data". Indeed, much
useful data to model people’s everyday lives is often missing [4], which leads to
the problem of reducing people to their average, ignoring and disincentivizing their
diversity, namely how similar or different a person’s experience, competencies or
traits with regards others [236].

Secondly, a growing body of literature is focusing on bias and bias management
(see, e.g., the extensive work done by [85–87]) in scientific fields such as AI, health,
and behavioural studies.

Finally, data management is a complex and multidisciplinary process, ranging from
ethical and legal to social sciences and AI. Furthermore, it involves various phases,
from collection to preparation up to distribution and reuse (see, e.g., [42]).

Although many strategies to mitigate the risks associated with non-diversity-aware
approaches to data have already been proposed, such as explainability [83] or the
report on Ethics guidelines for trustworthy AI [84], we believe that, following [5]
suggestion, a broader (and radical) approach should be taken.

This is the reason why we suggest the development of an end-to-end research
infrastructure (RI)2 that enables trustworthy diversity-aware data. Furthermore,
data is used in numerous fields, both for research and innovation. Being RIs
pivotal for developing research areas as they consolidate both technologies and
methodologies (considering, for example, standards or guidelines), we believe that
an end-to-end RI is necessary, to support the researchers or developers within the
whole data management process.

Therefore, the current workshop primarily aims to create new services to facilitate
data management and data collection aspects to enable effective Hybrid Human-
Artificial Intelligence approaches, following the WeNet approach (see Section 3).

The remainder of this chapter is organized as follows: Section 7.2 describes the
methodology of the workshop, its organization, and the roles of the organizers.
Section 7.3 presents the results divided for each workshop panel. Finally, Section
7.4 discusses the results and conclusions.

1This section is an adaptation of [82].
2According to [237], RIs are "facilities that provide resources and services for the research

communities to conduct research and foster innovation in their fields".
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7.2 Methodology and workshop organization
To guide the ideation process, the workshop was based on validating the services
created in the context of WeNet, particularly those linked to the iLog methodology,
considering the three main aspects: data collection, data preparation and analysis,
and data distribution.

Considering data collection, different services were considered, such as (i) iLog App
to collect sensor data and people feedback; (ii) Configuration service to configure
the main aspects of iLog; (iii) Project webpage to advertise the study; and aspects of
(iv) Participants engagement to invite students to download the app and participate
in the study.

Concerning data preparation, it was considered (i) Transformation to convert
Cassandra NoSQL collected data into a format suitable for storage (e.g., CSV,
parquet); (ii) Anonymization for removing personal information from the dataset;
(iii) Cleaning and formatting time stamp and variable label; and, (iv) Documentation,
such as technical reports, additional material, and codebook templates.

Finally, as regards data distribution, the LivePeople Catalog was presented and its
main features, i.e. (i) Search, which allows looking for datasets based on their salient
characteristics, such as the type of data, the location and the year of data collection;
(ii) Publish which allows uploading information about previously collected data,
describing them based on a set of valuable metadata for search; and, (iii) Download
which allows making a (GDPR compliant) request for a subset of data.

The workshop was organized around three discussion panels, one for each service
(collection, preparation, and distribution), each organized into 4 phases interspersed
with a moment of presentation of the results and joint discussion. Therefore, after a
brief introduction in which the entire data collection and management process was
presented, the participants were divided into three groups and faced the following
phases:

1. Case study: the first phase was preparatory; this phase aimed to familiarize
the participants with the main functions of each service to facilitate the
recovery of the memory of past experiences and the focus on the activities

2. Build on your own experience: the second phase aimed to encourage
critical reflection on the service, focusing the discussion on problematic and
positive aspects, both of the services and the experiences linked to them

3. Related work: the phase aimed to reflect on examples of other platforms
and services, used or not by the participants, to broaden their critical gaze
and encourage the creation of services based not only on their own experience
but also on that of others

4. What’s next: the fourth and final phase was the founding one of the
workshop and aimed to collect suggestions and ideas on possible services to
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create or implement in LivePeople to support researchers in the data collection
and management process

To facilitate the management of activities, the interaction between participants
within the panels, and the discussion among all, a Miro Board3 was created. Each
panel, therefore, had access to its section on the board and the ability to navigate
between the other panels. The ideas were transcribed in the form of Post-it notes
attached to each of the relevant sections.

7.2.1 Roles
The workshop was designed, organized and managed by WeNet project members
Matteo Busso (M.B.), Amalia De Götzen (A.D.G.) and Ronald Chenu Abente Acosta
(R.C.A.), respectively as workshop proposer and RI expert, expert in participatory
design and ideation workshop, and expert in management and RI. The roles of the
authors, presented by their initials, are as follows:

• Workshop design: M. B., A.D.G.

• Workshop management: M. B.

• Panel discussion: M. B. (Coordinator, Facilitator for Group 1), R.C.A.
(Facilitator Group 2), A.D.G (Facilitator, Group 3)

• Notes and afterthoughts: M. B., A.D.G, R.C.A.

The order of names reflects the importance of the contribution of the single
individuals.

7.3 Results
The Research Infrastructure Services Ideation Workshop was held on 21st April in
Trento in a hybrid version (both online and in presence) and lasted approximately
4 hours. The workshop involved 17 experts with different backgrounds, from the
design and management of data collections to data analysis in computational social
science and artificial intelligence, many of whom had already had various experiences
within the WeNet Project. The workshop results are described below, divided by
each of the panels.

7.3.1 Panel on data collection
During the first part of the workshop, Group 1 focused on data collection and began
to reflect on a possible data collection scenario via the iLog app. In the scenario, it
was decided to collect data on university students’ study behaviour, considering
when they study, the places they frequent during study hours, and the people they

3Link to the workshop Miro Board: https://miro.com/app/board/uXjVMUufM0c=/?share_
link_id=669496392682

https://miro.com/app/board/uXjVMUufM0c=/?share_link_id=669496392682
https://miro.com/app/board/uXjVMUufM0c=/?share_link_id=669496392682
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Figure 7.1: Group 1 Miro Board - Data Collection

study with. To investigate the different behaviours in detail, Group 1 reasoned
about using diversity-aware profiles to target the questions on the participants, for
instance, based on the degree course they attend.

Group 1 then reflected on how to collect information, deciding to select as active
data the questions asked every four hours regarding the activities conducted rather
than the questions asked every time the participant changes location. As passive
data, they considered the possibility of collecting information from participants’
calendars and GPS, agreeing that location is a significant source of information.

The number of participants was selected at 100, as it is a good balance between what
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is feasible in terms of recruitment strategies (in many universities, recruitment takes
place through direct and personal contact with participants), the cost of incentives,
and what is helpful in terms of data analysis, considering possible participant
dropouts. Still considering recruitment, Group 1 highlighted the best strategy is
to contact participants via phone, even if this takes a long time. Another aspect
that could ensure a good sample size is organizing workshops and providing clear
instructions for participants through flyers and manuals.

Group 1 then reflected on the incentives needed to achieve good data quality and
considered the possibility of providing feedback (or analytics) to the participants
on their activities during data collection, implementing correction mechanisms for
the answers provided by the participants, and making inferences about sensors. For
example, if the participant usually studies in the library but reports that they are
studying in the park, it would be possible to send a confirmatory question to ensure
that the participant was not mistaken.

According to Group 1, an essential aspect of incentives would be the possibility of
giving back to participants their data for personal analysis and creating a scoreboard
in which participants can see who is the best at providing the data to encourage
gamification aspects.

7.3.1.1 Considerations on iLog and data collection process

The discussion revolved around three main questions, namely:

1. What aspects did you find difficult in designing the case study?

2. Considering the data collection services, what are three aspects that could
have been done better?

3. What are, on the other hand, three aspects that you liked?

The answers to the questions are presented in the following paragraphs.

Difficulties in designing studies with iLog Considering the design aspects
of an experiment, Group 1 highlighted some critical points and difficulties. The
first aspect concerns identifying the periodicity to send notifications or questions
during data collection, as there is a trade-off between good data and annoying.
In particular, the most complex aspects to consider concern the possibility of
outsourcing information to reduce the number of questions.

Another particularly complex aspect concerns the definition of the feedback given to
participants, for instance, through messages encouraging participation. In this field,
it is complicated to define how these can affect participants’ behaviour, leading
them to change their response behaviour, for example, by favouring response set
attitudes, in which participants randomly answer questions only to reach a higher
number of contributions.
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One of the most complex aspects of designing a survey with iLog concerns the state
of the art or how to get into the field of research and related work. There is a vast
and disparate literature regarding incentives, sample design, measurement design,
privacy, and ethics, which involves different disciplinary fields.

A final, particularly complex aspect concerns the strategies for contacting people and
recruitment. These vary depending on the local context and can require constant
daily commitment, so a person dedicated only to this would be needed.

iLog features to be improved Regarding past experiences with iLog, Group 1
highlighted some aspects that could be improved. The first aspect that emerged
concerns the user experience; it was particularly confusing to have different platforms
to collect data in addition to iLog. Furthermore, regarding the graphical interface of
iLog, one aspect that should be improved concerns the addition of dynamic filters,
which allow building on past activities, e.g., pre-select most used answers history,
create a pattern of already answered questions. In this way, the respondent burden
would be reduced, and the redundancy of applications would be reduced.

A second aspect concerns a more consistent service with notifications, as many
questions are lost and do not reach their destination on the participant’s smartphone.

As a third point, Group 1 focused on aspects of contact with participants both
before the study and during the data collection (monitoring). This aspect requires a
significant amount of time and resources. Group 1 believes automating the helpdesk
function via chat help or broadcasting messages directly to iLog would be helpful.
In this way, some information would not be lost and would not have to be repeated
to individual participants.

Positive aspects about iLog Finally, Group 1 focused on the quality of data
and interactions via the app. In particular, it emerged that the function of triggering
the question according to sensor data and allowing the participant to build up the
profile autonomously, configuring personalized answers based, e.g., on where their
home is, would be helpful. This way, the participants would not have to answer
the same questions, but the location sensor would respond. In general, Group 1
was still satisfied with iLog, particularly with the quantity and quality of the data
collected, which made it a unique app and allowed for multiple analyses of people’s
behaviour.

7.3.1.2 Relevant platforms and technologies

Although many members of Group 1 had performed support and data collection
roles in intensive longitudinal investigations, particularly as part of the WeNet
Project, they were unaware of any applications that provided a similar service to
iLog, apart from Movisens. However, they were aware of sports apps and FitBit
from which to download their data, as well as the Waze app for traffic data, which
allows you to download other people’s track routes.
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7.3.1.3 What’s next with iLog?

Considering the proposed case study, Group 1 prioritized the possibility of using
sensors to trigger questions and validate their quality during data collection. In
this way, reducing the respondent burden - asking questions only when necessary
- and guaranteeing better data quality would be possible. A second important
aspect is that of providing information as a means of encouraging participation.
According to Group 1, if a participant has the opportunity to know their data and
have feedback on the survey’s progress, they would be stimulated to provide more
and better quality information. A final aspect concerns the possibility of having
iLog pre-configurations to launch the experiments. In this way, even people who
are not experts in designing questions and incentives could still start data collection
without starting from scratch.

7.3.2 Panel on data preparation
During the first part of the workshop, Group 2 started a discussion on mutual
knowledge regarding data preparation aspects. People have different opinions about
cleaning data, as each cleaning operation inserts the opinion/models of the cleaner.
For this reason, many researchers and analysts prefer to have access to data "as
raw as possible". Another aspect to consider is the type of format with which the
data is shared, so it is helpful to have a basic format that is as open and shared as
possible so that each researcher can convert the data into a valid format.

A second aspect of comparison concerned the adoption of FIHR standards (for
medical data) and measuring characteristics of the datasets such as Globem https:
//the-globem.github.io/ or using libraries like https://frictionlessdata.io/
from which to start with the data cleaning processes. In general, Group 2 participants
usually adopt validation standards to test the emerging datasets, understand their
quality, and have a good view of the data’s clean and value. Finally, Group 2
addressed the problem of automating the data-cleaning process. Overall, there
seems to be an irreducible personalized part of data preparation that is use-specific
and can never be done externally. Chances for automation are at the beginning
during the cleaning and reformatting process and at the end, e.g., via offering
several data formats with different levels of anonymization to respect privacy.

7.3.2.1 Considerations on data preparation process

Group 2 highlighted how an essential aspect of the data preparation process is
not so much in the datasets but in the documentation provided. In this sense,
some aspects need to be improved, such as how the variables are named and coded,
which must be punctual (i.e., present for each variable in the dataset), intuitive,
and understandable by different scientific communities. Similarly, the webpage and
the documentation should speak the same language as the target community since
using wrong or outdated terminology may imply that the dataset was not generated

https://the-globem.github.io/
https://the-globem.github.io/
https://frictionlessdata.io/
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Figure 7.2: Group 2 Miro Board - Data Preparation
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following precise approaches and is of poor quality. Regarding documentation,
Group 2 believes having checksums and descriptive statistics is essential to facilitate
access to the dataset.

Group 2 then reflected on the risks regarding the data preparation process, par-
ticularly that every new platform used increases the risks of data leaks. Hence, it
needs to be compelling enough for people to overcome this fear. Furthermore, the
deanonymization risk is now higher thanks to AI. Even in anonymized data, if you
provide the data collection details, attackers can make a similar data collection
campaign to train a model and deanonymize the data from the original experiment.
An example that Group 2 reflected on is the paper [238], which demonstrates how
inferences of sensitive attributes of users (gender, body mass index category) are
possible using a combination of sensor data and self-reports.

7.3.2.2 Relevant data preparation platforms

Group 2 highlighted different platforms and approaches available to manage the
data preparation process and increase the quality of the prepared data. Below is
the list of identified platforms.

1. Great Expectations https://greatexpectations.io/ is a tool for ensuring
data quality through verification by other analysts and researchers.

2. Hugging Face https://huggingface.co/, a platform for sharing training
modules for AI research

3. UNESDOC https://unesdoc.unesco.org/ark:/48223/pf0000385841 which
is a library for feature extraction to provide "plug and play" data for analysts
and researchers to reduce time and data preparation costs drastically

4. RAPIDS https://www.rapids.science which stands for "Reproducible Anal-
ysis Pipeline for Data Streams" and is a platform to process smartphone and
wearable data to extract behavioural features, visualize data, and create
reproducible workflows for data analysis.

7.3.2.3 What’s next with data preparation?

Group 2 highlighted possible future activities, dividing them between quick wins
and major projects according to the effort to implement the new features. As quick
wins, Group 2 listed the following:

1. Providing open source libraries for the beginning (format and easy data fixing
depending on the domain) and the end of data preparation (target data)

2. Release the dataset documentation paper in a venue like Nature Scientific
Data, NeurIPS Datasets, and Benchmarks. This increases the impact and
visibility massively.

https://greatexpectations.io/
https://huggingface.co/
https://unesdoc.unesco.org/ark:/48223/pf0000385841
https://www.rapids.science
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3. Organize workshops selecting the correct high-impact venues, considering the
type of data being shared, such as Ubicomp and CHI, which are particularly
interested in sensor data.

4. Provide clear data documentation considering:

• The intended purpose of each offered dataset;

• The way data has been cleaned;

• The way any (meta-)analysis has been conducted, alongside any related
published scripts and software;

• What would consist of proper and improper use of our datasets.

As major projects, Group 2 listed the following:

1. Domain-specific study of the terminology and standards to be able to talk to
each community in their terminology and standards

2. Privacy configurator: a tool for preparing datasets with different levels of pri-
vacy protection for other uses. This should be able to provide the same dataset
with varying levels of noise to be used by students/researchers/companies

3. Creating a benchmark and a proper website for the particular dataset. We
can have LivePeople for data sharing, but a project/dataset specific should be
maintained to publicize/market datasets properly. This is standard practice
in communities that work with sensor data: Ubicomp, ISWC, Mobisys,
Mobicom, and IPSN. Below are some suggested platforms for data sharing
and advertising.

• GLOBEM for publicizing https://the-globem.github.io/,

• Physionet https://physionet.org/content/globem/1.1/ ,

• LifeSnaps https://www.nature.com/articles/s41597-022-01764-x,

• Zenodo https://zenodo.org/record/6832186#.ZEJdf-xBznw,

• StudentLife https://studentlife.cs.dartmouth.edu/

• eSense https://www.esense.io/

4. Organized Open Source repository containing all the scripts and algorithms
used in the platform

7.3.3 Panel on data distribution
An initial discussion revolved around the term "people-centric" used to define the
LivePeople Catalog. According to Group 3, the term people-centric, as generally
understood, doesn’t have to do with how the data looks but how you can access
the data, so it is a matter of accessibility of the platform and also about who the

https://the-globem.github.io/
https://physionet.org/content/globem/1.1/
https://www.nature.com/articles/s41597-022-01764-x
https://zenodo.org/record/6832186#.ZEJdf-xBznw
https://studentlife.cs.dartmouth.edu/
https://www.esense.io/
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Figure 7.3: Group 3 Miro Board - Data Distribution

data in the platform represents. Once a working definition of "person-centric" data
was set up as "information collected on single users through sensors, monitoring
the lifestyle of a person in a specific geographical space," Group 3 agreed that the
Catalogue is about person-centric data. Still, it is not yet a person-centric catalog.
Another positive characteristic of the platform is the uniformity across the Catalog,
which helps the end user.

As a researcher using LivePeople, Group 3 was primarily interested in quickly
understanding if a data source is good for me, rapidly understanding its overall
characteristics, seeing that there are no ethical issues, and being incentivized to
use this repository and not another one. Thus, Group 3 sees these capabilities as
essential and possibly differentiators:

1. See a small sample of the data quickly (on the dataset main page or even
before when browsing datasets)

2. Getting ethical information about the data soon and near the main details
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3. Getting the details about the data in a summarized way (graphs in addition
to text? other ways of summarization)

4. Show me "more like this": other similar datasets

5. Recommendation engine: based on my activity in the repository, show me
another dataset that may be of interest to me

6. Incentivise me in different ways to use the repository and contribute to the
repository: Badges, Tailored messages, profile page, etc.

7. Enable discussion around each dataset in the form of a forum or other manners
of discussion

8. Enable demonstration of past discoveries with this dataset: a "findings" page
per dataset / per all datasets together

As the LivePerson system owner, Group 3 also sees features that may help the
system and are important. The main are:

1. A detailed analysis system that enables me to track the usage of the site and
the different datasets

2. An incentive system that enables me to encourage users’ adoption and usage

3. A feedback mechanism built into the site that enables researchers and others
to specify future needs and give feedback about the current system

7.3.3.1 Considerations on data distribution process

During the second activity, Group 3 focused on defining the main problems and
proposing opportunities and solutions.

• Problem: missing the sample before applying for the dataset

• Opportunity: add the sample description

• Problem: complex process to get the dataset (e.g., need to send an email). It
is better to have an online form instead.

• Opportunities

– suggests good practices about data usage - citing the dataset used
(differently from how it is done now in the Resources).

– links the dataset to the code that used the data

– provides dataset visualizations to allow a better exploration of the features

– being more vocal about the diversity potential of the Catalogue.

– Add functionality in which users provide feedback (already there; it might
be useful to have it more visible)
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• Problem: what if the data is valid but biased (using only extreme users, for
instance)? How do you check on that?

• Opportunity: adding an ethical statement (the user’s commitment to using
the data) is not enforceable but important to have.

A final good note is that using the 5 stars principle to denote the quality of the
data is particularly appreciated since there is an objective way to get the stars.

Relevant data distribution platforms Group 3 suggested having a look at the UCI
machine learning repository and to dataeurope.eu even though within these
repositories, you need to know and specify the purpose of your research.

7.3.3.2 What’s next with LivePeople Catalog?

According to Group 3, the most relevant aspect to consider in the future is the
advertisement of the LivePeople Catalog. A good opportunity for more visibility is
to organize the data so that it is easily found by Google even if it is very centralized,
and its way of looking for data might not fit the Catalogue. A workaround could be
to connect the LivePeople Repository to Google dataset search, in line with some
best practices on indexing.

7.4 Discussion and conclusion
Section 7.1 shows how important it is to create RIs that drive the creation of
technologies driven by social innovation. Following the WeNet approach, three
essential components of RI have been identified which concern data collection,
preparation and distribution services. Each of these services was presented and
discussed within three different panels.

The results show how in general the approach considers the salient aspects of an RI
and already presents a set of services useful for the purpose. Most of the services
presented were considered sufficient to conduct the data collection and management
process, even if various implementations were proposed.

In particular, regarding data collection, Group 1 highlighted that iLog and the
design methodology are unique and very useful for the study of human behaviour.
In any case, to facilitate the configuration of the app it is necessary to design and
develop software that helps interface with the app, facilitating its deployment even
for non-experts. A secondary implementation aspect concerns the improvement of
the user interface, making it more intuitive and engaging for participants.

As for data preparation, Group 2 argued that the general pipeline for the production
of raw data compliant with the GDPR is robust concerning different disciplinary
approaches, but it is complex to be able to create specialized datasets for individual
disciplines. It is therefore advisable to define a second phase of data preparation
and feature extraction adaptable to the needs of individuals, making the dataset

dataeurope.eu
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prepared in the first phase available to everyone. Group 2 also highlighted that
some tools and standards can facilitate this second preparation.

As for the data distribution, Group 3 found the Catalog particularly useful, proposing
some specific implementations regarding data description, search and download.
Some metadata fields have been suggested as additional (for example, the number
of rows contained in datasets) and the use of tagging and aggregation of datasets so
that they are more meaningful and intuitive for the end user should be considered.
Finally, the download procedures should be simplified, for example through the use
of online forms and the possibility of selecting different datasets in which the user
is interested.

In conclusion, the workshop contributed to both the validation and the creation of
services connected to the iLog methodology, paving the way for future developments.



154



And you may ask yourself, "Well, how did I get here?"
Letting the days go by, let the water hold me down
Letting the days go by, water flowing underground
Into the blue again, after the money’s gone
Once in a lifetime, water flowing underground

— Talking Heads Once in a lifetime
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The thesis introduced a new methodology for designing, collecting, managing and
distributing complex data to model people’s perspectives embedded in their context.
Starting with Big Data, the thesis showed how, despite the abundance of information,
it lacks crucial variables for modelling personal context. Big Data are often "thin";
namely, they extend their volume over a few variables, often collected by sensors,
in which the person’s point of view on fundamental aspects such as the places
where they are located, their interactions, their events, emotions and feelings are
not represented. In contrast, various existing approaches, especially from social
science disciplines like psychology and sociology, often collect "thick" data, which
is full of personal information but is scarce in quantity or limited in duration and
space coverage. The distinction between thick and thin data can be assimilated to
that between annotations and sensors, where the former is information self-reported
by people who bring their point of view on the context and are helpful in framing
and providing meaning to the latter. On the other hand, sensors, thanks to their
pervasiveness (but not invasiveness), allow us to observe people in all moments of
their daily lives, providing vital information on their behaviour that is difficult to
report verbally (at least not with the same frequency with which the sensors collect
them).
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Alongside [15], the thesis advocated for the creation of new data that is both dense
and extensive, i.e. Big Thick Data (see also Section 1.1). Such data pose new
challenges for their management, modelling and organization, which can be achieved
with the help of Knowledge Graphs built to represent the person’s point of view at
every moment of their everyday life, i.e. their Situational Context [239] (see Section
1.2), allowing for scalability, native integration with annotations, and data reuse.

Although this approach provides theoretical and ontological guidance to enable
research and innovations that integrate the perception of context with the infor-
mation streams from the devices surrounding us, it says little about epistemology.
In particular, quantifying Big Thick Data poses several methodological challenges
towards collecting valid and reliable data, managing data quality and privacy, and
enabling data reuse. In other words, to be considered valid, quantifying Big Thick
Data via Situational Context needs to be verified empirically through observations,
i.e., through collecting valid and reliable data. Furthermore, the reader will have
noticed how the concept of Big Thick Data is eminently interdisciplinary. The
interactions with the person and of the person with his own self and the environment
surrounding him have been the object of study of the social sciences for more than
a century. The collection of data from sensors, their modelling, and the design
and implementation of the devices themselves are addressed by engineering and
IT. Ethical considerations and privacy regulations to manage interaction with the
person and the processing of personal data to prevent damage and respect rights
are a matter of study by philosophers and jurists.

Therefore, Chapter 2 explored current approaches to the design, collection and
management of data from an interdisciplinary perspective. It also considered aspects
relating to their distribution and reuse, motivated by the fact that a complex and
interdisciplinary theory requires multiple evaluations by experts from different
sectors to be considered valid. Finally, the Chapter focused on tools and support
materials for executing all methodology phases, evaluating when practitioners with
different domain expertise can replicate this. In this sense, Section 2.1 showed
how there is a consolidated approach to social investigations which involves the
consideration of different methodological procedures (see, e.g., [27]) aimed at limiting
the errors that occur in the operationalization and data collection phases (see,
e.g., [28]) ultimately to generate valid and reusable data. Of course, since Big
Thick Data are data about people, Section 2.2 showed how there are ethical and
privacy principles and guidelines for collecting and managing this data, including
its distribution.

Similarly, extensive literature has focused on data preparation and sharing (see,
e.g., [42]), as from Sections 2.4 and 2.5. Alongside methodologies, many disciplines
have created their own platforms to support practitioners, with tools ranging
from consultancy to education to technologies for data collection, preparation and
databases for data sharing. Yet, none of the disciplines consider a comprehensive
approach to collecting self-reported contextual annotations and sensors in streaming,
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that is, those data fundamental for exploring the situational context. Furthermore,
materials and supporting technologies often remain confined to their respective
disciplinary fields, effectively preventing reuse by non-experts.

In summary, despite the extensive methodological literature and the platforms
developed in various disciplinary fields, no current end-to-end methodology can
effectively handle Big-Thick Data.

Consequently, Chapter 3 proposed a comprehensive methodology addressing essential
Big Thick Data generation aspects. The methodology showed a concrete step forward
compared to state-of-studies in sociology (e.g., [27]), in ESM studies [53] and in
those of HAR (e.g., [55]) not only because it is based on an innovative application for
data collection (i.e., iLog [26, 240]), but because it integrates aspects from different
disciplines towards the creation of quantitative Big Thick Data. This occurs through
conceptualizing the annotations provided by the person not as dissociated from
the sensors but integrated into the personal context. Each annotation the person
provides regarding activities, social interactions, and places visited corresponds to a
set of sensors that enrich the understanding of behaviour in context. In doing so, the
methodology is equipped with a process for managing personal data, i.e., preparation
and distribution, which is ethics-aware and privacy-compliant. Additionally, the
method incorporates services to enhance replicability, ensuring the generated data
can be easily reproduced and utilized for various purposes. In this sense, considering
the leading platforms for data collection and their distribution, the services offered
by the iLog methodology are the only ones that are end-to-end, i.e., they cover all
the salient aspects of personal data management.

By introducing this methodology, the thesis aimed to contribute to advancing
research and practices in managing Big-Thick Data. It seeks to fill the existing gap
in methods for handling complex data that capture the richness of individuals’ con-
textual information while adhering to ethical standards and privacy considerations.

The demonstrated applications of the methodology showcase its versatility in
collecting diverse types of data (see Chapters 4, 5, and 6) that align with the various
components of the context described in the Chapter 1, and its validity, according
to the experts’ opinion provided in Chapter 7. These chapters are of fundamental
importance to the thesis, highlighting two critical aspects: the validity and reliability
of the collected data and the effectiveness of the methodology’s services in terms
of validity and usability. Therefore, the subsequent sections present additional
considerations that contribute to a more comprehensive understanding of the
strengths and potential challenges associated with the proposed methodology and
its services.

8.1 On validity and reliability
Ultimately, a methodology is evaluated by the reliability of the data collected and,
in our case, by its reuse at an interdisciplinary level, which demonstrates the validity
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of the operationalization of concepts into observed variables. Two case studies were
presented to show how the methodology applies to complex studies on the diversity
of everyday life and social practices (Case Study I) and to verticalize aspects of the
situational context, such as social interactions (Case Study II). Both case studies
produced datasets widely reused in various disciplinary fields, thus demonstrating
the validity of the approach and the reliability of the results. The main findings are
reported below.

Case Study I The notion of Situational Context as a means of quantifying Big
Thick Data provides that it is possible to reconstruct the context of the person if, for
each situation experienced, there is information regarding the event in which they
are participating, where they are, who they are with and how do they feel. This
information can come from self-reported annotations and personal device sensors
(e.g., smartphones). Thus defined, personal context varies from person to person
but also from (cultural) context to (cultural) context.

Chapter 4 showed a comprehensive approach to reconstructing the situational
context of 700+ individuals from eight countries. Following the iLog methodology,
a set of measurements was designed to collect information on the personal context
and frame it at a social and cultural level through the notion of social practices
[210]. Therefore, a survey lasting one month was proposed during which participants
provided information on their context by answering four questions every half hour
(i.e., "What are you doing?"; "Where are you?"; "Who are you with?" ?"; "What’s
your mood?") as well as information from all the smartphone’s sensors (e.g., GPS,
Bluetooth, application running on the device). Furthermore, they responded to
three questionnaires regarding their social practices (e.g., participation in cultural
events, sporting activities, shopping and cooking habits) to encourage a better
comparison of cultural aspects.

The result of the study was 216k+ annotated situational contexts based on 300+ GB
of sensor data. This database has favoured the proliferation of scientific literature
concerning aspects of the situational context, showing how the use of annotations
favours the prediction of human behaviours [61], such as the patterns of social
media usage impact academic activities [223], but also how the prediction of [225]
mood and [226] activities through sensors is favoured by the use of Big Thick Data
and their cultural framing through the multi-country approach.

In this sense, Case Study I shows how the data collected through the methodology
is reliable, enabling accurate analyses of the person’s context. Furthermore, it
shows how the approach is valid at an interdisciplinary level as different scientific
communities adopt it.

Case Study II If Case Study I shows how to obtain notes on the person’s context,
it does not explain how the main aspects can be explored more deeply towards a
thicker observation. Furthermore, the study was conducted in a research context in
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which participants were paid for an activity they would not carry out in their daily
lives (i.e., answering questions with high frequency), thus posing a sustainability
problem for longer-term studies.

For these reasons, Case Study II (see Chapter 5) delved into the verticalization of
individual contextual aspects, focusing specifically on the person’s social interactions.
In this case, ≈ 200 participants from five countries were invited to install AskForHelp
and provide their sensor data through the iLog application (as in Case Study I).
AskForHelp was designed to enable interactions between people who do not know
each other through a Q&A mechanism, in which a participant could ask anything
of interest and receive answers from a subset of people selected based on a pool of
characteristics that made them more suitable to respond (e.g., if a participant asked
for information on a location, the people who were nearby were involved). During
data collection, participants received badges and messages with a gamification
approach, encouraging participation to achieve different objectives (e.g., asking a
certain amount of questions). This resulted in ≈ 2000 questions with 5000+ answers
and 10+ GB of sensor data.

Thus, the application facilitated interactions mapped onto smartphone sensors,
providing valuable data for enhancing contextual understanding of the person’s
social context. Furthermore, the study shows the effectiveness of using non-monetary
incentives. The interaction with the participants and the feedback provided through
messages and badges have aroused particular enthusiasm and interest on the part
of the students involved (see also [228, 241]).

This study has also been the subject of several scientific publications, such as [59,
230, 231], showing both the validity and replicability of the data collected through
the iLog methodology.

8.2 About the end-to-end methodology and its
services

As mentioned in Chapter 2 and extended throughout the thesis, a fundamental
aspect of a methodology is its reproducibility. A study is considered replicable
when different researchers obtain the same results by repeating the same procedures.
Clearly, in an interdisciplinary methodology, the services and support materials
play a fundamental role in facilitating the correct execution of the different phases.
Therefore, the validity and usability of the methodology’s services are pivotal for the
replicability and applicability of a Big Thick Data study. In this context, validity
refers to the services’ capability to generate meaningful and accurate results. At
the same time, usability pertains to the ease with which researchers can employ
these services for their studies. Case Studies III and IV provide several insights
regarding these two aspects.
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Case Studies III Chapter 6 described two case studies showing how the method-
ology was replicated independently by two researchers with different backgrounds,
producing reliable results. In particular, researchers from the University of Thessaly
(Greece) with a background in economics were interested in studying students’ daily
behaviours and leisure activities. On the other hand, researchers at FTP University
(Vietnam) focused on studying daily eating patterns to map unhealthy behaviour.
Both researchers had access to examples of previous data collections (see LivePeople
Catalog [172]). They received the support materials for the design of the study
proposed in Appendix A, as well as those relating to ethical and privacy aspects
(Appendix B) and to the management of data collection (Appendix C). In this way,
they could design and conduct the investigation, assisted by technical support for
the study configuration via the iLog app and sensor data preparation.

In both cases, intensive longitudinal investigations were proposed. The first aimed
at collecting information on daily activities with questions asked every half hour,
while the second aimed at observing eating activities, with questions asked every
two hours. The duration of the two studies was one month, reaching, in both
cases, more than 100 participants and with response rates in line with previous
investigations. Furthermore, executing the entire methodology took approximately
six months, significantly reducing the timescales compared to the Diversity 1 survey
described in Chapter 4.

Overall, both case studies showed the replicability of the methodology and the
usability of the support materials by non-experts, also providing helpful feedback
towards its future implementation (see Sections 8.3 and 8.4 on follow).

Case Study IV As mentioned in Section 1.4, the methodology and supporting
materials are an integral part of a research infrastructure (RI) whose foundations
have been defined in the WeNet Project and whose ultimate goal is to help the
entire process of generation and sharing of complex data such as Big Thick Data.
With this in mind, the workshop described in Chapter 7 was carried out, which
aimed to validate the services already developed in the Project and design new ones
to make RI a product usable by researchers.

Therefore, the workshop was focused on the primary services offered by the RI,
namely data collection (described in Section 3.3), preparation (Section 3.4) and
data sharing (Section 3.5). Seventeen experts from different disciplinary fields
were divided into three panels, each focusing on one of the services. The workshop
included an initial reflection and evaluation of existing services to convey the ideation
process. From this first aspect, the importance of adopting approaches centred on
the person and personal data to promote human-aware research and technologies
emerged. In particular, the data collection and distribution services appeared to be
fundamental, without which the experts would not have been able to replicate the
type of studies proposed in this thesis.
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Some limitations were then highlighted, including the difficulty in conceiving and
designing a study on Big Thick Data, the timing and outputs of data preparation
and the types of metadata, as detailed in Section 8.3. In any case, these were
supported by various implementation ideas, which contributed to the definition of
future work described in Section 8.4.

8.3 Limits
Despite the general enthusiasm reported by the experts who applied the methodology
and the extensive reuse of the data collected, some limitations emerged from the
various case studies.

First, there is an unequal participation rate in the different pilot studies. In
particular, in some pilots reported in Chapters 4 and 5, particularly low participation
numbers were recorded in countries such as India, Paraguay and Denmark compared
to those of Mongolia and Italy. This aspect is probably due to the complexity of the
recruitment strategies (e.g., finding the participants, communicating the contents of
the survey and encouraging participation). It highlights the need to adopt different
protocols depending on where the study occurs. This hypothesis is corroborated
by the case studies described in Chapter 6, where the recruitment procedure took
place in Vietnam in several waves. In contrast, in the case of Greece, sending a few
emails inviting participation was sufficient.

Still considering participation, another limitation concerns dropout rates. These
are partly due to the functioning of the data collection technology, the limits of
which are not the subject of this thesis. Instead, the central aspects concern the
adaptation of the investigations in a cross-cultural context, the use of multiple
platforms for data collection, the monitoring of the studies and the incentive
system. As regards the first aspect, it is clear that the formulation of the questions,
but also their number and frequency (i.e., the respondent burden) are perceived
differently depending on the culture, which is why, in addition to following the
standards for translation of surveys, more time needs to be spent on adapting
surveys at the local level. Secondly, it emerged that active monitoring and the
helpdesk are particularly complex and time-consuming aspects that require more
in-depth training for experiment supervisors. Third, the use of different platforms
for data collection has disadvantaged mainly participation, where many dropouts
have occurred when switching from one platform to another (e.g., from LimeSurvey
to iLog or from LimeSurvey to AskForHelp to iLog). Finally, there is evidence that
different incentives correspond to different participation rates.

Regarding the use of support materials and the application of the methodology, the
design aspects are among the most complex to conduct. In particular, the process
that goes from the research idea to the definition of the measurements is complex
to articulate if there is no reference to a modus operandi and a set of literature and
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standards that facilitate the process. Added to this is the problem of approval by
ethics committees, which sometimes can take several months.

In addition to the aspects of data collection (described above), the data preparation
has attracted some criticism from experts, who generally prefer to access the raw
data and manage it independently for research purposes. Furthermore, some issues
emerged regarding the quality of the prepared data, which led to the withdrawal of
the datasets and the creation of a new version.

Finally, regarding distribution, some minor limits concern the absence of some
metadata considered particularly useful by some experts (e.g., the number of rows
of the dataset and the amount of missing data). Particularly relevant is the problem
of searching for datasets associated with their download. The absence of a more
significant number of tags and filters and of an automated procedure for requesting
the dataset has, until now, discouraged several practitioners interested in their
reuse.

8.4 Future Studies
Looking ahead, an aspect that appears relevant to the reliability of the data collected
concerns the incentives for participation, i.e., all those mechanisms that, on the
one hand, simplify the activities of the participant and, on the other, amplify their
involvement.

To simplify participants’ tasks, maintaining the quality of the data and the number
of annotations necessary for behavioral analyzes in daily life, one area that seems
promising is linked to the Skeptical Learning algorithm [60, 62, 181]. The algorithm
is aimed at validating annotations provided by the user and can be applied in real
time during an experiment. Presumably, after a short training period, the algorithm
could work with an Active Learning approach, predicting the different annotations
which should then be validated by the participant, thus reducing the number of
questions from 48 per day (as in the case of the Diversity study 1) to just one per
day.

Considering greater participant engagement during data collection, studies in the
field of gamification are certainly promising, as is the badges and messages approach
described in Chapter 5. These should be accompanied by recruitment materials,
such as videos and web pages. A further implementation would be to provide a
personal dashboard to each participant, through which they can view the amount
of their contributions, as well as statistics deriving from them.

From the services and support material point of view, the Citizen Science approach
shows how the creation of communities of people interested in research and science
is favorable both for citizens who have the opportunity to approach topics of interest
to them, and for researchers, who not only have access to a crowd of participants ,
but also, and above all, to the relationships and exchanges of ideas and opinions
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that derive from being part of a community. Therefore, the creation of a community
based on a Human-Aware AI approach would favor the proliferation of studies and
ideas regarding Big Thick Data. This would facilitate the design and execution of
studies, which has proven to be a problematic point, as reported in the Chapter 7
workshop.

Still considering the design, an aspect to address is the user-friendly configuration of
the data collection service. This is not only to make the service scalable (as happens
with platforms such as LimeSurvey and Qualitrics [118, 119]) but also to encourage
greater understanding of the measurement tools, facilitating communication and
the adaptation of studies.

In this sense, the Catalog, as such, is an essential service, where the search and
data visualization functions are a vital help not only for distribution purposes but
also for the design of the research itself. Therefore, the implementation of some
features of the Catalog, such as the possibility of searching datasets by projects or
research approaches, as well as the facilitation of data download for exploration and
analysis, are an aspect to be considered in future work.
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This section presents the support material for the design phase.

A.1 Study design template
This document is a support in the process of designing and managing a research
study. In our framework there are four phases of the research and data collection
process:

1. Research design and management (of which this document is the template)

2. Ethics and privacy procedures

3. Data collection
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4. Data preparation and upload

In particular, the Research design and management phase consists of five different
tasks:

1. Research design: that is the definition of the research objectives, the topic to
be investigated, and the methods of investigation (sample, investigation tools,
incentives).

2. Management and planning: that is the management of times and personnel
to conduct the four phases of the research process.

3. Ethics and privacy compliance: i.e., the verification that one’s research is
conducted according to the ethical and legal dictates of one’s country and of
the European Union (GDPR) where necessary.

4. Dissemination: the communication strategies of the a priori and a posteriori
scientific research product of the data collection campaign.

5. Afterthoughts: considerations on the process.

For a complete example, please have a look at [109]

A.1.1 Research Design
A.1.1.1 Research Goal

This section should describe:

1. Purpose of the research and theoretical justification (max 15 references)

2. General purposes

3. Hypothesis and specific objectives

4. Expected results

A.1.2 Survey methodology
This section should describe the survey measurement and the timing. To facilitate
communication with the technical leader, the "iLog: questions and sensors specifica-
tions template" (see A.2) should be used to design the stimuli to be administered
via the iLog app.

A.1.2.1 Number and possible stratification of the sample

This section should describe the population to be investigated.

A.1.2.2 Recruitment strategy

This section should describe the ways and means to involve the participants.
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A.1.2.3 Incentives

This section should describe the incentives (monetary and/or non-monetary) given
to the participants.

A.1.3 Management Planning
This section defines the plan for conducting the study. This entails defining the
timing and roles for each phase of the Study to ensure its successful completion.
Within our paradigm, the Research Leader oversees the life cycle of the project,
focusing on the research design and management. This includes defining the suitable
schedule (i.e., Gantt), listing the requirements of each role, guiding defining feasible
outcomes such as assessing the need for a request for an opinion from the Chairman
of the Research Ethics Committee (CESP), deliverables, milestones, and so on.
Beyond the Research leader, there are 2 main roles:

1. Study leader: The role of the Study leader is to support the Research leader in
overseeing the study, especially for the sample and personnel design. This also
includes designing incentives and recruitment strategies, while also ensuring
the overall compliance of the study with privacy and ethical regulations.
Furthermore, it also manages the actual running of the study.

2. Technology leader: The role of the technology leader is to oversee the
technological development of the platform by tightly collaborating with the
Study leader to meet the requirements of the Study, especially for the iLog
app configuration and the helpdesk.

It can be useful to define a Gantt, specifying the tasks of each role.

A.1.4 Ethics and Privacy Compliance
This section should include the need assessment for a request for an opinion from
the Chairman of the Research Ethics Committee (IRB). The following questions
are asked to aid in the decision (if the answer to questions 2 to 9 is yes, then an
opinion from the IRB is needed).

1. Is the data collection part of a project that has already received an opinion
from the CESP?

2. Will the project involve the collection of new information about individuals?

3. Will the project compel individuals to provide information about themselves?

4. Will information about individuals be disclosed to organisations or people
who have not previously had routine access to the information?

5. Are you using information about individuals for a purpose it is not currently
used for, or in a way it is not currently used?
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6. Does the project involve you using new technology that might be perceived
as being privacy intrusive? For example, the use of biometrics or facial
recognition.

7. Will the project result in you making decisions or acting against individuals
in ways that can have a significant impact on them?

8. Is the information about individuals of a kind particularly likely to raise
privacy concerns or expectations? For example, health records, criminal
records, or other information that people would consider to be private.

9. Will the project require you to contact individuals in ways that they may find
intrusive?

If the IRB opinion is needed, this section should also include all relevant aspects
regarding the drafting of documents and interactions with the Ethics Committee
and the Privacy Office. Support documents for this process can be found in the
Appendix B.1.

A.1.5 Dissemination
This section describes the scientific dissemination before and after the data collection.
Particularly:

1. Before: because of the reproducibility crisis, many journals require the study
to be pre-registered. In this case, insert here the documentation or the link to
the site where the registration was made (e.g., OSF)

2. After: indicate the tentative title of the publication(s) and of the data
descriptor. If no pre-registration has been made, add a short description
for each paper. Once completed and published, indicate the bibliographic
reference here.

A.1.6 Afterthoughts
This section should provide insights and lessons learned after the end of the study
to be addressed in future iterations.

A.2 iLog: questions and sensors specifications
template

This document is a template for specifying the questions and sensors that should
be collected via iLog. According to the experience sampling method framework,
questions can be of three types:

1. Signal Contingent: questions are asked randomly throughout the day at
random times.
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2. Interval Contingent: questions are asked at fixed times. Time diaries are part
of this category.

3. Event contingent: the participant reports on the events as they happen.

Depending on the length of the survey and the number of questions, it may be
useful to add break options to lighten the participant response burden.

As for the sensors, depending on the type they can be collected on charge (i.e.,
when the event happens) or with predefined frequencies.

The tables and examples in the document serve as guidelines to specify the elements
needed to configure iLog.

A.2.1 Overall characteristics of the study

Title:
Description:
Start Date:
End Date:
IRB Approval N.:

Table A.1: Data collection information

A.2.2 Experience sampling questions
A.2.2.1 Signal contingent

Code Timing Question Answer options

A1

Twice a day

What is your mood?

1. Very good
From 7 AM to 10 PM 2. Fairly good

3. Fairly bad
4. Very bad

Table A.2: Signal contingent questions features

A.2.2.2 Interval contingent

A.2.2.3 Event contingent

A.2.2.4 Break options

A.2.3 Sensor selection
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Code Timing Question Answer options

A1

8:00 AM

What are you eating?

1. Vegetables
12:00 PM 2. Fruits
16:00 PM 3. Meat
18:00 PM 4. . . .

Table A.3: Interval contingent questions features

Code Event Question Answer options
A1 When Activi-

ties="Moving"
What sport are you do-
ing?

Free text

Table A.4: Event contingent questions features

Code Break name Timing Additional remarks
A1 I will go to sleep 6 hours The break option

should be available
only once a day

Table A.5: Break options features
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No. Sensor Frequency (up to) Select
1 Accelerometer up to 20 times per second X
2 Linear Acceleration up to 20 times per second
3 Gyroscope up to 20 times per second
4 Gravity up to 20 times per second
5 Rotation Vector up to 20 times per second
6 Magnetic Field up to 20 times per second
7 Orientation up to 20 times per second
8 Ambient Temperature up to 20 times per second
9 Pressure up to 20 times per second
10 Relative Humidity up to 20 times per second
11 Proximity up to 20 times per second
12 Location Once every minute
13 WIFI Network Connected to On change
14 WIFI Networks Available Once every minute
15 Bluetooth Devices Once every minute
16 Bluetooth LE (Low Energy) De-

vices
Once every minute

17 Running Applications Once every 5 seconds
18 Screen Status [ON/OFF] On change
19 Airplane Mode [ON/OFF] On change
20 Battery Charge [ON/OFF] On change
21 Battery Level On change
22 Doze Mode [ON/OFF] On change
23 Headset Status [ON/OFF] On change
24 Ring mode [Silent/Normal] On change
25 Music Playback (no track infor-

mation)
On change

26 Notifications received On change
27 Touch event On change
28 Cellular network info Once every minute
29 Movement Activity Once every 30 seconds
30 Step Counter up to 20 times per second
31 Step Detection On change
32 Light up to 20 times per second

Table A.6: Sensor selection
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This appendix presents the support material for managing the ethical and legal
aspects of a data collection. The material was defined starting from various sources,
such as the templates and guidelines provided by the University of Trento 1, as well
as the proposed documentation from the University of Cambridge 2 and from the
UK Data Archive platform 3. As regards the documentation for the distribution of
data, its first draft was based on the procedures defined by EUROSTAT regarding
the processing of microdata 4.

1https://www.unitn.it/en/ricerca/1755/research-ethics-committee
2https://www.research-integrity.admin.cam.ac.uk/research-ethics
3https://ukdataservice.ac.uk/learning-hub/research-data-management/

ethical-issues/ethical-obligations/
4https://ec.europa.eu/eurostat/web/microdata/access
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B.1 Request for IRB evaluation
Presentation of the project
Project title

Project manager Please, attach resume

Name and Surname .........................................
Role/position .........................................
University/Research center .........................................
Email address .........................................
Phone number .........................................

Other researchers involved Please, attach resume

Name and Surname .........................................
Role/position .........................................
University/Research center .........................................
Email address .........................................
Phone number .........................................

Does the project requires permission to other organizations (such as
hospitals, schools, prisons) for accessing data or involve participants? If
Yes, please attach copy of authorization letter

Do the manager and the members of the research group, as well as their
families, have specific interests in relation to the outcome of the study?
Please, attach signed statement

Does the research manager have enough time equipment, facilities and
staff to conduct the research? Please, attach statement, countersigned by the
responsible person of the structure to which it belongs

Are there any procedures that require specific professional skills (e.g.
doctor, psychologist, nurse, etc.) in accordance with current legislation?
If Yes, specify.

Project details
Funding entities or sponsors Please, specify their contributions

Beginning date of the research
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Expected duration

Summary of the research program Please, enclose a schematic representation
of the protocol

Project description

• Initial basis and theoretical justification
• Objectives
• Proposed investigation method
• Description of the procedure (attach a copy of the material used and protocol)
• References

Details of the participants
What types of subjects are taking part in the study?

• students
• adults (older than 18 years and capable of expressing their consent)
• children and teenagers under 18 years
• seniors (over the age of 65 years and able to express their consent)
• european subjects
• people with intellectual disability/mental, not able to give its consent
• other people whose ability to express consent may be compromised (please

specify why)
• people with physical disability (specify what type)
• institutionalized subjects (i.e., prisoners, hospital patients, etc.)
• patients and/or customers reported by physicians, psychologists or other

categories of professionals
• other people whose ability to express consent may be compromised (please

specify why)
• you cannot determine the category of subjects (eg., administration via internet)

Is it possible that some of the subjects are in a position of dependence of
the researcher or one of his collaborators, such that it may be assumed
that the expression of consent to participate in the study is not completely
free or free from all pressure (such as student/professor, doctor/patient,
employee/employer)? If Yes, indicate how you intend to provide to minimize
the chance that the subject will feel compelled to take part in the search

Participants selection Please, specify any inclusion and exclusion criteria

How will you spread information and invitations to participate in the
research? Please, provide copies of flyers and/or letters to be sent
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Risk and risk management
The research will involve

• the use of questionnaires (please attach a copy)
• structured or semi-structured interviews (attach a copy of the questions that

will be asked; if this is not possible, indicate the topics to be covered)
• in depth interviews
• focus groups
• autobiographical narrations
• diary collection (diary keeping)
• observation of the behaviour of the subjects without their knowledge
• observation of subject behaviour
• audio or video recordings of subjects
• administration of stimuli, tasks or procedures and recording of behavioural

responses, opinions or judgements
• administration of stimuli, tasks or procedures that the subject may find

troublesome, stressful, physically or psychologically painful, both during and
after the conduct of the study

• recording of ocular movements
• use of tms (transcranial magnetic stimulation)
• immersion in virtual reality environments
• recording of evoked potential
• administration of tests, questionnaires or experimental protocols via the

internet (web, e-mail)
• use of neuropsychological tests
• neuroimaging techniques (e.g., fmri)
• the implementation of behaviors that could diminish the self-esteem of the

subjects, or induce embarrassment, sorrow or depression
• procedures for deceiving the subjects
• administration of substances or agents (e.g., medicines, alcohol)
• collection of tissue samples or human fluids (e.g., blood tests)
• participation in clinical trials
• other (specify): [e.g., Use of an application installed on their smartphone that

can collect sensor data]

Does the research involve the use of procedures which could be stressful
or dangerous for participants? If yes, please describe the nature of the risks
and the reasonably expected consequences of the procedures used.

Is there a specific insurance policy for additional liability to the university?
If Yes, please attach the insurance contract in full copy.

How do you plan to deal with any complications or adverse reactions?



B. Ethics and legal documentation 179

It is expected that there may be benefits to those taking part in the
study? Which ones?

Information and consent
Please, attach a copy of informative and declaration of consent

How the participants will express their consent? If, for the realization of
the study, it is not possible to inform participants about the objectives of the study
prior to its start, please specify the modality in which this information will be later
given

Is there a help desk for participants? If yes, please specify. Otherwise, please
specify how participants will be able to obtain the necessary information about the
study and the processing of their data

How will the participants be informed about the possibility of receiv-
ing, directly or indirectly, information related to their psycho-physical
condition that became available during the research?

Anonymity and confidentiality of personal data
Please, add detailed information on how personal data will be processed.

How will participants be guaranteed anonymity E.g., use of identification
codes

If is necessary to keep the participant identification data, please specify
the reasons and how the participants will be informed

What security measures are in place to ensure that data confidentiality
is respected?

Storage and security of collected data and research results
Who will have access to the collected data and the (intermediate or not)
results of the research?

For how many years will the collected data be retained after the conclusion
of the research?

Please, indicate if and how personal and/or sensitive data will be stored
(who is responsible for proper storage and where they will be stored)
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B.2 Informative
INFORMATION ABOUT THE STUDY
[Insert here a short description of the study, considering:

• Study aim(s)
• Study topic(s)

]

[Insert here a short description of the tasks, considering:

• Tools used in the study
• Activities required of the participant to carry out the study, (e.g., answer

questions about the use of time ("Where are you?"; "Who are you with?";
"What are you doing?") asked at regular intervals)

• Any additional information on the tasks, (e.g., it will be possible not to respond
to notifications immediately, but to accumulate up to a maximum of 24. After
that the app will start to delete them, starting from the least recent)

]

[Insert here a short description of the incentives, considering:

• Type of incentives and amount
• Requirements to receive compensation (e.g., The compensation will be given

to all participants who have answered at least 85% of the notification and kept
active the GPS and Bluetooth for at least 50% of the duration of the study)

]

We specify that you always have the right not to answer some questions or to
interrupt the compilation. The partially collected data will still be useful for the
purpose of the investigation. The results of the survey will be disseminated in
aggregate form and therefore it will not be possible to trace the subjects to which
the data refer.

For information relating to the survey, you can contact the Scientific Director [...],
at the following address: [email]

INFORMATION ON THE PROCESSING OF PERSONAL
DATA
We wish to inform you that the EU Regulation 2016/679 "General Regulation on the
protection of personal data" (from now on "GDPR"), the D.lgs. n. 196/2003 "Code
regarding the protection of personal data" and the relative Annex A.4 "Ethical rules
for the processing of personal data for statistical and scientific purposes (decision of
the IDPA n. 515 of 19 December 2018, in the Official Journal n. 11 of 14 January
2019)".
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Pursuant to the aforementioned legislation, the processing of your personal data
by researchers involved in the research activity will be based on compliance with
the principles set forth in art. 5 of the GDPR and, in particular, to those of
legality, correctness, transparency, relevance, not excess and in order to guarantee
an adequate security of personal data.

The Data Controller is the University of [...], [Address], [email]

The contact of the Data Protection Officer is: [email]

The processing of your personal data is carried out for the realization of the scientific
purposes of the research project.

B.3 Privacy statement
INFORMATION ON THE PROCESSING OF PERSONAL
DATA FOR SCIENTIFIC RESEARCH AIMS (ART. 13
REG. EU 2016/679)
Title of the research project (hereinafter "Project"): [...]
Dear participant,

We wish to inform you that the EU Regulation 2016/679 "General Regulation on the
protection of personal data" (from now on "GDPR"), the D.lgs. n. 196/2003 "Code
regarding the protection of personal data" and the relative Annex A.4 "Ethical rules
for the processing of personal data for statistical and scientific purposes (decision of
the IDPA n. 515 of 19 December 2018, in the Official Journal n. 11 of 14 January
2019)" Pursuant to the aforementioned legislation, the processing of your personal
data by researchers involved in the research activity will be based on compliance
with the principles set forth in art. 5 of the GDPR and, in particular, to those of
legality, correctness, transparency, relevance, not excess and in order to guarantee
an adequate security of personal data.

As a data subject, we provide you with the following information regarding the
processing of your personal data.

Data Controller and Data Protection Officer

The Data Controller is the University of [...], [Address], [email]

The contact of the Data Protection Officer is: [email]

Purpose of the processing

The processing of your personal data is carried out for the realisation of the scientific
purposes of the Project, namely [...] The Project was drafted in accordance with
the methodological standards of the disciplinary sector concerned and is deposited
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with the University of [...], where it will be kept for [... years] from the planned
conclusion of the research.

Legal basis of the processing

The processing of your personal data is carried out by the Data Controller in the
execution of his tasks of public interest pursuant to art. 6, paragraph 1, lett. e) of
the GDPR.

If the processing of special categories of personal data (sensitive data) is carried out,
it will be done for the purpose of scientific research pursuant to art. 9, paragraph 2,
lett. j) of the GDPR and (where appropriate) other legal grounds.

Category and type of personal data processed

The data collected and further processed are:

• Profile data [Insert list, e.g., gender, age, nationality]
• Intensive longitudinal survey data [Insert list, e.g., daily questions on routines]
• Sensor data [Insert list, e.g., position, Wi-Fi network connections, running

applications, screen status, flight mode, battery status, doze modality, headset,
audio mode, music playback (no track info), notifications received, touch event,
cellular network info, ...]

At any time during the data collection, you can stop and start the registering of
the sensor data from the sensors, if you wish to do so. Besides the data above,
the email address will also be collected for the sole purpose of managing the data
collection. The email address will not be stored jointly with the remaining data
collected and will only be linked for the purposes.

Processing methods

Your data will be processed using the following software: [Insert list, e.g., Python,
Microsoft Excel, R]

The following security measure will be followed: [E.g.: The collected personal data
and all information related to the abovementioned event are stored on the servers of
the European Commission, or external contractors. The operations of which abide by
the Commission’s security decisions and provisions established by the Directorate of
Security for this kind of servers and services, and for servers of external contractors
abiding by the necessary security provisions. Access to the collected personal data
and all information related to the above-mentioned event is only possible to the
above-described populations through an authentication mechanism, such as the using
asymmetric key pairs. Your personal data will be processed exclusively by the Owner
and / or authorized parties in the framework of the implementation of the Project.]
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Personal data retention period

Your personal data will be kept until the project’s goals are reached or a maximum
time of one year after the official end of the project.

Nature of data provision

The provision of your data for the aforementioned research purposes is indispensable
for the carrying out of the Project and does not derive from a regulatory and /
or contractual obligation. Failure to provide data will only make it impossible to
participate in the Project. Data recipients and possible transfer abroad None of
your personal or sensor data will be published on the web or anywhere else. The
collected data will solely serve the purpose of the Project. None of your personal or
sensor-related data will be published on the web or anywhere else. No personal data
will be transmitted to subjects unrelated to the recipients and the legal framework
mentioned in this document.

[The data provided, made anonymous, will be used for institutional purposes of
teaching, research, and the transfer of scientific and technological knowledge (Third
Mission). Furthermore, anonymous data may be transferred solely for the purposes
of teaching, research and the transfer of scientific and technological knowledge to the
categories of subjects mentioned above, even those based outside the EU, who have
signed up, for example through a user licence, codes of conduct and agreements aimed
at ensuring an adequate level of protection of personal data, or in any case subject
to verification that the recipient guarantees adequate protection measures. Pursuant
to art. 28 of the GDPR, the recipients of the data may be subjects or categories of
subjects, such as, by way of example but not limited to, researchers and research
groups belonging to both public and private national and international universities,
bodies or research institutes; students, doctoral students and university professors for
teaching, research and technology transfer purposes only within university courses
and thesis work; research groups, including private ones, for the development of
services and for the improvement of the quality of life; Public or private subjects
for scientific research purposes and/or interested in developing services useful for
improving the quality of life.]

To find out at any time the subjects to whom your data will be communicated,
simply request an updated list by writing to the email address: [email]

Any use for profiling for commercial purposes is prohibited.

Dissemination of research results

The dissemination of statistical and / or scientific results (for example through the
publication of scientific articles and / or the creation of databases, even with open
access methods, participation in conferences, etc.) may only take place anonymously
and / or aggregated and in any case in a manner that does not make it identifiable.
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Rights of the data subject

As a data subject you have the right to request at any time from the Data
Controller the exercise of rights pursuant to articles 15 and ss. of the GDPR
where applicable and, in particular, access to their personal data, rectification,
integration, cancellation, limitation of the processing that concerns them or to
oppose their treatment. According to the art. 17, paragraph 3, lett. d ("for
archiving purposes in the public interest, scientific or historical research purposes or
statistical purposes in accordance with Article 89(1) in so far as the right referred
to in paragraph 1 is likely to render impossible or seriously impair the achievement
of the objectives of that processing") the right to cancellation does not exist for
data whose processing is necessary for the purposes of scientific research if it risks
making it impossible and / or seriously undermining the objectives of the research
itself.

For the exercise of the aforementioned rights, you can contact the Data Controller
and / or the Data Protection Officer at the aforementioned addresses.

Each data subject has also the right to an effective judicial remedy where he or
she considers that his or her rights under this Regulation have been infringed as
a result of the processing of his or her personal data in non-compliance with this
Regulation.

For information relating to the Project, please contact the project’s Scientific
Coordinator at the following address: [email]

B.4 Data Protection Impact Assessment (DPIA)

DPIA [Insert title]
Prepared by
Approved by
Date of approval
Review frequency
Next review date

Foreword - Article 35 Regulation EU 679/2016 (GDPR) –
DPIA

1. Where a type of processing in particular using new technologies, and taking
into account the nature, scope, context and purposes of the processing, is
likely to result in a high risk to the rights and freedoms of natural persons,
the controller shall, prior to the processing, carry out an assessment of the
impact of the envisaged processing operations on the protection of personal
data. A single assessment may address a set of similar processing operations
that present similar high risks.
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2. The controller shall seek the advice of the data protection officer, where
designated, when carrying out a data protection impact assessment.

3. A data protection impact assessment referred to in paragraph 1 shall in
particular be required in the case of:
(a) a systematic and extensive evaluation of personal aspects relating to

natural persons which is based on automated processing, including
profiling, and on which decisions are based that produce legal effects
concerning the natural person or similarly significantly affect the natural
person;

(b) processing on a large scale of special categories of data referred to in
Article 9(1), or of personal data relating to criminal convictions and
offences referred to in Article 10; or

(c) a systematic monitoring of a publicly accessible area on a large scale 5.
4. The supervisory authority shall establish and make public a list of the kind

of processing operations which are subject to the requirement for a data
protection impact assessment pursuant to paragraph 1. The supervisory
authority shall communicate those lists to the Board referred to in Article 68.

5. The supervisory authority may also establish and make public a list of the
kind of processing operations for which no data protection impact assessment
is required. The supervisory authority shall communicate those lists to the
Board.

6. Prior to the adoption of the lists referred to in paragraphs 4 and 5, the
competent supervisory authority shall apply the consistency mechanism
referred to in Article 63 where such lists involve processing activities which
are related to the offering of goods or services to data subjects or to the
monitoring of their behaviour in several Member States or may substantially
affect the free movement of personal data within the Union.

7. The assessment shall contain (mandatory pursuant to Article :
(a) a systematic description of the envisaged processing operations and the

purposes of the processing, including, where applicable, the legitimate
interest pursued by the controller;

(b) an assessment of the necessity and proportionality of the processing
operations in relation to the purposes;

(c) an assessment of the risks to the rights and freedoms of data subjects
referred to in paragraph 1; and

(d) the measures envisaged to address the risks, including safeguards, security
measures and mechanisms to ensure the protection of personal data and
to demonstrate compliance with this Regulation taking into account
the rights and legitimate interests of data subjects and other persons
concerned.

8. Compliance with approved codes of conduct referred to in Article 40 by
the relevant controllers or processors shall be taken into due account in

5Note that the controller shall be responsible and be able to demonstrate compliance with
GDPR so it is advised to do a DPIA and monitor the tasks it refers to monitor its performance
and the emergence of issues.
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assessing the impact of the processing operations performed by such controllers
or processors, in particular for the purposes of a data protection impact
assessment.

9. Where appropriate, the controller shall seek the views of data subjects or their
representatives on the intended processing, without prejudice to the protection
of commercial or public interests or the security of processing operations.

10. Where processing pursuant to point (c) or (e) of Article 6(1) has a legal basis in
Union law or in the law of the Member State to which the controller is subject,
that law regulates the specific processing operation or set of operations in
question, and a data protection impact assessment has already been carried
out as part of a general impact assessment in the context of the adoption
of that legal basis, paragraphs 1 to 7 shall not apply unless Member States
deem it to be necessary to carry out such an assessment prior to processing
activities.

11. Where necessary, the controller shall carry out a review to assess if processing
is performed in accordance with the data protection impact assessment at
least when there is a change of the risk represented by processing operations6.

Part 1: Data protection impact assessment screening
These questions are intended to help you decide whether a DPIA is necessary.
Answering ‘yes’ to any of these questions is an indication that a DPIA would be
a useful exercise. You can expand on your answers as the project develops if you
need to. You can adapt these questions to align more closely to project you are
assessing 7.

1. Will the project involve the collection of new information about individuals?
2. Will the project compel individuals to provide information about themselves?
3. Will information about individuals be disclosed to organisations or people

who have not previously had routine access to the information?
4. Are you using information about individuals for a purpose it is not currently

used for, or in a way it is not currently used?
5. Does the project involve you using new technology that might be perceived

as being privacy intrusive? For example, the use of biometrics or facial
recognition.

6. Will the project result in you making decisions or taking action against
individuals in ways that can have a significant impact on them?

7. Is the information about individuals of a kind particularly likely to raise
privacy concerns or expectations? For example, health records, criminal

6See also WP248 http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=
611236

7Additional information can be found on the Italian Data Protection Authority:
https://www.garanteprivacy.it/documents/1016/0/ALLEGATO+1+Elenco+delle+
tipologie+di+trattamenti+soggetti+al+meccanismo+di+coerenza+da+sottoporre+a+
valutazione+di+impatto.pdf/b9ceefa9-dd65-df86-fed4-df3c3570f59d?version=1.11)

The French Data Protection Authority provides a software - available in several languages: https:
//www.cnil.fr/fr/outil-pia-telechargez-et-installez-le-logiciel-de-la-cnil)

http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=611236
http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=611236
https://www.garanteprivacy.it/documents/1016/0/ALLEGATO+1+Elenco+delle+tipologie+di+trattamenti+soggetti+al+meccanismo+di+coerenza+da+sottoporre+a+valutazione+di+impatto.pdf/b9ceefa9-dd65-df86-fed4-df3c3570f59d?version=1.11
https://www.garanteprivacy.it/documents/1016/0/ALLEGATO+1+Elenco+delle+tipologie+di+trattamenti+soggetti+al+meccanismo+di+coerenza+da+sottoporre+a+valutazione+di+impatto.pdf/b9ceefa9-dd65-df86-fed4-df3c3570f59d?version=1.11
https://www.garanteprivacy.it/documents/1016/0/ALLEGATO+1+Elenco+delle+tipologie+di+trattamenti+soggetti+al+meccanismo+di+coerenza+da+sottoporre+a+valutazione+di+impatto.pdf/b9ceefa9-dd65-df86-fed4-df3c3570f59d?version=1.11
https://www.cnil.fr/fr/outil-pia-telechargez-et-installez-le-logiciel-de-la-cnil
https://www.cnil.fr/fr/outil-pia-telechargez-et-installez-le-logiciel-de-la-cnil
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records or other information that people would consider to be private.
8. Will the project require you to contact individuals in ways that they may find

intrusive?

Part 2: Data protection impact assessment report
Use this report template to record the DPIA process and results. You can start to
fill in details after the screening questions have identified the need for a DPIA. The
template follows the process that is used in the WeNet project. You can adapt the
template to allow you to record additional information relevant to the DPIA you
are conducting

1. Step one (mandatory): Describe the project and identify the need for
a DPIA Explain what the research project aims to achieve, what the benefits will
be to WeNet, to individuals and to other parties. You may find it helpful to link
to other relevant documents related to the project, for example a project proposal.
It is important to include information about the benefits to be gained from the
research project in order to help balance any risk identified in the DPIA. This
can help inform decisions on the level of risk to privacy that is acceptable, when
balanced against the benefits or other justification for the research project. Also
summarize why the need for a DPIA was identified (this can draw on your answers
to the screening questions) and identify the legal basis for processing. Include a
systematic description of the purposes of the processing - 35.7(A) GDPR

2. Step two (mandatory): Describe the information flows You should
describe the collection, use and deletion of personal data here. You should also say
how many individuals are likely to be affected by the research project. Describe
how the personal data will be processed. Provide information about the design
and method. It is often helpful to include a diagram or flowchart that explains
the information flows. Include a systematic description of the envisaged processing
operations - 35.7(A) GDPR - and an assessment of the necessity and proportionality
of the processing operations in relation to the purposes - 35.7(B) GDPR

3. Step three: Consultation requirements Describe the groups you will be
consulting with and their interest in the research project. Who should be consulted
internally and externally? Explain the method you will use for consultation with any
stakeholder groups and how you will communicate the outcomes of the DPIA back
to them. How will you carry out the consultation? Explain what you learned from
the consultation process and how they shaped your approach to the management of
privacy risks. Explain what practical steps you will take to ensure that you identify
and address privacy risks. You should link this to the relevant stages of the WeNet
operating procedures. You can use consultation at any stage of the DPIA process.

4. Step four (mandatory): Identify the privacy and related risks Identify
the key privacy risks and the associated compliance and corporate risks (e.g. Data
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breach, Intruder access, Researchers are not adequately trained). Larger-scale
DPIAs might record this information on a more formal risk register.

See also recital 75 GDPR: The risk to the rights and freedoms of natural persons,
of varying likelihood and severity, may result from personal data processing which
could lead to physical, material or non-material damage, in particular: where
the processing may give rise to discrimination, identity theft or fraud, financial
loss, damage to the reputation, loss of confidentiality of personal data protected
by professional secrecy, unauthorised reversal of pseudonymisation, or any other
significant economic or social disadvantage; where data subjects might be deprived
of their rights and freedoms or prevented from exercising control over their personal
data; where personal data are processed which reveal racial or ethnic origin,
political opinions, religion or philosophical beliefs, trade union membership, and
the processing of genetic data, data concerning health or data concerning sex life
or criminal convictions and offences or related security measures; where personal
aspects are evaluated, in particular analysing or predicting aspects concerning
performance at work, economic situation, health, personal preferences or interests,
reliability or behaviour, location or movements, in order to create or use personal
profiles; where personal data of vulnerable natural persons, in particular of children,
are processed; or where processing involves a large amount of personal data and
affects a large number of data subjects.

The questions under Part 3 can be used to help you identify the Data Protection
Local law and the General Data Protection Regulation (GDPR) related compliance
risks.

Privacy issue Risk for indi-
viduals

Compliance
risk

Associated or-
ganisation risk

1
2
3

5. Step five(mandatory): Identify privacy solutions Describe the actions
you could take to reduce the risks, and any future steps which would be necessary
(e.g. the production of new guidance or future security testing for systems). The
following are notes on the columns of the table below:

Likelihood and severity of the risk (Recital 76 GDPR): The likelihood and severity
of the risk to the rights and freedoms of the data subject should be determined by
reference to the nature, scope, context and purposes of the processing. Risk should
be evaluated on the basis of an objective assessment, by which it is established
whether data processing operations involve a risk or a high risk.

Result: is the risk eliminated, reduced, or accepted?

Evaluation: is the final impact on individuals after implementing each solution a
justified, compliant and proportionate response to the aims of the research project?
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Risk Likelihood Severity Solution(s) Result Evaluation
1
2
3

6. Step six(mandatory): Sign off and record the DPIA outcomes Who
has approved the privacy risks involved in the research project? What solutions
need to be implemented?

Risk Approved solution Approved by
The key underlying risks
are:

Key solutions are:

7. Step seven(mandatory): Integrate the DPIA outcomes back into the
project plan Who is responsible for integrating the DPIA outcomes back into
the WeNet project plan and updating any project management paperwork? Who is
responsible for implementing the solutions that have been approved? Who is the
contact for any privacy concerns that may arise in the future?

Action Due date Responsibility for ac-
tion

Part 3: Linking the DPIA to the data protection principles
Answering these questions during the DPIA process will help you to identify where
there is a risk that the research project will fail to comply with the GDPR or other
relevant local legislation.

1. GDPR Principle 1 (Article 5(1)(a)) Personal data shall be processed
fairly and lawfully and, in particular, shall not be processed unless (i) at least one
of the conditions in DPA Schedule 2 and GDPR Article 6 is met, and (ii) in the
case of sensitive personal data, at least one of the conditions in DPA Schedule 3
and GDPR Article 9 is also met.

1. Have you identified the purpose of the project?
2. How will you tell individuals about the use of their personal data?
3. Do you need to amend your privacy notices?
4. Have you established which conditions for processing apply?
5. If you are relying on consent to process personal data, how will this be collected

and what will you do if it is withheld or withdrawn?
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2. GDPR Principle 2 (Article 5(1)(b)) Personal data shall be obtained only
for one or more specified and lawful purposes, and shall not be further processed in
any manner incompatible with that purpose or those purposes.

1. Does your project plan cover all of the purposes for processing personal data?
2. Have you identified potential new purposes as the scope of the project expands?

3. GDPR Principle 3 (Article 5(1)(c)) Personal data shall be adequate,
relevant and not excessive in relation to the purpose or purposes for which they are
processed.

1. Is the quality of the information good enough for the purposes it is used?
2. Which personal data could you not use, without compromising the needs of

the project?

4. GDPR Principle 4 (Article 5(1)(d))–accurate, kept up to date, deletion
Personal data shall be accurate and, where necessary, kept up to date.

1. If you are procuring new software does it allow you to amend data when
necessary?

2. How are you ensuring that personal data obtained from individuals or other
organisations is accurate?

5. GDPR Principle 5 (Article 5(1)(e)) Personal data processed for any
purpose or purposes shall not be kept for longer than necessary for that purpose or
those purposes.

1. What retention periods are suitable for the personal data you will be process-
ing?

2. Are you procuring software that will allow you to delete information in line
with your retention periods?

6. GDPR Articles 12-22 Personal data shall be processed in accordance with
the rights of data subjects.

1. Will the systems you are putting in place allow you to respond to subject
access requests more easily?

2. If the project involves marketing, have you got a procedure for individuals to
opt out of their information being used for that purpose?

7. GDPR Principle 6 (Article 5 (1)(f)) Appropriate technical and organ-
isational measures shall be taken against unauthorised or unlawful processing of
personal data and against accidental loss or destruction of, or damage to, personal
data.

1. Do any new systems provide protection against the security risks you have
identified?
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2. What training and instructions are necessary to ensure that staff know how
to operate a new system securely?

8. GDPR Article 24 Personal data shall not be transferred to a country or
territory outside the European Economic Area unless that country of territory
ensures an adequate level of protection for the rights and freedoms of data subjects
in relation to the processing of personal data.

1. Will the project require you to transfer data outside of the European Economic
Area (EEA)?

2. If you will be making transfers, how will you ensure that the data is adequately
protected?

B.5 Data Processor Agreement
SECTION I
Clause 1

Purpose and scope

1. The purpose of these Standard Contractual Clauses (the Clauses) is to ensure
compliance with Article 28(3) and (4) of Regulation (EU) 2016/679 of the
European Parliament and of the Council of 27 April 2016 on the protection
of natural persons with regard to the processing of personal data and on the
free movement of such data.

2. The controllers and processors listed in Annex I have agreed to these Clauses
in order to ensure compliance with Article 28(3) and (4) of Regulation (EU)
2016/679.

3. These Clauses apply to the processing of personal data as specified in Annex
II.

4. Annexes I to IV are an integral part of the Clauses.
5. These Clauses are without prejudice to obligations to which the controller is

subject by virtue of Regulation (EU) 2016/679.
6. These Clauses do not by themselves ensure compliance with obligations related

to international transfers in accordance with Chapter V of Regulation (EU)
2016/679.

Clause 2

Invariability of the Clauses

1. The Parties undertake not to modify the Clauses, except for adding information
to the Annexes or updating information in them.

2. This does not prevent the Parties from including the standard contractual
clauses laid down in these Clauses in a broader contract, or from adding
other clauses or additional safeguards provided that they do not directly or
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indirectly contradict the Clauses or detract from the fundamental rights or
freedoms of data subjects.

Clause 3

Interpretation

1. Where these Clauses use the terms defined in Regulation (EU) 2016/679
respectively, those terms shall have the same meaning as in that Regulation.

2. These Clauses shall be read and interpreted in the light of the provisions of
Regulation (EU) 2016/679 respectively.

3. These Clauses shall not be interpreted in a way that runs counter to the rights
and obligations provided for in Regulation (EU) 2016/679 or in a way that
prejudices the fundamental rights or freedoms of the data subjects.

Clause 4

Hierarchy In the event of a contradiction between these Clauses and the provisions
of related agreements between the Parties existing at the time when these Clauses
are agreed or entered into thereafter, these Clauses shall prevail.

Clause 5 - Optional

Docking clause

1. Any entity that is not a Party to these Clauses may, with the agreement of all
the Parties, accede to these Clauses at any time as a controller or a processor
by completing the Annexes and signing Annex I.

2. Once the Annexes in (a) are completed and signed, the acceding entity shall
be treated as a Party to these Clauses and have the rights and obligations of
a controller or a processor, in accordance with its designation in Annex I.

3. The acceding entity shall have no rights or obligations resulting from these
Clauses from the period prior to becoming a Party.

SECTION II – OBLIGATIONS OF THE PARTIES
Clause 5

Description of processing(s) The details of the processing operations, in
particular the categories of personal data and the purposes of processing for which
the personal data is processed on behalf of the controller, are specified in Annex II.

Clause 6

Obligations of the Parties

Instructions
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1. The processor shall process personal data only on documented instructions
from the controller, unless required to do so by Union or Member State law
to which the processor is subject. In this case, the processor shall inform the
controller of that legal requirement before processing, unless the law prohibits
this on important grounds of public interest. Subsequent instructions may
also be given by the controller throughout the duration of the processing of
personal data. These instructions shall always be documented.

2. The processor shall immediately inform the controller if, in the processor’s
opinion, instructions given by the controller infringe Regulation (EU) 2016/679
or the applicable Union or Member State data protection provisions.

Purpose limitation The processor shall process the personal data only for the
specific purpose(s) of the processing, as set out in Annex II, unless it receives further
instructions from the controller.

Duration of the processing of personal data Processing by the processor
shall only take place for the duration specified in Annex II.

Security of processing

1. The processor shall at least implement the technical and organisational
measures specified in Annex III to ensure the security of the personal data.
This includes protecting the data against a breach of security leading to
accidental or unlawful destruction, loss, alteration, unauthorised disclosure or
access to the data (personal data breach). In assessing the appropriate level
of security, the Parties shall take due account of the state of the art, the costs
of implementation, the nature, scope, context and purposes of processing and
the risks involved for the data subjects.

2. The processor shall grant access to the personal data undergoing processing to
members of its personnel only to the extent strictly necessary for implementing,
managing and monitoring of the contract. The processor shall ensure that
persons authorised to process the personal data received have committed
themselves to confidentiality or are under an appropriate statutory obligation
of confidentiality.

Sensitive data If the processing involves personal data revealing racial or
ethnic origin, political opinions, religious or philosophical beliefs, or trade union
membership, genetic data or biometric data for the purpose of uniquely identifying
a natural person, data concerning health or a person’s sex life or sexual orientation,
or data relating to criminal convictions and offences (“sensitive data”), the processor
shall apply specific restrictions and/or additional safeguards.

Documentation and compliance

1. The Parties shall be able to demonstrate compliance with these Clauses.
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2. The processor shall deal promptly and adequately with inquiries from the
controller about the processing of data in accordance with these Clauses.

3. The processor shall make available to the controller all information necessary to
demonstrate compliance with the obligations that are set out in these Clauses
and stem directly from Regulation (EU) 2016/679. At the controller’s request,
the processor shall also permit and contribute to audits of the processing
activities covered by these Clauses, at reasonable intervals or if there are
indications of non-compliance. In deciding on a review or an audit, the
controller may take into account relevant certifications held by the processor.

4. The controller may choose to conduct the audit by itself or mandate an
independent auditor. Audits may also include inspections at the premises or
physical facilities of the processor and shall, where appropriate, be carried
out with reasonable notice.

5. The Parties shall make the information referred to in this Clause, including
the results of any audits, available to the competent supervisory authority/ies
on request.

Use of sub-processors

1. PRIOR SPECIFIC AUTHORISATION: The processor shall not subcontract
any of its processing operations performed on behalf of the controller in
accordance with these Clauses to a sub-processor, without the controller’s
prior specific written authorisation. The processor shall submit the request
for specific authorisation at least [SPECIFY TIME PERIOD] prior to the
engagement of the sub-processor in question, together with the information
necessary to enable the controller to decide on the authorisation. The list of
sub-processors authorised by the controller can be found in Annex IV. The
Parties shall keep Annex IV up to date.

2. Where the processor engages a sub-processor for carrying out specific process-
ing activities (on behalf of the controller), it shall do so by way of a contract
which imposes on the sub-processor, in substance, the same data protection
obligations as the ones imposed on the data processor in accordance with these
Clauses. The processor shall ensure that the sub-processor complies with the
obligations to which the processor is subject pursuant to these Clauses and to
Regulation (EU) 2016/679.

3. At the controller’s request, the processor shall provide a copy of such a sub-
processor agreement and any subsequent amendments to the controller. To the
extent necessary to protect business secret or other confidential information,
including personal data, the processor may redact the text of the agreement
prior to sharing the copy.

4. The processor shall remain fully responsible to the controller for the perfor-
mance of the sub-processor’s obligations in accordance with its contract with
the processor. The processor shall notify the controller of any failure by the
sub-processor to fulfil its contractual obligations.

5. The processor shall agree a third party beneficiary clause with the sub-
processor whereby - in the event the processor has factually disappeared,
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ceased to exist in law or has become insolvent- the controller shall have the
right to terminate the sub-processor contract and to instruct the sub-processor
to erase or return the personal data.

International transfers

1. Any transfer of [personal] data to a third country or an international or-
ganisation by the processor shall be done only on the basis of documented
instructions from the controller or in order to fulfil a specific requirement
under Union or Member State law to which the processor is subject and shall
take place in compliance with Chapter V of Regulation (EU) 2016/679.

2. The controller agrees that where the processor engages a sub-processor in
accordance with Clause 7.7. for carrying out specific processing activities (on
behalf of the controller) and those processing activities involve a transfer of
personal data within the meaning of Chapter V of Regulation (EU) 2016/679,
the processor and the sub-processor can ensure compliance with Chapter V
of Regulation (EU) 2016/679 by using standard contractual clauses adopted
by the Commission in accordance with of Article 46(2) of Regulation (EU)
2016/679, provided the conditions for the use of those standard contractual
clauses are met.

Clause 7

Assistance to the controller

1. The processor shall promptly notify the controller of any request it has
received from the data subject. It shall not respond to the request itself,
unless authorised to do so by the controller.

2. The processor shall assist the controller in fulfilling its obligations to respond
to data subjects’ requests to exercise their rights, taking into account the
nature of the processing. In fulfilling its obligations in accordance with (a)
and (b), the processor shall comply with the controller’s instructions

3. In addition to the processor’s obligation to assist the controller pursuant to
Clause 8(b), the processor shall furthermore assist the controller in ensuring
compliance with the following obligations, taking into account the nature of
the data processing and the information available to the processor:
(a) the obligation to carry out an assessment of the impact of the envisaged

processing operations on the protection of personal data (a ‘data protec-
tion impact assessment’) where a type of processing is likely to result in
a high risk to the rights and freedoms of natural persons;

(b) the obligation to consult the competent supervisory authority/ies prior
to processing where a data protection impact assessment indicates that
the processing would result in a high risk in the absence of measures
taken by the controller to mitigate the risk;

(c) the obligation to ensure that personal data is accurate and up to date,
by informing the controller without delay if the processor becomes aware
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that the personal data it is processing is inaccurate or has become
outdated;

(d) the obligations in Article 32 Regulation (EU) 2016/679.
4. The Parties shall set out in Annex III the appropriate technical and organi-

sational measures by which the processor is required to assist the controller
in the application of this Clause as well as the scope and the extent of the
assistance required.

Clause 8

Notification of personal data breach In the event of a personal data breach,
the processor shall cooperate with and assist the controller for the controller to
comply with its obligations under Articles 33 and 34 Regulation (EU) 2016/679,
where applicable, taking into account the nature of processing and the information
available to the processor.

Data breach concerning data processed by the controller In the event of
a personal data breach concerning data processed by the controller, the processor
shall assist the controller:

1. in notifying the personal data breach to the competent supervisory authori-
ty/ies, without undue delay after the controller has become aware of it, where
relevant/(unless the personal data breach is unlikely to result in a risk to the
rights and freedoms of natural persons);

2. in obtaining the following information which, pursuant to Article 33(3)
Regulation (EU) 2016/679, shall be stated in the controller’s notification, and
must at least include:
(a) the nature of the personal data including where possible, the categories

and approximate number of data subjects concerned and the categories
and approximate number of personal data records concerned;

(b) the likely consequences of the personal data breach;
(c) the measures taken or proposed to be taken by the controller to address

the personal data breach, including, where appropriate, measures to
mitigate its possible adverse effects.

(d) Where, and insofar as, it is not possible to provide all this information
at the same time, the initial notification shall contain the information
then available and further information shall, as it becomes available,
subsequently be provided without undue delay.

3. in complying, pursuant to Article 34 Regulation (EU) 2016/679, with the
obligation to communicate without undue delay the personal data breach to
the data subject, when the personal data breach is likely to result in a high
risk to the rights and freedoms of natural persons.

Data breach concerning data processed by the processor In the event of
a personal data breach concerning data processed by the processor, the processor
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shall notify the controller without undue delay after the processor having become
aware of the breach. Such notification shall contain, at least:

1. a description of the nature of the breach (including, where possible, the cate-
gories and approximate number of data subjects and data records concerned);

2. the details of a contact point where more information concerning the personal
data breach can be obtained;

3. its likely consequences and the measures taken or proposed to be taken to
address the breach, including to mitigate its possible adverse effects.

Where, and insofar as, it is not possible to provide all this information at the same
time, the initial notification shall contain the information then available and further
information shall, as it becomes available, subsequently be provided without undue
delay. The Parties shall set out in Annex III all other elements to be provided by
the processor when assisting the controller in the compliance with the controller’s
obligations under Articles 33 and 34 of Regulation (EU) 2016/679.

SECTION III – FINAL PROVISIONS
Clause 9

Non-compliance with the Clauses and termination

1. Without prejudice to any provisions of Regulation (EU) 2016/679, in the
event that the processor is in breach of its obligations under these Clauses, the
controller may instruct the processor to suspend the processing of personal
data until the latter complies with these Clauses or the contract is terminated.
The processor shall promptly inform the controller in case it is unable to
comply with these Clauses, for whatever reason.

2. The controller shall be entitled to terminate the contract insofar as it concerns
processing of personal data in accordance with these Clauses if:
(a) the processing of personal data by the processor has been suspended by

the controller pursuant to point (a) and if compliance with these Clauses
is not restored within a reasonable time and in any event within one
month following suspension;

(b) the processor is in substantial or persistent breach of these Clauses or
its obligations under Regulation (EU) 2016/679;

(c) the processor fails to comply with a binding decision of a competent
court or the competent supervisory authority/ies regarding its obligations
pursuant to these Clauses or to Regulation (EU) 2016/679.

3. The processor shall be entitled to terminate the contract insofar as it concerns
processing of personal data under these Clauses where, after having informed
the controller that its instructions infringe applicable legal requirements in
accordance with Clause 7.1 (b), the controller insists on compliance with the
instructions.

4. Following termination of the contract, the processor shall, at the choice of the
controller, delete all personal data processed on behalf of the controller and
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certify to the controller that it has done so, or, return all the personal data to
the controller and delete existing copies unless Union or Member State law
requires storage of the personal data. Until the data is deleted or returned,
the processor shall continue to ensure compliance with these Clauses.

ANNEX I LIST OF PARTIES
Controller(s): [Identity and contact details of the controller(s), and, where applicable,
of the controller’s data protection officer]

1. Name: . . .

Address: . . .

Contact person’s name, position and contact details: . . .

Signature and accession date: . . .

2.

. . .

[Identity and contact details of the controller’s data protection officer]

Processor(s): [Identity and contact details of the processor(s) and, where applicable,
of the processor’s data protection officer]

1. Name: . . .

Address: . . .

Contact person’s name, position and contact details: . . .

Signature and accession date: . . .

2.

. . .

[Identity and contact details of the processor’s data protection officer]

ANNEX II: DESCRIPTION OF THE PROCESSING
Categories of data subjects whose personal data is processed. . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Categories of personal data processed. . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Sensitive data processed (if applicable) and applied restrictions or safeguards that
fully take into consideration the nature of the data and the risks involved, such as
for instance strict purpose limitation, access restrictions (including access only for
staff having followed

specialised training), keeping a record of access to the data, restrictions for onward
transfers or additional security measures.. . . . . . . . . . . . . . . . . . . . . . . . . . . ..



B. Ethics and legal documentation 199

Nature of the processing. . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Purpose(s) for which the personal data is processed on behalf of the controller. . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Duration of the processing. . . . . . . . . . . . . . . . . . . . . . . . . . . ..

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

For processing by (sub-) processors, also specify subject matter, nature and duration
of the processing

ANNEX III TECHNICAL AND ORGANISATIONAL MEA-
SURES INCLUDING TECHNICAL AND ORGANISATIONAL
MEASURES TO ENSURE THE SECURITY OF THE DATA
EXPLANATORY NOTE:
The technical and organisational measures need to be described concretely and not
in a generic manner.

Description of the technical and organisational security measures implemented by
the processor(s) (including any relevant certifications) to ensure an appropriate
level of security, taking into account the nature, scope, context and purpose of
the processing, as well as the risks for the rights and freedoms of natural persons.
Examples of possible measures:

Measures of pseudonymisation and encryption of personal data

Measures for ensuring ongoing confidentiality, integrity, availability and resilience
of processing systems and services

Measures for ensuring the ability to restore the availability and access to personal
data in a timely manner in the event of a physical or technical incident

Processes for regularly testing, assessing and evaluating the effectiveness of technical
and organisational measures in order to ensure the security of the processing

Measures for user identification and authorisation

Measures for the protection of data during transmission

Measures for the protection of data during storage

Measures for ensuring physical security of locations at which personal data are
processed

Measures for ensuring events logging

Measures for ensuring system configuration, including default configuration

Measures for internal IT and IT security governance and management

Measures for certification/assurance of processes and products

Measures for ensuring data minimisation
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Measures for ensuring data quality

Measures for ensuring limited data retention

Measures for ensuring accountability

Measures for allowing data portability and ensuring erasure]

For transfers to (sub-) processors, also describe the specific technical and organisa-
tional measures to be taken by the (sub-) processor to be able to provide assistance
to the controller Description of the specific technical and organisational measures
to be taken by the processor to be able to provide assistance to the controller.

ANNEX IV: LIST OF SUB-PROCESSORS
EXPLANATORY NOTE: This Annex needs to be completed [and kept up to date]
in case of specific authorisation of sub-processors (Clause 7.7(a), Option 1). The
controller has authorised the use of the following sub-processors:

1. Name: . . .

Address: . . .

Contact person’s name, position and contact details: . . .

Description of the processing (including a clear delimitation of responsibilities in
case several sub-processors are authorised): . . .

2. . . .

B.6 Data download
Data distribution process instructions
This document concerns the data owned by KnowDive or KnowDive members (from
here on KnowDive Data). Specifically, the KnowDive Data are of two types:

1. data collected by asking the user, e.g., via questionnaires, as it is usually the
case in, e.g., market studies, social studies

2. data collected from sensors of devices related to the user, most typically, smart
phones and smart watches

KnowDive Data can be data fully anonymous and therefore out of General Data
Protection Regulation (GDPR). The KnowDive Data will be shared according to
the process described below. For what concerns anonymous data, the recital 26 of
the GDPR claims that:

“[...] The principles of data protection should therefore not apply to anonymous
information, namely information which does not relate to an identified or identifiable
natural person or to personal data rendered anonymous in such a manner that the
data subject is not or no longer identifiable.”
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Since there is a possibility, at least in principle, to trace back the person generating
the data, two main guidelines are followed:

1. The anonymization process we follow is very strict and precise.
2. The access to KnowDive data is restricted and limited by licensing and a

successful submission of a proposal.

Data Requester’s Roles

Duly designated representative of the entity: She is someone with the authority to
make commitments on behalf of the organization. She:

1. Signs the application form for the research entity.
2. Signs a confidentiality undertaking and initials the terms of use.

Contact person in the research entity:

1. Coordinates submission of research proposals at the level of the entity.
2. Countersigns each research proposal submitted by researchers linked to the

entity; the contact person confirms by his/her signature that all persons
named in the research proposal are employed by, or are formally related to
(e.g., PhD students), the research entity.

3. Informs researchers named in the research proposal about the obligations laid
down in the terms of use of data.

4. In a network project, confirms participation of individual researchers from the
entity, if another research entity is coordinator.

5. Is identified in the application form for the research entity and confidentiality
undertaking.

Principal researcher:

1. submits and signs the research proposal and the individual confidentiality
declaration.

2. identifies individual researchers participating in the research project.
3. is granted access to the secure platform with KnowDive Data.
4. is responsible for the lawful access to KnowDive Data for all researchers named

in the research proposal.
5. protects KnowDive Data in accordance with the conditions specified in

the relevant documents (confidentiality undertaking and terms of use, and
individual confidentiality declaration).

6. informs KnowDive of any changes to the research proposal.
7. follows the guidelines for publication.
8. at the end of the project:

• provides KnowDive with a copy of all reports, which have been produced
using the data.

• destroys received KnowDive Data and derived files after expiration/com-
pletion of the research project.
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Data manager indicated in the research proposal (if different from principal re-
searcher):

1. is granted access to the secure platform with KnowDive Data.
2. is responsible for the practical access to KnowDive Data for all researchers

named in the research proposal.
3. protects KnowDive Data in accordance with the conditions specified in

the relevant documents (confidentiality undertaking and terms of use and
individual confidentiality declaration).

4. destroys received KnowDive Data and derived files after expiration/completion
of the research project.

Individual researcher(s) named in the research proposal:

1. signs individual confidentiality declarations (each separately).
2. protects KnowDive Data in accordance with the conditions specified in

the relevant documents (confidentiality undertaking and terms of use and
individual confidentiality declaration); follows the guidelines for publication
attached to the data.

All persons must immediately inform KnowDive about any breach of the confiden-
tiality rules laid down in the confidentiality undertaking, terms of use and individual
confidentiality declaration.

The data distribution process

The data distribution process is divided into 5 parts, namely:

1. Requesting access to KnowDive Data (submitting a research proposal)
2. Validation of research proposal
3. Granting access to KnowDive Data
4. Changes to research proposal
5. Closing of project

In a nutshell, the output of the distribution process, depending on the access type(s),
will be:

1. sending to the principal researcher files containing anonymized data.
2. in the case of non-anonymous data, KnowDive acts as a contact point between

the requester of the data and the research institution that generated it.

In both cases, in this document we refer to KnowDive as the owner and distributor
of the dataset(s).

Access to KnowDive Data is only valid for the period specified in the research
proposal. At the end of that period, the researcher must: (a) destroy any original
scientific-use files sent by KnowDive and any confidential data derived from the
files, and (b) send KnowDive the research results.

Requesting access to KnowDive Data (submitting a research proposal)
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The organization can request access to KnowDive Data by submitting one or more
research proposals. The researchers named in the proposal should be:

1. an employee of the research entity (or be working for them as a contractor,
only in justified cases), or

2. senior (Ph.D.) students under guidance of a supervisor employed by the
research entity; supervisor must be identified in the research proposal as a
principal researcher and a senior student as an individual researcher.

Once the organization has been recognized as a research entity, its name will be
included in the list of recognized entities on the KnowDive website.

Drafting of research project description

In case of anonymized data, in addition to removing direct identifiers from the
records, some variables are further anonymized, i.e., grouped together, aggregated
etc. This sometimes limits the usage of KnowDive Data. The individual KnowDive
Data set documentation on KnowDive website provide for this crucial information
about data preparation. Please consider it while drafting the research project
description.

Check before you apply for KnowDive Data

Before applying for KnowDive Data, the organization should check if fulfils all
pre-conditions.

◻ It has the name of the contact person in the research entity at hand
◻ They have checked that all researchers who will have access to the data are

employed by or linked to their research entity
◻ They have read the description of anonymization methods applied on Know-

Dive Data and the KnowDive data documentation
◻ They have the credential to submit the proposal to KnowDive

Eligibility

KnowDive grants access to KnowDive Data only to recognized research entities. To
qualify for recognition, an organization must:

1. Have research as one of its main activities (e.g., universities, research insti-
tutions) or be a research department within other organization (e.g., within
bank, statistical institute, etc.).

2. Provide evidence of publication of research results.
3. Be independent and autonomous in formulating scientific conclusions.
4. Have adequate data security safeguards.

Responsibilities

Before being recognized as a research entity, an organization must fill in the research
proposal form and sign a confidentiality undertaking with the terms of use. The
confidentiality undertaking commits the signatory and all researchers having access
to confidential data to:
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1. accessing confidential data only for the agreed purposes.
2. guaranteeing the physical and logical security of the data, including prevention,

and acting in case of violation of confidentiality.
3. respect copyright by citing datasets with appropriate references and following

the guidelines for publication.

Validation of research proposal

The standard consultation period is 4 weeks.

Granting access to KnowDive Data

Once the research proposal is approved, depending on the access type(s) of your
choice, we will grant you access to anonymized data (see Instructions for data
download).

Changes to research proposal

Once a research proposal has been accepted, new researchers can be added (provided
they sign a confidentiality declaration), and the duration of the project can be
extended.

1. Form to ask staff changes
2. Form to ask project extension

The adding of a new partner organizations or a new dataset always requires a
consultation with KnowDive.

1. Form to add partner organization
2. General form for changes (for changes not covered by dedicated forms – e.g.,

adding datasets, changing the scope of the research)

Closing of project

Access to KnowDive Data is only valid for the period specified in the research
proposal. At the end of that period, you must:

1. destroy any original files sent by KnowDive and any confidential data derived
from the files (and sign the relevant form: Declaration of data destruction),
and

2. send KnowDive the references to your research results.

In deciding on the project end-date consider the length of the process of publication
of research results which might require access to data.
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Research proposal template

This application form is intended for entities wishing to be recognized as research
entities. As a first step, please complete and send this form electronically (in
PDF) to datadistribution@knowdive.it. Please do not sign the form at this
stage. The information provided in the application form will be examined by
KnowDive, which will take the decision on whether to grant ‘research entity’
status. The following criteria will be considered when deciding on the status of
the entity:

1. the purpose of the entity.
2. the established record or reputation of the entity as a body producing

quality research and making it publicly available.
3. the internal organizational arrangements for research, including, where

relevant, the fact that the research entity is independent, autonomous in
formulating scientific conclusions and separated from policy areas of the
body to which it belongs.

4. The technical and scientific soundness of the proposal.
5. the safeguards in place to ensure security of the data.

Applicants will be notified by email of the outcome of the assessment.

General information

Official full name of the entity: ....................

Short name or acronym: ....................

Postal address: ....................

Website: ....................

Country: ....................

Legal status: ....................

University or higher education establishment

◻ Research organization
◻ Governmental organization
◻ International organization
◻ Public commercial organization
◻ Private commercial organization, including consultancy. Please indicate the

type of organization (e.g., limited company, partnership, private enterprise):
....................

◻ European Economic Interest Grouping
◻ Private organization, nonprofit
◻ Other, please specify: ....................

Duly designated representative of the research entity

Name: ....................

datadistribution@knowdive.it


206 B.6. Data download

Position: ....................

Email: ....................

Country: ....................

Identification of the researchers (and data manager) who will have access
to the data

Principal researcher

Name: ..........................

Position: ..........................

E-mail: ..........................

Official full name of the research entity: ..........................

Website: ..........................

Data manager - the person to whom confidential data will be sent - if
different from principal researcher

In case of network project: data managers in the other organizations must be
marked in the field “Position” under heading “Individual researchers”.

Name: ..........................

Position: ..........................

E-mail: ..........................

Official full name of the research entity: ..........................

Website: ..........................

Individual researchers

Individual researcher (1)

Name: ..........................

Position: ..........................

E-mail: ..........................

Official full name of the research entity: ..........................

Website: ..........................

Individual researcher (2)

Name: ..........................

Position: ..........................

E-mail: ..........................
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Official full name of the research entity: ..........................

Website: ..........................

Please copy the rows if more researchers involved in the project.

Purpose of the research proposal

Title of the research proposal

Please describe the research project(s) for which data access is requested, objectives
of the research project(s) and provide details on the underlying contract if the
research project is commissioned by another body; maximum 2 pages and 15
references.

Please state the duration for which data access is requested (maximum five years),
please respect the format: dd/mm/yyyy. Start date must be at least in 6 weeks

Datasets to be used

Please indicate the KnowDive dataset(s) to be used

Please state how the above-mentioned dataset will be used. In case of access to
several datasets, please state which data will be used for which part of the research
project.

Please state the methods of analysis to be used

Results of the analysis

1. Please describe the expected outcomes of the analysis of the data.
2. Please describe how the results of the research will be published or oth-

erwise disseminated: through which channels (printed publications, online
publications, conferences, web, etc.)

Safekeeping of KnowDive Data

1. Please describe how data and intermediate results will be securely stored in
the premises of the research entity (see: Safekeeping of the data part of the
Terms of use). In case of a network project, all entities listed under item 1
need to provide this information.

2. Please describe how the anonymity of the statistical units will be ensured in
results of your research. Please describe how you will ensure the anonymity of
the statistical units in published results of your research. The Guidelines for
publication set minimum thresholds for cell size and other applicable rules to
be respected. To know more about anonymization methods, see the Catalog
documentation.

I hereby certify that the information contained in this questionnaire is complete,
accurate and correct and that any future change will be reported immediately
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to KnowDive. I understand that KnowDive is authorized to check at any time
the accuracy of the information given in this questionnaire. I understand that
KnowDive may also request more information, if necessary. I confirm that I
submit this request to be granted access to KnowDive data. The decision of
KnowDive may or may not authorize me to be granted access to KnowDive
Data. In addition, I commit myself to take and maintain all necessary measures
in compliance with the requirements stated in the confidentiality declaration
and according to the “Regole deontologiche per trattamenti a fini statistici o di
ricerca scientifica” (https://www.garanteprivacy.it/web/guest/home/docweb/
/docweb-display/docweb/9069637) where applicable. Furthermore, I commit
myself to comply with the European Charter and Code of Research"”

Principal researcher

Place and Date: .................

Signature: .................

Contact person in the research entity

Place and Date: .................

Signature: .................

https://www.garanteprivacy.it/web/guest/home/docweb//docweb-display/docweb/9069637
https://www.garanteprivacy.it/web/guest/home/docweb//docweb-display/docweb/9069637
https://www.iemest.eu/european-charter-and-code-for-researchers/
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Confidentiality undertaking and terms of use
TERMS OF USE OF THE REQUESTED DATASET FOR SCIENTIFIC-
USE

This Agreement (hereinafter referred to as the “Agreement”) is executed by and
between:

1. On the one part:

KnowDive 8, hereby duly represented by [. . . ] (hereinafter referred to as “Know-
Dive”).

2. On the other part:

FULL COMPANY NAME ............, [VAT NUMBER.], a legal entity under the laws
of [COUNTRY............], having its registered office at [FULL ADDRESS............]
(hereinafter referred to as the “Research entity”).

Hereinafter individually referred to as the “Party” and jointly as the “Parties”.

Whereas:

• The Research proposal submitted by the Research entity was deemed worthy
of approval by KnowDive;

• The research proposal concerns the following dataset(s): ............ with regard
to the proposal n. ............;

• The dataset requested by the Research entity is protected by copyright,
pursuant to the relevant legislation in force, and in particular to the Italian
Law 633/1941 and Directive (EU) 2019/790 of the European Parliament and
of the Council of 17 April 2019, transposed and implemented by the Italian
Legislative Decree no. 177 of 8 November 2021 (G.U. No. 283 of 27.11.2021);

• The copyright holders are respectively KnowDive, which has prepared the
requested dataset in order to make it suitable for the specific research activities
indicated by the Research entity in the Section B.6 and ............ which has
carried out the data collection, with regard to the collected data;

• KnowDive may also act as a licensee, with wide powers to license;
• The requested and prepared dataset is considered anonymous, also according

to the Opinion 05/2014 on Anonymisation Techniques - WP216 adopted on
10 April 2014 by Article 29 Data Protection Working Party, and therefore
outside the scope of EU Regulation 2016/679 (GDPR);

• Indeed, as indicated in recital 26 of the above-mentioned Regulation: “The
principles of data protection should therefore not apply to anonymous informa-
tion, namely information which does not relate to an identified or identifiable
natural person or to personal data rendered anonymous in such a manner that
the data subject is not or no longer identifiable. This Regulation does not
therefore concern the processing of such anonymous information, including
for statistical or research purposes”;

8The institution responsible for the procedure and the delegated person will be defined during
the incubation period.
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• The Parties are willing to define the terms and conditions of the use of the
requested dataset.

NOW, THEREFORE, the Parties agree as follows:

1. These Terms of Use concern the use of the requested dataset by the Research
entity.

2. KnowDive shall provide the Research entity free-charge access to the requested
dataset.

3. The Research entity undertakes to respect the approved research project, the
following provisions, as well as all its own tasks arising from the summary of
the document regarding the "Data Distribution Process" (Section B.6), which
are considered an integral part hereof.

4. The Research entity may not use the requested dataset for any unlawful
purpose or for purposes not set in the approved research project or otherwise
not authorized by KnowDive.

5. The Research entity can’t, directly or indirectly, sell, license or sub-license,
rent or otherwise transfer to third parties the dataset provided by KnowDive,
nor permit any third party to do so.

6. The Research entity undertakes not to use any deanonimisation technique
and not to link the KnowDive data to other datasets, including public ones,
and declares that it is aware that any attempt at deanonimisation could
constitute an unlawful processing of personal data, entail the applicability
of EU Regulation 2016/679 and expose also, but non only, to administrative
fines.

7. KnowDive, in relation only to the dataset provided to the Research entity,
grants a license to use it and in particular the following permissions:
(a) KnowDive hereby grants to the above-mentioned Research entity a tem-

porary, non-exclusive, royalty-free, non-transferable, not sub-licensable
license for the (temporary) storage and to use the provided dataset;

(b) the license granted under this Agreement relates to the use of the provided
dataset exclusively for non-commercial purposes;

(c) the creation of derivative works by the Research entity is permitted
within the limits indicated in Section B.6 and only if necessary and
functional to the publications related to the research activity approved
by KnowDive;

(d) the license only allows to use the provided data to conduct statistical
analysis for scientific purposes

(e) the data provided may be disclosed, only in aggregate form, as a result
of the approved research activities, in compliance with the provisions of
Section B.6, without any information that may permit the identification
of individual statistical units;

8. This license shall be valid only until the end of the period specified in the
research proposal or the different period expressly authorised and specified or
otherwise communicated by KnowDive;

9. KnowDive may, at any time and at its sole discretion, especially in case of
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violation of the terms of use, revoke the above-mentioned license, without
prior notice and without owing anything to the Research entity.

10. At the end of that period, the Research entity must destroy any original
scientific-use files sent by KnowDive, any copy, derivative works and any
confidential data derived from the files, and sign the Declaration of data
destruction, which will be sent to KnowDive.

11. Any publication related to the approved research project and to the provided
dataset made by the Research entity shall be made available to KnowDive
and shall contain the following references: . . .

12. All rights concerning the publications of the Research entity generated during
the research project approved by KnowDive will remain with the Research
entity itself.

13. The Research entity undertakes to respect the technical and organizational
measures set in Section B.6 to ensure the security of the data provided by
KnowDive.

14. The Research entity ensure that none of the data provided by KnowDive will
be accessed by non-authorised persons or parties; these data will be accessed
only by the individual researches listed in Section B.6.

15. The Research entity undertakes to inform KnowDive without undue delay
about any information reasonably required and any breach of the security
and/or confidentiality of the provided data.

16. The Research entity shall ensure that the Principal Researcher, the Data
Manager and each Individual researcher undertake to comply, during every
day scientific and professional activities within the approved project, with the
ethical rules and codes of ethics applicable to them, as set out in Section B.6,
and, where applicable, with the so-called European Charter for Researchers.

17. The Research entity is responsible for all and any loss or damages incurred by
KnowDive, that is a result of any conduct of the Research entity itself.

18. The Research entity is responsible and liable for any and all actions performed
by using the dataset provided.

19. The Research entity is responsible for restoring all damages caused to Know-
Dive by anyone acting on its behalf.

20. The Research entity shall indemnify and hold KnowDive harmless from and
against any claims of third parties and against any fines arising from any
violation of any third party right or any other unlawful act committed during
the execution of the project approved by KnowDive, including damages or
fines related to data processing issues.

21. Nothing in this Agreement shall be construed as conferring rights to use in
advertising or otherwise the name “KnowDive” or his logos or trademarks
without his prior written approval.

22. This Agreement shall commence on the date of the last signature to this
Agreement and shall continue until the end date of the Project as detailed in
the research proposal, when (unless agreed otherwise between the parties in
writing) this Agreement shall automatically terminate.

23. This Agreement may be terminated by KnowDive by written notice having
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immediate effect if the Research entity is in material breach of any of its
obligations, representations or warranties hereunder and have failed to effect
any remedy in due time after a written notice requiring such remedy has been
given by KnowDive specifying a time of not more than thirty (30) days within
which the remedy is to be effected;

24. The parties acknowledge and agree that the provisions of articles [16, 17, 18,
19, 20, 25, 26, 27, 28, 29] of this Agreement are intended to survive, and
continue in effect after the termination or expiry of this Agreement.

25. Should any provision of this Agreement be or become invalid, illegal or
unenforceable, it shall not affect the validity of the remaining provisions of
this Agreement.

26. The Research entity shall not be entitled to act or to make legally binding
declarations on behalf of KnowDive. Nothing in this Agreement shall be
deemed to constitute any kind of formal grouping or entity between the
Parties.

27. No rights or obligations of the Research entity arising from this Agreement
may be assigned or transferred, in whole or in part, and no obligations of the
Research entity may be subcontracted.

28. Any further modification to the text of this Agreement (including Section
B.6) require a written agreement to be signed between the Parties.

29. This Agreement is drawn up in English, which language shall govern all
documents and notices between the Parties.

30. The Agreement is governed by the laws of Italy without reference to its conflict
of law principles. Any dispute arising out of the Agreement shall be settled
by the competent court located in [...].

For KnowDive,

Name; .................

Place and Date: .................

Signature: .................

For the Research entity,

Name; .................

Place and Date: .................

Signature: .................

Articles [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 16, 22, 23, 24, 30] of the
Agreement are expressly approved by the Parties.

KnowDive,

Signature: .................

Research entity,
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Signature: .................
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Guidelines for publication
Introduction

These guidelines explain how KnowDive data are to be used by researchers. The
researchers must read the guidelines before they use KnowDive data and respect
the rules for publication laid down below, in accordance with Section B.6 signed by
the duly designated representative of the research entity, the researchers are bound
for publication by the following guidelines.

Researchers must ensure that all research published or otherwise disseminated
does not contain information that allows individual statistical units (persons,
households, enterprises, etc.) To be identified. In all reports, including both
published and unpublished papers, researchers must ensure they have abided by
the strict application of the guidelines for publication from Section B.6.

What is confidential data?

Data are confidential if the respondents can be identified. Simply removing name
and address details from the KnowDive data files does not prevent the identification
of the survey respondents. Specific or unique characteristics of the survey respondent
may lead to their recognition. The scientific-use files delivered to researchers are
especially prepared to make the identification of survey respondents more difficult.
This is done by:

• Reducing the level of detail of the data.
• Modifying certain values.
• And/or suppressing risky records or variables.
• Why it is important to protect confidentiality (identity) of the respondents

We collect data from individual respondents to produce statistics. Researchers may
be granted access to files containing information on individual respondents (access
to KnowDive data) to conduct statistical analysis for scientific purposes. KnowDive
data contain information provided by individuals or organizations. Each record
in the KnowDive data files represents information provided by the respondents.
Researchers granted access to confidential data are only permitted to use the data
to conduct statistical analysis for scientific purposes.

Researchers are prohibited from identifying individuals or organizations represented
in the files.

Disclosure of individual information constitutes a breach of the law, but also a
breach of the trust the respondents place in the statistical system. Such a breach
could harm the reputation of that statistical system and lead to a reduction in the
quality of official statistics.

Conditions of access

Only researchers belonging to a recognized research entity may request access to
KnowDive data. The research entity’s duly designated representative is obligated
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to sign a confidentiality undertaking. Access to KnowDive data may be granted if:

1. The research proposal submitted by the researcher(s) has been approved. Each
research proposal must be countersigned by the contact person identified in
the confidentiality undertaking.

2. All researchers requesting access to KnowDive data have signed a confiden-
tiality declaration.

Researchers must keep KnowDive data files secure to ensure it is not accessible by
anyone who is not authorized to access the data. Results of the statistical analysis
that may contain information on individual respondents should also be kept secure.
The KnowDive data must be stored on a password-protected computer. Access
to the data must be restricted to authorized researchers explicitly named in the
research proposal. The intermediate results of analysis containing confidential data
must be stored in a protected environment. After expiry or completion of the
project indicated in the research proposal (or in the event of termination of access
by KnowDive), the principal researcher must destroy the dataset and any data
or variables derived from it and sign a declaration to the effect that it has been
ensured that all data have been destroyed. This obligation applies to the original
data sent by KnowDive and to all derived data, except for the aggregated and/or
analyzed data as presented in the research results/reports.

Specific rules for publication

When publishing the results of the statistical analysis for scientific purposes,
researchers must comply with the specific rules laid down below.

1. Below 20 observations (unweighted sample), results must not be published.
2. From 20 to 49 observations (unweighted sample), results may be published

but are to be individually identified (e.g., shown in brackets).
3. For confidentiality reasons, reports that include sample sizes must only mention

’less than 20 observations’ and ’20 to 49 observations’ (i.e., not the actual
number) for these two thresholds respectively. For unweighted sample sizes
below 20 observations, the actual number of observations must not be derived
from (or combined with) other information available in the reports, e.g.,
column or row totals.

Data matching

Researchers are prohibited from attempting to link the KnowDive data to other
(including public) datasets, unless explicitly agreed by KnowDive. Matching two
datasets increases the likelihood of the identification of statistical respondents
represented in both datasets. What to do in case of a change in the set-up of a
research project The research proposal is valid for the specified purpose (research
project), period, datasets, and research entity (or entities). A new research proposal
must be submitted to KnowDive if any of the following situations arises:

1. The data are to be used for new research project.
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2. A different set of data is needed.
3. A new research entity joins the project.

If a more recent release of the data is needed for an ongoing research proposal
and/or a researcher is replaced or added to the team in the same research entity
taking part in the project, a principal researcher or contact person in the research
entity should inform KnowDive of these changes in writing (see forms below). An
individual confidentiality declaration must be signed by each researcher taking part
in the project. Form to ask staff changes form to ask project extension

Your responsibility to protect confidential data

Both the confidentiality undertaking signed by the duly designated representative
of the research entity and the individual confidentiality declaration signed by the
individual researcher provide the basis for legal action in cases where conditions of
these documents have been neglected. The commission can take action in the event
of a breach of confidentiality as follows:

1. By revoking the offending researcher’s (and if necessary, his/her research
entity’s) access to KnowDive data.

2. By suggesting the research entity takes disciplinary action against the re-
searcher.

3. By claiming civil law compensatory damages from the research entity. The
confidentiality undertaking includes a reference to the applicable law and
competent court.

4. And/or by filing a complaint or by reporting the breach to the police based on
national legislation. The commission may participate in national proceedings
as plaintiff.

Depending on the situation, sanctions may be applied on researchers or their research
entities.

Legal basis

Legal basis for granting access to confidential data can be found in the regulation
GDPR.

Any questions?

If any issue in this manual is unclear, or in case of further questions on the use of
confidential data, please contact us: datadistribution@knowdive.it.

datadistribution@knowdive.it
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General form for changes

This form is to be used for changes of the project’s core information, such
as adding datasets or amending the scope. Please do not use this form for
administrative changes (project extension, staff changes, and research entity
changes). The dedicated forms for administrative changes: project extension,
staff changes, and research entity changes.
How to use this form?

1. Fill in the form with the corresponding information.
2. Print the form, without this cover page, on the letterhead paper of your

organization.
3. Have the form initialed, dated, and signed by the principal researcher and

the contact person of the leading entity.
4. Have the individual confidentiality declaration dated and signed by all new

researchers to be working with KnowDive Data.
5. Send all forms to datadistribution@knowdive.it

We would like to ................. in the research project entitled ................. reference
number ................. .

Please explain very briefly what and why should be changed in the current research
project proposal. In case of dataset to be added, at least the following sections
must be included: (i) description of the research proposal, (ii) objectives, (iii) need
for KnowDive Data, (iv) datasets selection and type, (v) variables description, and
(vi) data use and methods.

All other information contained in the research proposal referred to above remain un-
changed. I hereby certify that the information contained in this questionnaire is com-
plete, accurate and correct and that any future change will be reported immediately
to KnowDive. I understand that KnowDive is authorized to check at any time the
accuracy of the information given in this questionnaire. I understand that KnowDive
may also request more information, if necessary. Furthermore, I commit myself to
take and maintain all necessary measures in compliance with the requirements stated
in the confidentiality declaration and according to the “Regole deontologiche per
trattamenti a fini statistici o di ricerca scientifica” (https://www.garanteprivacy.
it/web/guest/home/docweb//docweb-display/docweb/9069637).

Principal researcher

Place and Date: .................

Signature: .................

datadistribution@knowdive.it
https://www.garanteprivacy.it/web/guest/home/docweb//docweb-display/docweb/9069637
https://www.garanteprivacy.it/web/guest/home/docweb//docweb-display/docweb/9069637
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Declaration of data destruction
How to use this form?

1. Fill in the form with the corresponding information.
2. Print the form, without this cover page, on the letterhead paper of your

organization.
3. Have the form initialed, dated, and signed by the principal researcher and

the contact person of the leading entity.
4. Have the individual confidentiality declaration dated and signed by all new

researchers to be working with KnowDive Data.
5. Send all forms to datadistribution@knowdive.it

I ................. the principal researcher of the research project proposal number:
................. proposal entitled: ................. .

◻ I declare that the data have been used for the project described above and that
the references to the published results will be (have been) sent to KnowDive.

• Please use this link: https://xxx to send the references to publications
(once available).

• If no publications have been (will be) produced, please explain why:
................. .

◻ I declare the data have not been used for the project described above for the
following reason(s):

Furthermore,◻ I declare that all original files sent by KnowDive, and any data or variables
derived from these files have been destroyed. I have ensured that there is no
remaining copy of the dataset(s). The obligation to destroy derived data does
not concern non-confidential: aggregated and/or analyzed data as presented
in the published results/reports.

◻ I will use the data for the project number of the research project proposal
entitled: ................. validated by KnowDive on ................. .

Principal researcher

Place and Date: .................

Signature: .................

datadistribution@knowdive.it


C
iLog and data collection support material

C.1 iLog sensor list
iLog collects data in the background from a pre-selected list of sensors, with no user
intervention. The data are generated as a time series, consisting of tuples composed
of a timestamp and one or more values. The collected sensors are reported in
the Tables C.1, C.2, C.3. In these tables, the value Small/Big in the last column
(column Category) intuitively means that the size of the dataset generated by these
sensors is comparatively small (or big). The sensor data collected by iLog are
organized into three categories as follows:

• Hardware (HW) sensors are sensors that one can find in a phone, e.g.,
accelerometer, gyroscope, GPS. The complete list of HW sensors used in
this survey is reported in Table C.1;

• Software (SW) sensors, by which we mean all the SW events that can be
collected from the Operating system and SW, for instance, the Wifi the HW
is connected to and so on. The complete list of SW sensors is reported in
Table C.2;

• QU sensors (where QU stands for Questionnaire), by which we mean events
connected with the compilation of the Time Use Diary, mainly related to
the various execution times, e.g., when a question arrived or was answered.
Table C.3 reports the complete list of QU sensors.

In these three sensor tables, the frequency by which the sensors are captured is
reported according to the following conventions: on change means that the value
of the sensor is recorded only when the current value is changed (along with a
timestamp of when it happened), up to X samples per second means that for each

219
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No HW Sensor Estimated Frequency Category
1 Accelerometer up to 10 samples per second Big
2 Gyroscope up to 10 samples per second Big
3 Light up to 10 samples per second Big
4 Location Once every minute Small
5 Magnetic Field up to 10 samples per second Big
6 Pressure up to 10 samples per second Big

Table C.1: List of Hardware sensors

second the value of the sensor will be stored up to a maximum of X times (these
values are estimated), and once every Y means that the values of a sensor are
recorded once the time Y has passed (these values are estimated). The data collected
from the HW sensors (Table C.1) are as follows:

• Sensor 1 (Accelerometer) measures the acceleration to which the phone is
subjected, and it captures it as a 3D vector;

• Sensor 2 (Gyroscope) measures the rotational forces to which the phone is
subjected, and it captures it as a 3D vector;

• Sensor 3 (Light) measures the ambient illumination around the phone, mea-
sured in illuminance (lux);

• Sensor 4 (Location) returns the geocoordinates of where the phone is located;
for more accuracy, this sensor combines GPS and WIFI/cellular connections;

• Sensor 5 (Magnetic Field) measures the magnetic field to which the phone is
subjected, and it captures it as a 3D vector;

• Sensor 6 (Pressure) measures the ambient air pressure to which the phone is
subjected.

The data collected from the SW sensors (Table C.2) are as follows:

• Sensor 7 (Airplane Mode) returns whether the phone’s Airplane mode is on
or off; Airplane mode turns off all the connectivity features of the phone;

• Sensor 8 (Battery Charge) returns whether the phone is currently charging
its battery;

• Sensor 9 (Battery Level) returns the phone’s battery level;

• Sensor 10 (Bluetooth Devices) returns all Bluetooth devices detected by the
phone;

• Sensor 11 (Bluetooth Low Energy) returns all the low-energy Bluetooth devices
detected by the phone;

• Sensor 12 (Cellular Network info) returns information related to the cellular
network (cellid, dbm, type) to which the phone is connected;
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No SW Sensor Estimated Frequency Category
7 Airplane Mode [ON/OFF] On change Small
8 Battery Charge [ON/OFF] On change Small
9 Battery Level On change Small
10 Bluetooth Devices Once every minute Small
11 Bluetooth LE (Low Energy) Devices Once every minute Small
12 Cellular network info Once every minute Small
13 Doze Mode [ON/OFF] On change Small
14 Headset Status [ON/OFF] On change Small
15 Movement Activity Label Once every 30 seconds Small
16 Movement Activity per Time Once every 30 seconds Small
17 Music Playback (no track information) On change Small
18 Notifications received On change Small
19 Proximity up to 10 samples per second Small
20 Ring mode [Silent/Normal] On change Small
21 Running Applications Once every 5 seconds Small
22 Screen Status [ON/OFF] On change Small
23 Step Counter up to 10 samples per second Small
24 Step Detection On change Small
25 Touch event On change Small
26 User Presence On change Small
27 WIFI Network Connected to On change Small
28 WIFI Networks Available Once every minute Small

Table C.2: List of Software sensors

• Sensor 13 (Doze Mode) returns whether the phone’s doze mode is on or off.
Doze mode is a low battery consumption state in which the phone enters after
some time of not being used;

• Sensor 14 (Headset status) returns whether the headphones of the phone were
connected;

• Sensor 15 (Movement activity label) returns a label identifying the activity
performed by the user. Android uses Google’s Activity Recognition API and
low-power signals from multiple sensors in the device to compute this value.
Possible activities are: still, in_vehicle, on_bicycle, on_foot, running, tilting,
walking;

• Sensor 16 (Movement activity per Time) similar to the previous sensor, again
computed via the Google API, but data are presented grouped by time instead
of being grouped by labels;

• Sensor 17 (Music Playback) returns whether music is being played on the
phone (yes or no) using the default music player from the operating system;
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• Sensor 18 (Notifications received) measures when the phone receives a notifi-
cation and when the user dismisses it;

• Sensor 19 (Proximity) measures the distance between the user’s head and the
phone. Depending on the phone it may be measured in centimeters (i.e., the
absolute distance) or as labels (e.g, ’near’, ’far’);

• Sensor 20 (Ring Mode) returns the current ring status of the phone (nor-
mal/silent/vibrate);

• Sensor 21 (Running Applications) returns the name of the application (or
application package) that is currently running in the foreground of the phone;

• Sensor 22 (Screen status) returns whether the phone’s screen is on or off;

• Sensor 23 (Step Counter) uses the Android API to measure the number of
steps made by the user (while carrying the phone) since the phone was turned
on;

• Sensor 24 (Step Detection), similar to the previous, uses the Android API to
generate a step value each time the user takes a step;

• Sensor 25 (Touch event) generates a touch value each time the user touches
the screen;

• Sensor 26 (User Presence) sensor that detects when the user is present near
the phone, for example, when the user unlocks the screen;

• Sensor 27 (WIFI Network connected to) returns information related to the
WiFi network to which the phone is connected to, if connected, will also report
the WiFi network ID;

• Sensor 28 (WIFI Networks available) returns all WiFi networks detected by
the smartphone.

In this table we use two different concepts: Time diary and Task, the difference
being that Time diary questions /answers are administered at fixed time intervals
(as it is the case, e.g., with the questions reported in the Figures 4.1, 4.2, and 4.3),
while Task questions /answers can be administered any time, depending on an event
triggering them (as it is the case, e.g., with the questions reported in Figure 4.5).
They are as follows:

• Sensor 29 (Time Diary questions) contains the question, the question ID (for
traceability purposes), and the timestamp when it was generated on the server
and sent to the cloud provider for delivery;

• Sensor 30 (Time Diary confirmation) contains the timestamp at which each
question, identified by its unique ID, has been delivered to the device of the
participant (which may coincide or not with the time the participant sees it);
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• Sensor 31 (Time Diary answers) contains the answer, the timestamp when it
was saved in the server, and the difference between answer and notification
times in milliseconds;

• Sensor 32 (Task questions) contains the question and the timestamp when it
was sent from the server;

• Sensor 33 (Task confirmation) contains the timestamp when each specific
question was notified to the participant;

• Sensor 34 (Task answers) contains the answer, the timestamp when it was
saved in the server, and the difference between answer and notification times
in milliseconds.

No QU Sensor Estimated Frequency Category
29 Time Diary questions On change Small
30 Time Diary confirmation On change Small
31 Time Diary answers On change Small
32 Task questions On change Small
33 Task confirmation On change Small
34 Task answers On change Small

Table C.3: List of Questionnaire sensors
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C.2 iLog participants instructions

 

 
 

Registration 

The registration procedure 
involves:  

1. Entering the provided experiment code 
2. Logging-in with the UNITN email account,  
3. Consenting to the processing of data,  
4. Giving the app permits to use the sensors 

 
Please, give as many permits as possible and leave 
every detection system active. The content of 
messages, videos, photos, and voice will not be 
collected with our application. 
 

 

Daily questions 

Two types of questions are sent every day:  
 

1) a group of 4 closed ended questions (time 
diaries) every 30 minutes, about your mood, 
where you are, what you are doing, and with 
whom you are.  

2) Daily questions (tasks) asking:  
● In the morning you will be asked how you 

slept and your expectations for the day;  
● while in the evening you will be asked how 

the day was, if you had any university-
related problems. 

 

! It is always possible to change answers before 
submitting the reply. 
 

The time diaries questions are designed to be 
answered every half an hour.  
To provide some flexibility to participants we provide 
the following options: 
1) It is possible to accumulate up to 24 notifications 

in the phone (after which the oldest will be 
expired) 

2) It is possible to interrupt notifications before: 

😴Going to sleep 
🤓Attending lesson 
🏋🏾Doing sport … 
…by clicking on Settings on the i-Log screen.  

 

i-Log 
 

is a data collection app developed by the DISI 
and SRS at the University of Trento, within the 
WeNet project. 
 

 
Please remember… 
 

! before turning off the phone, stop* I-log; 
otherwise you will lose the unsaved data 

! make sure that Wi-Fi and GPS (position) are 
always on. 

! To save your mobile data, data is downloaded 
only with Wi-Fi connections 

! Bring the battery charger with you 
! Location: If multiple options are available, 

make sure to select the ones that consent the 
use of the sensor even when the app is not 
open or being used. 

"Do not optimize battery" permission 
a. For granting this permission, the i-Log screen 

will send you to a system screen where you see 
all the apps that are not allowed to optimize 
battery. 

b. At the top select "all applications" so the list 
below includes all the applications installed in 
your phone 

c. Find i-Log in this list and click on it toggle the 
permission, allowing it to not be optimized for 
battery saving 

 

 

 
 
It is always possible to check if data is correctly 
being sent to the server on the Settings Screen. It is 
also possible to ask to send data logs manually 
(provided you are connected to WIFI) 
 
Once the survey is completed, and all the data 
uploaded, it is sufficient to uninstall the application.  
 

 

Thank you for your valuable contribution 
to our research! 

 
Contact us: 

helpdeskUNITN@we-net.eu 

 

Figure C.1: Example of iLog flyer from WeNet Diversity 1
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C.3 iLog field supervisor handbook
C.3.1 What is iLog?
iLog1 is a unique and innovative app for data collection. It was designed with
privacy and ethics in mind, addressing issues of:

• Transparency: making people aware that the app is collecting data

• Accountability: any unexpected result can be traced

• Data protection: enabling the best safety measures and compliance with
GDPR

• Lack of bias: avoiding misunderstanding by matching self-reported data with
data collected by the machines

iLog is developed to collect information from users and their smartphone usage.
The first contains data from the internal sensors in the phone in a completely
non-intrusive manner, without the need for any interaction from the user, but
keeping him informed of the current collection through an always visible notification.
Each phone is equipped with many sensors, the use of which is monitored by the
app, in full compliance with the rules agreed for privacy. Therefore, no sensitive
content such as text messages, internet searches, or call content will be recorded.
iLog can capture a varied and growing number of mobile phone sensors and events
(Currently up to 41).

The second component requires, instead, the active collaboration of the user, as
it involves the administration of a questionnaire. This will appear directly on the
smartphone and will be comprised of two groups of questions: the first, concerning
the expectations on the day and whether these will be expected or not, will appear
once a day, in the morning and the evening; the second, which consists of 4 short
queries, will appear at intervals of 30 minutes in 24 hours. The four questions will
concern, in order, what you are doing, where you are, who you are, and finally, how
you judge your mood.

C.3.2 How does it work?
Before tackling the various parts of the app’s functioning, it is useful to dwell on
some general characteristics:

1. iLog does not compromise the phone’s usability in any way.

2. From tests carried out, the battery consumption is at most 7% per hour, not
far from regular consumption. When the battery reaches 5%, iLog turns off
automatically.

3. iLog is multilingual and chooses the language set in the phone.
1http://datascientia.disi.unitn.it/ilog/

http://datascientia.disi.unitn.it/ilog/
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4. iLog starts automatically when you turn on the phone. You can stop the
experiment at any time by pressing the stop button.

5. When the experiment is in progress, the user is always informed via a
notification. If the notification is not active, it means that data collection is
NOT in progress.

C.3.2.1 Registration procedure

Figure C.2: Download iLog on App Store

At the first start, you will have to complete a procedure in which you will be asked
to log in with your account, consent to the processing of data, permission to use the
sensors and the battery, and a short profiling procedure. Give as many permits as
possible and leave every detection system active. The content of messages, videos,
photos, and voice cannot be detected in any way.

You can always manage the permissions and other configuration options from the
Settings menu on the app icon. However, leaving every detection system active will
ensure that data collection takes place at its best and in the most complete way.

What to do if...

• If you had to turn off the phone, before doing so, stop * even I-log; otherwise,
you will lose data collected in the last 30 minutes.

• The sensors are critical: make sure that Wi-Fi and GPS (localization) are
always on.

• Remember to bring the battery charger while the experiment is running.
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Figure C.3: Access iLog with your email

C.3.2.2 Daily questions

Answer times As specified in the paragraph iLog app, this data collection method
should, among other things, reduce the problems previously encountered in similar
investigations related to memory (forgetfulness, different memories, ...) and the
lack of time. For this reason and following the principle with which the app was
structured, we would ask you to fill in the questionnaires as they appear on your
phone. This will not always be possible.

What to do if you cannot answer If you cannot answer the questions
immediately, you can accumulate up to 5 questions. In this case, answer by starting
from the oldest if possible. Before going to sleep, remember to communicate it to
the iLog app by clicking on the icon in the Settings menu and then on the "Sleep"
option.

C.3.3 Privacy
All the iLog projects are evaluated by the Ethics Committee for Experimentation
with Human Beings and are held by the EU Regulation 2016/679 "General Regula-
tion on the protection of personal data" (GDPR), the D.lgs. n. 196/2003 "Code
regarding the protection of personal data" and the relative Annex A.4 "Code of ethics
and good conduct for the processing of personal data for statistical and scientific
purposes" (Provision of the Guarantor No. 2 of the June 16, 2004, Official Journal
August 14, 2004, No. 190) sanction the right of every person to the protection of
personal data.
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Figure C.4: iLog study registration procedure

Figure C.5: Example of iLog daily questions

Under the aforementioned legislation, the processing of personal data by researchers
involved in the research activity of the WeNet Project will be based on compliance
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with the principles outlined in Art. 5 of the GDPR and, in particular, to those of
legality, correctness, transparency, relevance, not excess and to guarantee adequate
security of personal data.

The data are collected, stored, and processed anonymously. Each participant will
be assigned an ID so as not to be able to relate it to his true identity. Furthermore,
personal data may be communicated anonymously to other universities, institutes,
research institutions, and researchers for similar research purposes. Participants
can request their data, withdraw from the survey anytime, and ask for data and ID.

C.3.4 FAQs
I can’t find the app on the Google Play store Please check that you have
an Android 6.0 or higher operating system installed on your smartphone. Typically,
the information is found in Settings » System Info. If so, please check punctuation
in your Google Play Store (iLog) search.

Is iLog compatible with my smartphone A: iLog works on every phone
that runs Android version 6 or up, you can check your operating system version
in the Settings of your device. On some smartphones, there are some aggressive
battery-saving techniques, i.e., Xiaomi, Huawei, latest Samsung, among others. On
these phones, it is usually possible to exclude some applications from this, and iLog
should be one of them. The way to do it depends on different factors, and you
should probably search on Google how to do it for your phone/operating system. To
be clear, it happens also with WhatsApp and other prevalent applications, however,
they are so popular that they are excluded by the battery-saver policies by default.
On devices that use stock Android operating systems, it is enough to grant iLog
the battery permission during installation, but unfortunately, this is not enough on
many devices.

Can I install the app on tablets? We prefer using personal phones for the
experiment since they are easier to carry everywhere. If you can only use a tablet,
you could try but remember to always take the tablet with you to participate in
the experiment in the best possible way. Nevertheless, there are some technical
issues with tablets not having all the sensors the phones have, so they should only
be used as a last resort.

How do I know if the application is working? The application is running
if at least one notification saying “iLog, Tracking is activated” appears in the
smartphone’s notification bar. You should see one (or multiple) small icons on the
top left of the screen and one (or multiple) notifications when you swipe down from
the top (NB. this is smartphone-dependent; some brands do not show the icons, on
some of them you have to swipe with one finger, two fingers, etc).
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Which email account should I use to log in? You should use your personal
email, which is the main Gmail account that you use to access the services on your
smartphone.

Do I have to agree to all the required permissions? Yes, otherwise you will
not be able to complete the installation procedure. You can manage the permissions
by accessing the app menu, but to make the experiment successful, I would ask you
to always keep the GPS on.

Does iLog acquire all kinds of permission for my phone? No, iLog only
accesses some of the permissions according to the purpose of the study. For more
information please refer to the instruction 1.5 Permissions.

Why my steps of permission are different from the instructions? Depend-
ing on your Android version some permission granting may be slightly different

A friend of mine installed the app and I would like to participate in
the experiment too Right now, we are not receiving additional participants
because they would need to fill out the first survey (which is unavailable anymore)
to participate.

Does iLog consume giga/data connection? No, iLog was designed not to
consume data on your smartphone. The data is collected automatically only when
you are connected to a Wi-Fi. You can change this option by accessing the Settings
on the iLog screen.

Is the application using a lot of disk space? It should not. The application
stores the logs momentarily on the device before synchronizing them over Wi-Fi.
If you are always connected to Wi-Fi (like most people do), it does not occupy
any space. If you experience high storage occupation rates, try to see if you have
unsynchronized logs.

Is the application going to affect the battery life of the smartphone?
To a certain extent, yes, but it depends. Depending on the experiment you will
be participating in (and consequently on the sensors used), the application can
consume no to a considerable amount of battery. But keep in mind that iLog runs
continuously and is not like other applications that you open, use for 5 minutes,
and then close. Compared to it, Facebook, Pinterest, and others consume way
more battery! In the end, if you use Facebook, how long will your battery last? I
bet less than some hours. . . We put a lot of effort into minimizing the impact on
the battery life of iLog. We can give you some pieces of advice, and some lessons
learned so that you can use them in the most efficient way possible:
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1. Keep the smartphone’s Wi-Fi on and, if possible, let it connect to available
networks. If the phone is connected to a Wi-Fi, iLog detects the user’s location
(when applicable) from there and not from the GPS sensor (that is the most
energy-depending component of the device, apart from the screen (that we do
not use));

2. Inside or close to buildings, there is no GPS signal. If you are in the office, or
at your desk, you should be connected to a Wi-Fi network, otherwise, iLog
keeps trying to detect the GPS signal and this is an energy-demanding task.

Is iLog compatible with external Battery Manager applications On the
Google Play store nowadays it is possible to find many applications that promise to
save the battery life of your device. Some devices come with this kind of application
pre-installed. As a general rule, iLog is not compatible with them because they
simply kill all the applications that run in the background. Smarter applications
allow white-listing and exclude some applications from this behavior: iLog should
be one of them. To be clear, it happens also with Whatsapp and other very
popular applications, however, they are so popular that they are excluded by the
battery-saver policies by default.

Is iLog compatible with my smartphone’s (temporary) Battery Saver
settings? On many Android phones there is the possibility to temporarily
enable a specific setting that limits battery consumption, it is usually called Battery
Saver (the name can be different, it depends on your phone brand/model) and
is accessible from the top menu (scrolling down). This functionality should be
used rarely by the user in those situations when the battery level is low and you
need it to last some more hours. When this functionality is enabled, iLog (as
well as any other application running in the background and/or fetching data in
the background) is blocked by the operating system and cannot collect data. To
overcome this limitation, most operating systems allow the exclusion of applications
from this behavior: iLog should be one of them. The way to do it depends on
different factors and you should probably search on Google how to do it for your
phone/operating system. To be clear, it happens also with WhatsApp and other
very popular applications, however, they are so popular that they are excluded by
the battery-saver policies by default. If you are using Xiaomi phones, please turn off
“Battery Saver” manually after finishing the installation. Refer to i-log instruction
1.5. Permission-Battery-Xiaomi.

If you are using Samsung phones, please turn off the “Battery Saver” and apps
similar to the “Smart Manager app” manually after finishing the installation. Refer
to i-log instruction 1.5. Permission-Battery-Samsung.

If you are using a Sony phone, you can manually put iLog into “Power-saving
exceptions” after finishing the installation. Refer to i-log instruction 1.5. Permission-
Battery-Sony.
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If you are using Huawei phones, please turn off “Battery optimization” manually
after finishing the installation. Refer to i-log instruction 1.5. Permission-Battery-
Huawei.

How do I access notifications? Notifications should appear directly on your
smartphone screen. If not, try to check from the (Settings) menu of the app, which
is located on the smartphone screen (not the iLog icon). If you don’t see the settings
button, pull the screen down with two fingers.

I can’t find the app menu The (Settings) menu of the app is located on the
smartphone screen (not the iLog icon). If you don’t see the settings button, pull
the screen down with two fingers.

Do I always have to answer every half hour? No, although, for the sake of a
successful experiment, it is advisable to try to answer every half hour. Applications
accumulate up to a maximum of 12 notifications (i.e. 6 hours of detection). After
that, iLog will erase the older one to make space for new questions that appear every
half hour. Therefore, to avoid losing too many notifications (and the possibility of
being paid) and forgetting what you were doing or having to fill in too many time
diaries in one go, I recommend checking the app at least every 2 hours. Additionally,
you have the option to stop notifications in three moments:

1. when you go to sleep

2. when you are in class

3. when you play sports

You can find this option in the app settings.

Can I stop notifications? Yes, you have the option to stop notifications in three
moments:

1. when you go to sleep

2. when you are in class

3. when you play sports

You can find this option in the app settings.

Is it normal that I don’t receive notifications on iLog (when applicable)
No it is not normal, if you had internet connection (which is required to receive
questions) then please send a request for help to the experiment helpdesk (more
information below).
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Can I turn off the smartphone? Yes, you can. Remember before stopping the
app (you can find the option on the iLog drop-down menu). In this way all your
data that you have not yet synchronized will be kept on your smartphone. If you
do not stop iLog, all unsaved data (and therefore not sent to the server) will be lost.
To avoid this, I recommend checking now and then the number of notifications you
haven’t sent yet. You can see them through: Smartphone screen (Do not click on
the iLog icon - if you don’t see the settings button, pull the screen down with two
fingers) » Settings » Data » Manage Log » “n. files to sync”.

What happens if my smartphone shuts down? If you do not stop iLog, all
unsaved data (and therefore not sent to the server) will be lost. To avoid this, I
recommend checking now and then the number of notifications you haven’t sent yet.
You can see them through: Smartphone screen (Do not click on the iLog icon - if
you don’t see the settings button, pull the screen down with two fingers) » Settings
» Data » Manage Log » “n. files to sync”.

Furthermore, even if iLog has been designed to consume a maximum of 7% of daily
battery, I recommend that you always carry the charger with you for the duration
of the experiment.

My phone broke, and I just got a new one. Can I continue the experiment?
Yes of course. Once you download the app you will only have to be careful to log in
with the same credentials that you used when you installed it the first time. In this
way, we can also recover all your data.

Please, remember that for the experiment’s success (and therefore to be paid), you
will have to fill in at least 85% (i.e., 11 days) of the notifications.

Time diaries, what does it mean ...?

• Personal care includes activities such as brushing, combing, make-up, having
a shower, etc.

• Social Life / Entertainment: hang out with friends or colleagues that involve
relaxing activities such as going to the pub, walking, or going to dance /
karaoke, etc.

• Social media refers to the use of Facebook, Instagram, Twitter, etc.

• Internet (for leisure) refers to the use of Internet not for study/work activities,
which involves watching TV series, movies, YouTube, or commercial sites such
as Amazon and eBay, look at the personal Mail, ...

• Cultural activity (Cinema, Theater, ...) includes all cultural activities carried
out outside the home. Also included are Concerts, participation in Conferences,
...
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• Arts / Hobbies are all kinds of entertainment, even occasional, not included in
the previous wording. If you are an artist or a professional musician and you
are preparing for a performance, you will prefer to indicate the hours spent
for this purpose as Study or Work

• Rest is considered as the afternoon rest, different from the option e. To sleep

• Home is the DOMICILE you have during the period in which you attend
classes. If you live with your parents, select Parents Home, which concerns
the place where there is your legal RESIDENCE.

• Library is intended as a university library, different from the Municipal or
Foundations, for which the option Others Library should be selected.

• Friends home, acquaintances or distant relatives who are not your family
members

• Work includes both the activities you do for your (paid) job and those you do
for an internship (at university or another institution/company). For activities
other than those mentioned, you can select the Study or Volunteer options.



D
Data preparation support materials

Contents
D.1 Codebook template . . . . . . . . . . . . . . . . . . . . . . . . . . 236

D.1.1 Data report overview . . . . . . . . . . . . . . . . . . . . . 236
D.1.2 Summary table . . . . . . . . . . . . . . . . . . . . . . . . . 236
D.1.3 Descriptive statistics . . . . . . . . . . . . . . . . . . . . . . 236

D.2 Technical report template . . . . . . . . . . . . . . . . . . . . . . 236
D.2.1 TITLE: LivePeople Data Descriptor (Template) . . . . . 238
D.2.2 Background &Summary . . . . . . . . . . . . . . . . . . . . 238
D.2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
D.2.4 Data Records . . . . . . . . . . . . . . . . . . . . . . . . . . 239
D.2.5 Technical Validation . . . . . . . . . . . . . . . . . . . . . . 239
D.2.6 Usage Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
D.2.7 Code availability . . . . . . . . . . . . . . . . . . . . . . . . 240
D.2.8 Author contributions statement . . . . . . . . . . . . . . . 240
D.2.9 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . 240
D.2.10 Competing Interest . . . . . . . . . . . . . . . . . . . . . . 241

This section presents the templates useful for describing the data collected and
the project that carried out the data collection. Together with the datasets, this
documentation is the main output of the data preparation and management phase
and is useful both for the internal description of the datasets (to facilitate their
management) and for external distribution (to facilitate their understanding and
reuse). To this end, the documentation is made up of two main templates, namely
the template for the codebook (which describes the datasets collected) and the
one for the technical report (which describes the investigation and data collection
process).
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D.1 Codebook template
D.1.1 Data report overview
The dataset examined has the following dimensions:

Feature Result
Number of observations .
Number of variables .

Table D.1: Codebook overview

D.1.2 Summary table

Variable Description Class Unique val-
ues

Missing

Acronym of
the variable
present in the
dataset

Description of
the variable

Variable class
(numeric,
string,
datetime,
boolean, ...)

Unique values
or number of
users

Missing values

Table D.2: Overall description of each collected variable

D.1.3 Descriptive statistics
D.1.3.1 Questionnaire

Feature Result
Variable type .
Number of missing obs. .
Number of unique values .
Mode .
Reference category .

Table D.3: Descriptive statistics for categorical variables

List of labels:...

D.1.3.2 Active data

D.1.3.3 Passive data

D.2 Technical report template
The technical report describes:
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Feature Result
Variable type .
Number of missing obs. .
Number of unique values .
Median .
Min and Max .

Table D.4: Descriptive statistics for numeric variables

Userid Day 1 Day 2 Day n
1 . . .
2 . . .
3 . . .

Table D.5: Enter in the table the number of daily contributions (e.g., answers to
questions, photos) sent by each participant.

Sensor name
Userid Day 1 Day 2 Day n
1 % % %
2 % % %
3 % % %

Table D.6: Descriptive statistics for passive data with predefined frequencies (e.g.,
accelerometer). Enter the percentage of observations obtained for each participant on
each survey day in the table.

Sensor name
Userid Day 1 Day 2 Day n
1 . . .
2 . . .
3 . . .

Table D.7: Descriptive statistics for passive data without predefined frequencies (e.g.,
running app). Enter the number of observations obtained for each participant on each
survey day in the table.

1. The purpose of the data collection (what: defines the boundaries in which
data are applicable)

2. The SOA on methodology and datasets (why: absence of this type of data or
helps to find similar data available)

3. Explanation of how the data were collected (data collection process)

4. Outline of type of data collected, potential reuse (e.g., example of bivariate
statistics)



238 D.2. Technical report template

D.2.1 TITLE: LivePeople Data Descriptor (Template)
AUTHOR: Author 1, Author 2

INSTITUTE: University of Trento, University of ...

Abstract
The abstract should describe the data collection process, the analysis performed,
the data, and their reuse potential. It should not provide conclusions or interpretive
insights. Minimum length 100 words / maximum length 500 words.

D.2.2 Background & Summary
An overview of the study design, the assay(s) performed, and the created data,
including any background information needed to put this study in the context of
previous work and the literature. The section should also briefly outline the broader
goals that motivated the creation of this dataset and the potential reuse value. A
figure that provides a schematic overview of the study and assay(s) design may be
included (see e.g., Figure D.1). The Background & Summary should not include
subheadings and should be max 700 words.

Figure D.1: Typical study design - schematic representation of the protocol

The required information to complete this section should be found in the Research
Design document and the pre-registration document (optional).
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D.2.3 Methods
The Methods should include detailed text describing any steps or procedures used
in producing the data, including full descriptions of the experimental design, data
acquisition assays, and any computational processing (e.g. normalization, image
feature extraction). Related methods should be grouped under corresponding
subheadings where possible, and methods should be described in enough detail to
allow other researchers to interpret and repeat if required, the full study. Authors
should cite previous descriptions of the methods under use, but ideally, the method
descriptions should be complete enough for others to understand and reproduce the
methods and processing steps without referring to associated publications. There is
no limit to the length of the Methods section.

Below are the sub-paragraphs that are typically used to describe the methods.

1. Data collection tools

2. Sample design

3. Incentives strategy

The required information to complete this section should be found in the Research
Design document and the pre-registration document (optional).

D.2.4 Data Records
The Data Records section should be used to explain each data record associated with
this work, including the repository where this information is stored, and to provide
an overview of the data files and their formats. Each external data record should
be cited numerically in the text of this section, for example, and included in the
main reference list as described below. A data citation should also be placed in the
subsection of the Methods containing the data-collection or analytical procedure(s)
used to derive the corresponding record. Providing a direct link to the dataset may
also be helpful to readers (e.g., https://doi.org/10.6084/m9.figshare.853801).
Tables should be used to support the data records, and should indicate the samples
and subjects (study inputs), their provenance, and the experimental manipulations
performed on each (please see ’Tables’ below). They should also specify the data
output resulting from each data-collection or analytical step, should these form part
of the archived record.

D.2.5 Technical Validation
This section presents any experiments or analyses that are needed to support the
technical quality of the dataset. This section may be supported by figures and
tables, as needed. This is a required section; authors must present information
justifying the reliability of their data.

This section should contain information about the following:

https://doi.org/10.6084/m9.figshare.853801
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1. Sample dropouts (and/or attrition effects)

2. Data preparation and anonymization strategies

3. Questions and scale validation

D.2.6 Usage Notes
The Usage Notes should contain brief instructions to assist other researchers with
reusing the data. This may include a discussion of software packages that are
suitable for analyzing the assay data files, suggested downstream processing steps
(e.g., normalization, etc.), or tips for integrating or comparing the data records
with other datasets. Authors are encouraged to provide code, programs, or data-
processing workflows if they may help others understand or use the data. Please
see our code availability policy for advice on supplying custom code alongside Data
Descriptor manuscripts. For studies involving privacy or safety controls on public
access to the data, this section should describe in detail these controls, including how
authors can apply them to access the data, what criteria will be used to determine
who may access the data, and any limitations on data use.

D.2.7 Code availability
For all studies using custom code in the generation or processing of datasets,
a statement must be included under the heading "Code availability", indicating
whether and how the code can be accessed, including any restrictions to access.
This section should also include information on the versions of any software used, if
relevant, and any specific variables or parameters used to generate, test, or process
the current dataset.

References

D.2.8 Author contributions statement
Must include all authors, identified by initials, for example: A.A. conceived the
study, A.A. and B.A. conducted the study, C.A. and D.A. analysed the results. All
authors reviewed the manuscript.

D.2.9 Acknowledgements
Acknowledgments should be brief and should not include thanks to anonymous
referees and editors or effusive comments. Grant or contribution numbers may be
acknowledged.
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D.2.10 Competing Interest
The corresponding author is responsible for providing a competing interests state-
ment on behalf of all authors of the paper.

Example: All authors declare no competing interests during the data collection,
preparation, and analysis of this dataset.



242



E
Catalog user journey

Contents
E.1 Accessing the catalog and exploring services . . . . . . . . . . . 243
E.2 Dataset search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
E.3 Dataset exploration and download requests . . . . . . . . . . . . 245

To demonstrate the use of the Catalog, in this section, we present a three stage
user journey. We will also introduce connected services for full use of the Catalog.
Therefore, this section is divided into 3+1 sections: (1) Accessing the catalog and
(1a) exploring services; (2) Searching for datasets; (3) Exploring data sets and
download requests.

E.1 Accessing the catalog and exploring services
The first step concerns the landing page in Figure E.1, where the user will find
various information regarding the Dataset Catalogue. Firstly, a description of the
type of datasets available, the methodology with which they are collected and a
summary of the access methods. By clicking on the Browse button, she will be able
to access the Catalogue. Alternatively, if she already know the type of data she is
interested in, she will have the possibility to select the Category using the below
banner.

An essential component of the page, which allows the user to explore the full
potential of the Catalog, concerns the aspect of the services, described in the
previous section. The services currently identified are:
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Figure E.1: Catalog Landing Page

1. Experiment Designer : support in the design and management of a data
collection

2. iLog App: which refers to the description of the data collection app
3. iLog Configuration: iLog app configuration service
4. Participants Engagement: ability to select an on-demand panel of participants
5. Data Preparation: management of collected datasets
6. Compositional Download: ability to compose the datasets published in the

catalog according to the user’s needs

At the time of writing this deliverable the web pages for each service (except for
the iLog App) are under development.

In the footer of the page, the user will find other information regarding complemen-
tary Catalogs to Catalog within the DataScientia project, a soon-to-be foundation
that will act as a citizen science community in the field of generation, management,
and sharing of person-centric data and their related resources (see also [242]).

E.2 Dataset search
By clicking on Browse, the user will have the possibility to see the list of datasets
available in the Catalog (see Figure E.2). To ensure a detailed description of each
resource and to facilitate compositionality, the datasets are presented individually
and with a brief description. Through the title, the user will be able to recognize:
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the acronym of the data collection, the place where it took place, and the name of
the dataset.

Figure E.2: Catalog Dataset Search

Through the Search function, enabled by the search bar and by the tags available
on the left side of the web page, the user will be able to identify the datasets of
interest. Some of the possible searches concern the acronym of the data collection
and the place of collection (as in the example in Figure E.2), but also the name of
the dataset and its type.

E.3 Dataset exploration and download requests
Finally, the user will be able to select the dataset of her interest by accessing the
dataset page (see Figure E.3). On the dataset page, the user will find a brief
description of the dataset, which includes the data collection project of which it is a
part. Furthermore, the user will find a list of resources associated with the dataset,
such as the technical report describing the data collection, the codebook containing
a set of descriptive statistics, and the labels associated with each variable contained
in the dataset and optionally additional materials (e.g., the questionnaire used or
the notes of the researchers who carried out the data collection).

If interested in one or more datasets, she can make a download request by filling in
the appropriate form to be sent to the email linked in the metadata.
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Figure E.3: Catalog Dataset Resources and Metadata
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