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A B S T R A C T

This paper investigates the fatigue strength modelling of high-performing welded steel joints. The work con-
siders the strain-based, notch stress, averaged strain energy density approaches, and linear elastic fracture
mechanics. A comparison of the methods with experimental data shows that the predictions vary significantly for
different modelling assumptions. Only the microstructure-sensitive strain-based approach can predict the fatigue
life of various weld geometries and plate thicknesses. The explicit modelling of the localised plasticity using the
microstructure-dependent representative volume element is required for accurate prediction of the short crack
initiation and growth periods, which dominate the fatigue life modelling of high-performing welds.

1. Introduction

The first concept of the fatigue strength modelling of welded
structures was defined by the early works of Wöhler and Basquin; see
[1,2]. The established Wöhler (or S-N) curve concept predicts the fa-
tigue life by comparing the reference stress S to the experimentally
defined fatigue life N. Since the Wöhler curve, several other modelling
methods have been introduced; see e.g. [3]. In terms of modelling, the
most important concepts are the Coffin-Manson relationship and Paris’
law; see [4–7]. The first concept links cyclic elastic and plastic strain
amplitudes to material fatigue life, i.e. macro crack initiation, Ni, while
the latter allows the modelling of the crack growth period, Np. In recent
decades, significant effort has been made in terms of multi-scale mod-
elling and accurate consideration of crystal plasticity; see e.g. [8,9]. The
microstructure-sensitive plasticity models aim to develop the original
Coffin-Manson relationship further in order to explicitly consider the
effects of the microstructure on fatigue damage accumulation at the
grain level. Paris’ law has also been extended, e.g. for different loading
histories. Similarly, the applicability of the Wöhler curve concept has
been extended by the development of different reference stress defini-
tions such as structural and notch stress; see e.g. [10]. However, limited
effort has been made to develop the S-N curve concept further to cover
both crack initiation and growth explicitly in the same model. In the
last decade, this kind of continuum-based fatigue strength modelling
has received interest thanks to the need for new high-performing
lightweight solutions and improved sustainability of the structures used
in transportation, mechanical, and civil engineering [11].

Increased load-carrying capacity and weight reduction of large
structures such as ships is possible if thinner plates, high-strength steels,
and efficient structural topologies are utilised. The main limiting design
factor is the fatigue strength assessment of these complex welded
structures [11]. The key modelling challenges are the considerations of
(1) welding-induced distortion and weld bead shape (i.e. macro-geo-
metrical features), (2) weld notch shape and imperfections (i.e. micro-
geometrical features), and (3) material effects; see e.g. [11]. For ex-
ample, in thin plate structures the welding-induced distortions can re-
sult in significant secondary bending stress in fatigue-critical welds.
Furthermore, unfavourable weld notch shapes and weld imperfections
such as undercuts increase the stress concentration and may sig-
nificantly reduce fatigue strength [12–14]. In thin-walled and high-
strength steel structures, the management of weld imperfections is be-
coming increasingly important; see e.g. [15–18]. These challenges can
be solved by using a well-controlled manufacturing process, and ex-
cellent fatigue strength can be obtained for welded joints and full-scale
structures [19–25]. As shown in Fig. 1, the current fatigue design curve
(FAT100) is significantly exceeded by a high-performing welded joint
(FAT > 200 MPa). However, the utilisation of this fatigue strength
potential is not possible since existing fatigue strength modelling
methods have their limitations.

The key challenge in the fatigue strength modelling of large welded
structures is that the detailed geometry and material modelling of fa-
tigue critical structural details is time-consuming. A large structure like
a cruise ship can include several hundred kilometres of weld seams,
both in the hull girder and in the superstructure. As the hull girder
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Nomenclature

Symbols

ΔW Average strain energy density range
ΔWa Average strain energy density range for 2 million load

cycle
ΔKth Threshold value of stress intensity factor
Δσ Stress range
A Area of cross-section
a Crack length
b Fatigue strength exponent
C Paris law constant
c Fatigue ductility exponent
D Notch depth
d Averaged grain size
d99% Grain size at a 99% probability level
dv Volume‐weighted average grain size
E Young's modulus
ET Tangent modulus
F Force, safety factor for survival probability level of 97.7%
h Weld height
K Strain-hardening coefficient
KI Stress intensity factor
k Inverse slope of ΔW-life curve
kf Fatigue notch factor
km Stress magnification factor
m Inverse slope of S-N curve
N Fatigue life, number of cycles
n Paris law slope coefficient, strain-hardening exponent
P Probability for failure
PSWT Fatigue damage parameter according to Smith, Watson

and Topper
R Load ratio
R0 Control volume radius
s Distance from crack tip perpendicular to the maximum

principal stress direction
S Reference stress
t Plate thickness
Tσ Scatter range index, fatigue strength ratio of 10% and 90%

failure probability levels
w Weld width
ΔKI Range of stress intensity factor

β Notch opening angle
ε f Fatigue ductility coefficient
ν Poisson's ratio
θ Weld flank angle
ρ Notch root radius
σ Stress
σf Fatigue strength coefficient
σy Yield strength

Subscripts

i, p, f Initiation, propagation, failure
eff Effective
t, r Toe, root
n, m Crack growth step indexes
cri Critical
nom Nominal
hs Structural hot-spot

Abbreviation

BS British standard
CGR Crack growth rate
ENS Effective notch stress approach with a fictitious rounding

of 1 mm
FAT Fatigue class, characteristic fatigue strength at 2 million

load cycle
FEA Finite element analysis
HAZ Heat affected zone
HM Martens Hardness
HV Vickers Hardness
IIW International Institute of Welding
LEFM Linear elastic fracture mechanics
PM Parent material
Rref Effective notch stress approach with a fictitious rounding

of 0.05 mm
RVE Representative volume element
SCG Strain-based crack growth approach
SED Strain energy density approach
WM Weld metal
PF Primary ferrite
P Pearlite
AF Acicular ferrite

Fig. 1. Fatigue strength of a high-performing laser-hybrid welded butt joint in a thin plate structure. Both small- and full-scale experiments are included [11].
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deforms in waves, fatigue failure can initiate at multiple locations si-
multaneously. In design, the structural stress approach is commonly
applied to determine the highly stressed locations prone to fatigue
failure. This method has an excellent balance between computational
cost and accuracy; see e.g. [21,23]. In the structural stress approach,
the reference stress for fatigue assessment is defined using a simplified
finite element model of the real structure. The fatigue life is predicted
using an S-N curve derived from the experiments on representative
small-scale specimens. The structural stress approach considers the
macro-geometrical effects but neglects explicit modelling of the stress
concentration induced by weld notches. Thus, the weld notch effect is
considered implicitly through the reference S-N curve. This approach,
based on the Wöhler curve concept, is applicable if the geometry of the
welded joint is similar to the reference data used for the determination
of the S-N curve. Therefore, while the S-N curves typically contain a
broad variation of weld geometries, a well-controlled manufacturing
process can produce welded joints with favourable geometries that
represent only the high-strength portion of the statistical sample; see
[19,24], and [25]. This difference causes undesirable conservativeness
in fatigue strength modelling, and thus new structural stress S-N curves
are needed for high-performing welds and structures. High-performing
weld is result of high-precision manufacturing and better quality con-
trol, leading to superior fatigue strength. Thus, fatigue design of these
welds is related to manufacturing technology applied and resulted
geometrical properties. To define weld geometrical property-based ac-
ceptance criteria for different fatigue classes, the development of
quality-based fatigue design rules has been initiated; see e.g. [26]. This
development requires systematic experimental work and numerical
analyses with local fatigue approaches, such as the notch stress ap-
proach, that models the weld geometry explicitly; [21]. In comparison
to the original Wöhler curve concept, these local fatigue approaches
utilise the local stress or strain calculated within a control volume,
instead of nominal stress.

When discussing the fatigue strength modelling of welds, it is im-
portant to distinguish a normal, i.e. low-performing, weld and a high-
performing weld. A normal weld can incorporate crack-like defects such
as sharp undercuts and it is thus commonly assumed that the crack
propagation life Np dominates the total fatigue life. Consequently, the
initiation life Ni is assumed to be negligible. This assumption is not
valid for a high-performing weld with favourable notch geometry and a
small micro-geometrical effect. A longer initiation time can lead to a
significant difference in the fatigue strength and life in comparison to a
normal weld; see e.g. [18,25–31]. Accurate modelling of this difference
might be a challenge for the existing stress-based local approaches,
which give a quick fatigue life prediction by using the local stress or
strain value together with the S–N curve for the total fatigue life [21].
In the case of high-performing welds, the local approaches can lead to
inaccuracies in fatigue life predictions since these approaches are pre-
ferable to modelling crack initiation close to endurance limit; a loca-
lised control volume and linear elastic material model with small-scale
yielding assumption are used. Consequently, the suitability of different

local approaches and modelling assumptions for the prediction of the
fatigue strength and life of high-performing welds should be in-
vestigated further.

In this paper, the influence of variations in the weld geometry on
fatigue strength modelling is investigated. The research shown in this
paper is a continuation of the work initiated in [22]. This paper extends
the previous work by covering several different local approaches and
includes the influence of plate thickness together with material mi-
crostructural effects. A workflow of the paper is the following. In
Section 2, the requirements for geometry and material modelling of
high-performing welds are discussed. Then, the modelling requirements
are reflected to the fundamental assumptions used in local approaches.
To cover different modelling assumptions, this study includes micro-
structure-sensitive strain-based crack growth approach, crack propa-
gation approach based on linear elastic fracture mechanics, averaged
strain energy density approach, and effective notch stress approach; see
Fig. 2. Section 3 explains details of numerical simulations for fatigue
life comparisons. The comparisons is done using the case study, which
includes one normal and two high-performing butt-weld geometries.
The results of numerical analyses are shown in terms of structural stress
and they are compared with fatigue test results for welds with different
quality i.e. performance levels. The study includes both thick and thin
plates in order to reveal the effect of the thickness-dependent stress
gradient on the fatigue strength modelling. In Section 4, the comparison
of the methods is presented. Furthermore, the influence of the weld
geometrical shape on fatigue crack initiation and growth are discussed.
The paper ends with a holistic discussion and conclusions in Sections 5
and 6, respectively.

2. Fatigue strength modelling approaches

2.1. Geometry and material modelling of high-performing welds

Welded joints can be divided, on the basis of their fatigue strength,
into normal and high-performing welds. However, providing an accu-
rate definition in terms of macro- and micro-geometrical features is a
challenge. Indeed, the definition that currently exists covers only
normal welds. The normal welds may include weld imperfections as
specified in guidelines and different standards; see e.g. [32,33]. Because
of crack-like imperfections, e.g. a 0.1–0.2-mm initial crack, their fatigue
strength is mainly dependent on macro-geometrical features such as
weld bead shape and welding-induced angular misalignment. For this
study, the high-performing welds are defined physically as a beneficial
combination of the micro-geometrical features, i.e. weld notch geo-
metry and material properties, which together yield reduced plasticity
and crack driving force because of the absence of crack-like imperfec-
tions. This beneficial combination is seen as a superior fatigue strength
in comparison to normal welds as illustrated in Fig. 1. Mathematically,
the definition is based on the macro crack initiation and propagation
time, i.e. Nf = Ni + Np. For a high-performing weld, the macro crack
initiation life also contributes significantly to the total fatigue life in the

Fig. 2. The considered local approaches and their modelling competences.
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medium-cycle range (Nf = 104-106), i.e. Ni > 0.5*Nf. In order to
capture the crack initiation period, robust modelling of the influence of
weld notch geometry and material stress-strain behaviour on fatigue
damage accumulation is crucial. In addition to the weld’s macro geo-
metry, micro-geometrical features such as weld notch shape need to be
characterised since they affect the stresses and strains at the location of
fatigue damage. Fig. 3 proposes a simplified geometry modelling ap-
proach for high-performing welds in which the depth and radius of
undercut are able to describe the micro-geometrical features for varied
weld sizes and bead shapes. Since the crack initiation time is significant,
the modelling of both the notch-induced stress gradient and material
effects is equally important. Furthermore, when continuum-based
modelling, such as the Coffin-Manson relationship, is considered, the
material has an influence on both the response (dislocation-induced
plasticity) and fatigue strength (formation of sub-grain boundaries,
crack nucleation and crack formation). Thus, the material modelling
affects the crack driving force, as the plastic response and fatigue da-
mage area evolve after a crack has been initiated from the weld notch.
Consequently, the modelling of a crack driving force should be unified
to consider the internal and external loading, plastic deformation be-
haviour, and the microstructure-dependent representative volume ele-
ment where the fatigue damage occurs. To illustrate the influence of
these key modelling factors on fatigue strength and life prediction, we
first introduce a model that covers all these aspects explicitly. Then the
results are compared to various local approaches that can only include
these aspects partially, either implicitly or explicitly.

2.2. Microstructure-sensitive strain-based crack growth modelling

A robust fatigue approach should be able to explicitly model (1) the
initial weld geometry and its changes during crack growth, (2) the elastic-
plastic behaviour of the material, and (3) the influence of the micro-
structure of the material on accumulated fatigue damage and, conse-
quently, the crack growth. The recently published Strain-based Crack
Growth (SCG) approach includes these modelling aspects while still being
suitable for welded joints; see [34,35]. In this approach, the initiation and
growth of the fatigue crack are modelled as an accumulative fatigue da-
mage process within a Representative Volume Element (RVE). The defi-
nition of RVE combines the property- and microstructure-based statistical
equivalence in order to be suitable for different materials and materials
zones. The RVE size is defined as the size that shows convergence between
averaged material hardness i.e. local plastic deformation and a char-
acteristic value of grain size statistics. Based on the experimental and
statistical study in [36–38], the RVE size is defined as grain size at a
probability level of 99%, d99%. This shows excellent convergence for dif-
ferent welded steels material and material zones as shown in Fig. 4. This
definition for RVE is in line with the Hall-Petch relation since the weakest
material point (i.e. lowest strength) can be related to the largest grain size;
see [39,40]. Thus, the size of this microstructure-dependent RVE depends
on the material microstructure e.g. parent material property and applied
welding and manufacturing process. For instance in the case of low

strength structural steel, the RVE size of 27 μ m for the parent material, 56
μ m for HAZ of submerged arc weld, and 10 μ m for HAZ of laser-hybrid
weld due to differences in grain size dispersion [34].

Using the microstructure-dependent RVE as a calculation unit, the
fatigue crack initiation and growth is modelled as repeated fatigue da-
mage process. Hence, the analysis uses the measured initial geometry of
the notch as a starting point. After the failure of the initial RVE, the crack
is propagated through successive RVEs until the final fracture is reached.
Thus, the fatigue crack initiation, short crack growth, and long propa-
gation behaviour are all considered as a continuous process in the same
model, as shown in Fig. 5. In Fig. 5 the results are plotted as a function of
effective crack length, where RVE size (d99%=0.01 mm) is considered as
an initial crack size. During the crack growth, the stress concentration
and stress gradient increase, affecting the amount of plasticity in the
RVE. For short cracks (Period A in Fig. 5), the size of the plastic zone is
smaller than the size of the RVE and the crack tip behaviour is mainly
linear elastic, while for macro cracks (Period B in Fig. 5) the size of the
plastic zone is larger than that of the RVE and crack tip blunting is
visible. For long cracks (Period D in Fig. 5), the crack tip constrain effect
is suddenly lost as a result of high plasticity (Point C) and the radius of
the blunted crack tip is large in comparison to the size of the RVE. These
changes in the plasticity of the RVE have an influence on the cyclic
stresses and strains, resulting in different growth rates of fatigue damage
(e.g. an increased rate of the Smith Watson and Topper fatigue damage
parameter PSWT). It is worth mentioning that the crack growth rate (CGR)
obtained by an SCG approach, calculated through a microstructure-sen-
sitive strain-based approach, has shown very good agreement with ex-
perimental CGR measurements [34].

In SCG analysis, the fatigue-effective stresses and strains are defined
as average values over the RVE since latter defines the material volume
in which continuum-based modelling can be used to describe fatigue
damage (i.e. the nucleation and coalescence of micro cracks) causing
microscopic crack growth; see [34]. Thus, the fatigue effective stress is

=
d

ds1 ·eff o

d

99%

99%

(1)

where d99% is the grain size at a probability level of 99% i.e. material
characteristic length and σ is the maximum principal stress. Accord-
ingly, the maximum principal stress distribution is averaged over dis-
tance d99% in the direction of the coordination axis s, which starts from
the notch tip and is perpendicular to the direction of the maximum
principal stress; see [35].The calculation of the stress distributions at
the notch or in the crack area is carried out using the finite element
method in order to have robust elastic-plasticity analysis. The minimum
element size, defined on the basis of the microstructure of the material
and result convergence, is at least ten time smaller than RVE size to
model non-linear deformation shape of the RVE using linear 4-node
elements. The non-linear material behaviour is described using the
isotropic hardening rule and the von Mises yield criterion. In order to
model the plastic deformation occurring during the first initial load
cycle and followed material cyclic hardening or softening, separate

Fig. 3. Proposed geometry and material modelling of a high-performing weld, including the macro geometry (weld width w, weld height h, weld flank angle θ), micro
geometry at the weld notch (notch depth D, notch opening angle β, and notch root radius ρ), and different material zones (parent material PM, heat-affected zone
HAZ, weld metal WM), modified from [35].
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stress–strain curves are applied for initial monotonic and following
cyclic loading for each crack growth step. Consequently, the FE analysis
includes two steps within which the monotonic stress–strain curve is
applied to calculate the maximum stress σ max. Then the strain ampli-
tude εa is calculated using the cyclic stress–strain curves. Alternatively,
combined isotropic and kinematic hardening models can be used con-
sidering both monotonic and cyclic material behaviour with one ma-
terial model; see [41].

The fatigue life, i.e. the load cycles corresponding to crack initiation
Nin and to each growth step n, is calculated on the basis of the fatigue-
effective stresses σ maxeff and strains εaeff by using the fatigue damage
parameter PSWT [42] and the Coffin-Manson relationship (see [4,5]):

= + +
E

N N· ·(2· ) · ·(2· )maxeff aeff
f

in
b

f f in
b c

2
2·

(2)

where the parameters σ’f, ε’f, b, and c are the fatigue strength coefficients
[34]. The hardness-based estimation for the fatigue strength coeffi-
cients [43] is used in this case.

The total fatigue life for the final fracture Nf is the sum of the load
cycles covering initiation (n = 0) and all the growth steps (n = 1…m).
Furthermore, on the basis of the number of load cycles Nin at the step n,
the crack growth rate CGR can be calculated at a certain crack length
from:

=CGR a d
N a

( )
( )eff

in eff

99%

(3)

This crack growth rate CGR is always related to a certain crack
length, as shown in Fig. 5, and thus it enables a comparison to be made
between the SCG results and the results based on the fracture mechanics
approach using the stress intensity factor KI. In the calculation of KI for
the SCG analysis results, the effective crack length (aeff = D + a + d99%)

Fig. 4. Martens Hardness HM of ferritic parent materials metal (PF, P) and weld metals (PF, P, AF; AF, PF) as a function of different grain size parameters: average
grain size d, volume‐weighted average grain size dv, large grain size at a 99% probability level d99%, modified from [36,37].

Fig. 5. Example of SCG analysis for crack initiation and propagation based on a strain-based continuum damage model. The development of the calculated stress
triaxiality, damage parameter PSWT, and crack growth rate as a function of effective crack length are shown, modified from [35].
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is used to cover whole damage process from zero crack length until final
fracture. Furthermore, the crack-like undercut with depth D is considered
since it acts as an additional initial crack size to actual crack size a in the
crack propagation analysis shown in Section 2.3.

2.3. Linear elastic crack propagation modelling

When the weld geometry includes sharp undercuts, the following
simplifications are possible. First, the initial geometry can be modelled
as a crack, resulting in the elastic stress distribution ahead of the crack
tip, the shape of which remains the same during crack growth, i.e. the
fatigue life. Second, because of the high stress concentration at the
crack tip and small-scale yielding in the infinitesimal volume, a linear
elastic material model can be used. Then, because of the similitude in
stress distribution between cracks of different sizes, the influence of the
microstructure of the material on the accumulated fatigue damage can
be described with simplified material parameters instead of the explicit
modelling of plasticity.

A well-known model that applies these assumptions is Paris’ law
[7], which uses linear elastic fracture mechanics (LEFM) to predict
number of cycles in stable crack propagation domain. In LEFM, the
material is assumed to be elastic and the damage is assumed to occur in
an elliptical notch with an infinite aspect ratio. Thus, the notch geo-
metry is idealised as a crack and the crack initiation period is neglected.
The stress field solution around the crack tip is described by the Wil-
liams solutions from elasticity theory [44]. Then the explicit con-
sideration of load-redistribution resulting from plasticity is neglected
and this effect is obtained implicitly through the material parameters.
On the basis of the Williams solutions, the stress intensity factor for a
crack tip, KI, can be formulated, and the fatigue crack propagation time
Np to reach the critical crack length acri is calculated utilising Paris’ law:

=N
C K

da1
·p

a

a

I
n

i

cri

(4)

where C is the crack growth coefficient and n the slope of the growth
rate curve. Eq. (4) is solved using the numerical integration and pie-
cewise cubic hermite interpolation. The crack growth increment of
0.001 mm is used to ensure convergence of the results.

2.4. Reference S-N curve concept

Assuming that the weld’s micro-geometrical features, material

behaviour, and crack driving force are similar for different welds, the
concept of similitude can be applied to a wider scope. With these as-
sumptions, the modelling of fatigue strength can be performed with one
independent variable and one dimensionless parameter to transfer
generic information (e.g. fatigue damage behaviour and process) be-
tween different welds. Several local fatigue approaches utilise this
concept, and they are referred to as reference stress or S-N curve ap-
proaches. Two well-known spin-off approaches from the original
Wöhler curve concept are the effective notch stress approach (ENS) and
averaged strain energy density approach (SED). The former uses the
reference stress obtained at the weld notch with a fictitious rounding
radius. The latter uses the averaged strain energy density within a
control volume located around the actual notch geometry. Similarly to
several other local approaches, ENS and averaged SED define their re-
ference stress (or energy) on the basis of the crack initiation phase,
without explicit consideration of the plasticity of material and load
redistribution resulting from crack growth. The dimensionless para-
meter for transferring generic information is obtained from the S-N
curve, which links the reference stress or strain energy to the total fa-
tigue life. Both ENS and SED are efficient engineering approaches for
the prediction of fatigue strength. However, their general use might be
limited to some specific application range since they do not explicitly
model crack propagation. Since the ENS and SED analyses are purely
based on the initial geometry, they do not consider explicitly the
changes in local stresses and strains due to crack growth.

2.4.1. Strain energy density approach
The averaged strain energy density (SED) approach averages energy

within a control volume located around the actual weld notch geometry
[45–47]. The strain energy density is defined within a given control
volume, which, in the case of two-dimensional problems, is a circle or a
circular sector with the radius R0; see Fig. 6. A unified averaged SED
curve (ΔW-life curve) with a fixed control volume is used to determine
the fatigue life [48,49]. The averaged SED value is evaluated using FE
simulations under linear elastic conditions. The SED value ΔW at the
selected nominal stress range is obtained, and the corresponding fatigue
life is calculated using the ΔW-life curve:

=N W W( ) ·2·10f a
k 6 (5)

where ΔWa is the average strain energy density for two million load
cycles.

Fig. 6. Control volume (area) around a sharp V-notch, crack, and blunt notches (top) and actual weld geometry together with the control volume R0 with a radius of
0.28 mm for Case 1, Case 2, and Case 3 (below).
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2.4.2. Effective notch stress approach
The effective notch stress approach (ENS) uses a fictitious rounding

radius to determine a reference stress [21]. Thus, the real notch geo-
metry is replaced by the fictitious rounding to acquire an efficient
analysis methodology for engineering purposes. Usually, a radius of
1 mm is used for modelling weld notches and it considers a material
support effect as shown in Fig. 7; see also [10,50]. Since the 1-mm
fictitious radius can affect the stiffness of welded joints for plate
thicknesses less than 5 mm [32], the notch stress approach with a fic-
titious rounding of 0.05 mm has been introduced, together with a re-
definition of the master S-N curve. This approach is marked here as
Rref = 0.05 mm, [53]. For both methods, ENS and Rref = 0.05 mm, the
notch stress is defined by the fine mesh FE analysis and mesh size in-
dependent strength value derived from the experiments; see [32,50].

3. Numerical simulations for fatigue life comparisons

3.1. Case study for normal and high-performing welds

The numerical investigation is carried out on butt-welded joints
with varied weld geometry. The plate thicknesses investigated are
t = 3 mm and t = 12 mm in order to cover the typical plate thickness
range of large welded structures. The study is focused on the effect of
the weld shape, and thus axial and angular misalignments are not in-
cluded. The same weld shape is used both for the weld toe and root side
in order to avoid secondary bending stress for the original joint geo-
metry. The effect of the weld shape is defined by the weld height h,
width w, flank angle θ, undercut depth D, notch tip radius ρ, and
opening angle β; see Fig. 8. The butt joint is subjected to an axial load
with a nominal stress σ nom = F/A, where A is the cross-section area and
F the applied force. In this study, the nominal stress σ nom equals the
structural stress σ hs since the stress magnification factor is km = 1 as a
result of non-existent misalignments and secondary bending stress. The
nominal stress σ nom also equals the nominal stress range Δ σ nom since
the load ratio of R = 0 is used in the analysis.

Three different weld geometries are considered to study the effect of
the weld shape. The geometries that are studied are based on the sta-
tistical analysis of the systematic geometry measurements for laser and
laser-hybrid welds; see [12,18], and [27]. On the basis of the analysis of
the relationship between the geometrical dimensions of the weld and its
fatigue strength – see e.g. [18,24] – the variation of the weld geometry
is defined with the weld flank angle, weld height, and undercut depth.
Other weld dimensions are kept constant and scaled according to the
thickness of the plate in order to achieve a consistent thickness effect
analysis. The three different cases are defined on the basis of the ana-
lysis of the weld geometry statistics: Case 1) a high-performing weld
(upper bound geometry), Case 2) a high-performing weld (lower bound

geometry), and Case 3) a normal weld with a 0.1-mm undercut. As
shown in Table 1, Case 1 is the smooth weld geometry with a flank
angle of 5°. Case 2 represents a high-performing weld geometry with a
flank angle of 20°. Case 3, i.e. the normal weld, has a flank angle of 60°
and a 0.1-mm-deep undercut, representing the laser or laser-hybrid
welds which has significant imperfections, but still fulfilling the fatigue
strength requirements given in fatigue design recommendations; see
[24]. The material properties of the joints under study are given in
Table 2. The young modulus of 210 GPa and Poisson’s ration of 0.3
were assumed, while the material plastic behaviour was defined based
on monotonic and cyclic loading tests of laser-hybrid welded normal-
strength steels, see [51]. For the narrow heat-affected-zone (HAZ), the
value of mechanical properties are interpolated using the measured
hardness distribution as abscissa; see [35]. The microstructure char-
acteristics were determined based on statistical analysis of Vicker’s
hardness test and grain size measurements using intercept length
method. It is worth to notice that the plastic properties and micro-
structure characteristics are used only for SCG analysis, since other
local approaches (LEFM, SED, ENS) use linear elastic material model. In
SCG analysis, the fatigue crack can initiate and grow into HAZ or PM
material, depending which one is more critical and gives shorter fatigue
life.

3.2. Details regarding the modelling approaches

Depending on the method, the analysis details varied because of
differences in the modelling assumptions. The guidelines for FEA were
used, if available. The strain-based crack growth (SCG) analysis used a
very fine mesh at the weld notch and crack tip; the minimum mesh size
was in the order of 1 μm. The analyses were carried out using 2D Finite
Element analysis and Abaqus Version 6.8-1. The use of 2D assumption
is motivated by the experimental observations and numerical 3D si-
mulation. For modern welding, the defect depth/length ratio is ob-
served varied from 1:20 to 1:10. In such cases, the 3D effect is not
significant; see [54]. Furthermore, the edge crack behaviour is observed
for the fracture surfaces of the high-performing full-scale structures
shown in Fig. 1; see [11]. The fatigue life prediction in SCG uses the
average material coefficients, and thus it corresponds to the 50% sur-
vival probability level. To make predictions on the survival probability
level of 97.7%, the fatigue life was divided by the safety factor F. The
value F was defined on the basis of the statistical variation observed for
crack initiation and propagation in the literature. In the case of crack
initiation life, a statistical study for hardness-based prediction in [55]
shows that an F-factor of 3 is a good assumption, corresponding to a
survival probability level between 95.9% and 98.6%. On the basis of
the BS7910 standard [56], the growth rate of long crack propagation is
C = 1.26−11 and C = 2.14−11 [1/(MPa2.88∙ m cycle)]for survival
probability levels of 50% and 97.7%, respectively. Then the ratio of
these values i.e. F-factor for propagation gets F = 1.7. Assuming that
the crack propagation time is 60% of the total fatigue life according to
[57], the F value for the current analysis becomes 2.22
(0.4 * 3 + 0.6 * 1.7). This value is in agreement with the IIW fatigue
recommendation, which gives an F value within the range of 2–3. Thus,
the F-value of 2.2 was used in the current study to correct the SCG mean
fatigue life prediction to survival probability level of 97.7%. It is worth
to notice that in SCG analysis the C values from BS7910 are only used
here for the definition of F-factor, not for fatigue life calculations.

In LEFM the stress intensity factor KI was calculated using the
FRANC 2D software. The original weld geometry of the FE models was
modified in such a way that an initial crack was added to the weld
notch or undercut tip. The FE model consisted of parabolic plane-strain
elements and the mesh at the crack tip was very fine. The minimum
element size was 0.005 mm near the crack tip. For the thick plate, the
crack propagation increment was 0.01 mm up to a crack length of 2 mm
and afterwards 0.1 mm until the critical crack length was reached.
These crack propagation increments were four times smaller for the

Fig. 7. Example of the 2D plane strain FE model used in effective notch stress
analysis.

H. Remes, et al. International Journal of Fatigue 135 (2020) 105555

7



thin plate. Fig. 9 presents the calculated stress intensity factors KI as a
function of crack length for the nominal stress of 100 MPa. The results
are presented for actual crack length a, starting from crack length of
0.01 mm in order to illustrate better the influence of weld geometry and
plate thickness on KI value. For both thick and thin plates, the weld
geometry has a significant influence on the KI values when the crack
length is smaller than 0.5 mm. Furthermore, the KI values are different
for thick and thin plates as a result of scale effects. For short cracks
(a < 0.2 mm), the KI values are higher for thick plates because of the
larger weld size. For the upper-bound geometry of a high-performing
weld (Case 3), the KI values are almost equal for thin and thick plates
since the weld is very smooth and the weld effect is negligible. These
differences in the KI values, as a function of crack length, resulted in
differences in fatigue life calculated according to Eq. (4). In the fatigue
life calculations, the material coefficient =C 1.65 11 [1/
(MPa3∙ m cycle)] and n = 3 were used according to the IIW re-
commendations [32]. It was also considered that if the range of stress
intensity ΔKI is less than the threshold value ΔKth = 5.4 MPa∙ m , the
crack growth rate is zero and the fatigue life is infinite, defining the
fatigue strength for two million load cycles. An initial crack size of
ai = 0.1 mm was assumed, and the critical crack length acri was defined
by the limit load theory. According to this theory for tensile loading, the
final failure occurs when the nominal stress of the cracked cross-section
equals the ultimate strength of the material.

In order to evaluate the averaged SED for the applied load level and
structural stress range, the numerical FE simulations under linear
elastic conditions were carried out using the ANSYS® APDL15.0 finite
element software package. The 2D plane strain element (PLANE183)
and a coarse mesh [58] were employed. Indeed, in contrast to other
methods, the SED approach did not require a fine mesh, since the strain
energy density values were numerically evaluated solely from nodal
displacements. As shown by Eq. (5), the fatigue assessment was carried
out only in terms of energy. However, to facilitate a comparison with
the other methods presented here, an S-N curve was derived. For the

SED approach the averaged strain energy density range ΔW, corre-
sponding to a survival probability of 97.7% and two million load cycles,
is ΔWa = 0.058 MJ/m3 for the loading ratio R = 0 [45]. The inverse
slope for the ΔW-life curve is k = 1.5 in terms of energy, and corre-
sponds to a slope value m = 3 for the S-N curve. The ΔW-life curve of
the SED analysis does not consider misalignments, as stated by Fischer
et al. [59]. Thus, the stress of the S-N curve obtained by SED was
multiplied by the stress magnification factor km = 1.25 according to
[32] in order to make it comparable to the results of other methods. It is
also worth mentioning that the averaged SED was originally developed
for plate thicknesses above 5 mm. However, in this work, the SED ap-
proach is also applied to 3-mm-thick plates in order to study its ap-
plicability to thin plates.

The effective notch stress (ENS) approach, similarly to other
methods, used the finite element method and 2D plane strain elements.
The notch stress analysis and the definition of element mesh size that
was used follow the IIW guidelines, [32,50]. Fig. 10 shows the fatigue
notch factor Kf, i.e. the ratio between the maximum principal stress and
the nominal stress σ nom, for the 1-mm rounding radius. It is clearly
visible that the fatigue notch factor increases as a function of notch
severity, having the highest value for the normal weld (Case 3). The
notch factor is also higher for the thick plate as a result of the larger
weld size and constrain effect. In the case of the thin plate, all values are
lower than the minimum value Kf = 1.6 recommended by the IIW [50].
On the basis of the maximum principal stress at the notch tip, the fa-
tigue life was calculated using the S-N curve with the slope value m = 3
and fatigue strength FAT225, corresponding to a survival probability of
97.7% [50]. Since this original FAT value is for the load ratio R = 0.5,
it was multiplied by a mean stress correction factor of 1.1 according to
[53] in order to consider the load ratio R = 0. Since the use of a 1-mm
fictitious radius is not recommended for plate thicknesses < 5 mm [32],
a radius of 0.05 mm was additionally used for comparison. In this case,
the fatigue life was calculated using an S-N curve with FAT630 and the
slope value m = 3, according to [50].

Fig. 8. The geometrical dimensions of a butt-welded joint.

Table 1
Weld geometry cases considered in the analysis.

Weld Plate thickness t of 3 mm Plate thickness t of 12 mm

Dimensions Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

Plate thickness t [mm] 3 3 3 12 12 12
Height h [mm] 0.07 0.27 1.3 0.26 1.09 5.2
Width w [mm] 1.5 1.5 1.5 6 6 6
Flank angle θ [degree] 5 20 60 5 20 60
Undercut depth D [mm] 0 0 0.1 0 0 0.1
Notch angle β [degree] – – 60 – – 60
Notch tip radius ρ [mm] – – 0.02 – – 0.02

Table 2
Mechanical properties applied in the numerical simulations.

Mechanical property Parent material
(PM)

Heat-affected zone
(HAZ)

Young's modulus E [GPa] 210
Poisson's ratio ν 0.3

Monotonic loading
Yield strength σy [MPa] 287 346
Tangent modulus ET [MPa] 1650 1631

Cyclic loading
Strain-hardening coefficient K

[MPa]
794 906

Strain-hardening exponent n 0.143 0.144

Microstructure characters
Hardness (HV5) 131 207
Average grain size d (μm) 9 2
Grain size at P = 99% d99% (μm) 31 10
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3.3. Experimental data for results comparison

The fatigue life predictions form different local approaches are
compared to each other, but also with the experimental data taken from
literature; see refs [25,27], and [32] at the survival probability level of
97.7%. The calculated fatigue life is plotted as a function of structural
stress to consider possible influence of the misalignment on the results
comparison. In the case of the local approaches the structural stress
equals to nominal stress since the case study models are symmetric
without misalignments. Thus, the results of local approaches and ex-
perimental reference data is presented in term of structural stress. For
the normal weld, i.e. Case 3, the fatigue class FAT100 with a slope of
m = 3 was used [32]. Since the FAT100 class is based on the statistical
analysis of an extensive experimental database, the individual data
points are, for simplicity, not presented here. Similarly to the S-N curve
for the notch stress approach, this FAT value is for the load ratio of
R = 0.5, and it was corrected for the load ratio R = 0 with a stress
correction factor of 1.1 according to [53]. For high-performing welds
common FAT class does not exist and thus, the fatigue test data for

laser-hybrid welded thick and thin plates is taken from the previous
studies, [25,27]. The fatigue test data was obtained for plate thick-
nesses of 12 mm and 4 mm, assuming that the fatigue strength of 4-mm
and 3-mm welded plates is similar when the comparison of the results is
performed in the structural stress system, i.e. the secondary bending
stress resulting from misalignment is considered independently; see
[60]. Fig. 11 shows the macro-sections of these welds. The weld bead
height is small or moderate. In all welds, the weld notch shape is
smooth and an undercut is not observed. Thus, the geometry of these
experimental results corresponds to the high-performing welds (Case 1
and 2). Using the fixed slope m = 5, the characteristic fatigue strength
of these reference welds is 202 MPa and 219 MPa for thick and thin
plate, respectively. The slope m = 5 shows good fit to the experimental
data of thin plate while for thick plate with smaller weld size higher
slope value can be also fitted to the fatigue test data. Then, the char-
acteristic fatigue strength of thick plate is 253 MPa.

4. Results

4.1. Comparison of predicted S-N curves

Fatigue life predictions for the total fatigue life are presented in
Figs. 12 and 13 as S-N curves for the stress-based local approaches
(ENS, SED, Rref = 0.05 mm) and the crack growth approaches (LEFM,
SCG). Furthermore, the characteristic fatigue strength value at 2 million
load cycles are given. The predicted curves are compared to fatigue test
data for the high-performing welded joints from [25,27], as well as to
the S-N curve of the structural stress approach (FAT100, m = 3) ac-
cording to [32] as described in Section 3.3. A general observation is
that all the approaches that are considered predict an increased fatigue
strength for the high-performing welds (Case 1 and 2 i.e. the lower and
upper bound geometry) in comparison to the normal weld (Case 3).
However, significant variation is observed between the methods and
plate thicknesses.

Fig. 12a-b shows the S-N curves for the ENS approach applied to
thick and thin plates. For the normal weld in a thick plate (Case 3,

Fig. 9. Stress intensity factors KI as a function of crack length for an external load of 100 MPa.

Fig. 10. The calculated fatigue notch factors for the weld geometries studied
using the ENS approach.

Fig. 11. A macro section of high-performing welds in thick and thin plates.
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t = 12 mm), the predicted S-N curve is close to the structural stress S-N
curve (FAT100*1.1). The S-N curves are also higher for the high-per-
forming welds (Cases 1 and 2) than expected, although on the con-
servative side. For the thin plate, the S-N curve for the normal weld is
significantly higher than the structural stress S-N curve, having the
characteristic fatigue strength of 166 MPa. The S-N curves for the high-
performing welds (Cases 1 and 2) are slightly higher in comparison to
the S-N curves for a thick plate. For both thick and thin plates, the cut-
off limit (blue dashed line shown in Fig. 12a-b) defines the fatigue
strength in the medium-cycle fatigue range (N < 106). This cut-off
limit is introduced in the IIW notch stress guidelines [50] to represent
the maximum allowed fatigue strength for low Kf values, assuming that
the defects in the parent material define the fatigue strength of the
welded joint. On the basis of the comparison of the S-N curves and test
data, the ENS approach seems to give a conservative prediction for the
high-performing welds, and a non-conservative prediction for the
normal weld in a thin plate. If the fictitious rounding radius of 0.05 mm
(Rref = 0.05 mm) is applied instead, the fatigue strength predictions at
two million load cycles are reasonable for the thick plate (Fig. 12c) and
non-conservative for thin plates (Fig. 12d). Furthermore, the fixed slope
of m = 3 makes the estimation non-conservative when N < 106 cycles
in the case of high-performing welds. The SED gives similar or slightly

lower fatigue strength predictions at two million load cycles for the
thick plate in comparison to ENS and Rref = 0.05 mm. Similarly to
Rref = 0.05 mm, the fixed slope of m = 3 makes the prediction non-
conservative when N < 106 cycles in the case of high-performing
welds (Case 1 and 2). For the thin plate (Fig. 12f), the averaged SED is
not able to make a distinction between the different weld cases, but the
prediction for high-performing welds seems to agree with the average
of the experimental data.

Fig. 13 shows the S-N curve predictions to crack growth approaches.
The S-N curves predicted by LEFM are presented in Fig. 13a-b. The
fatigue strength at two million load cycles (i.e. at the endurance limit) is
slightly conservative for high-performing welds (Case 1 and 2) as the
predicted S-N curves are well below of the experimental data. For
normal weld (Case 3), the predicted fatigue strength at two million load
cycles is too high especially in the case of thin plate, being well above of
the FAT100 reference curve. In the zone of the medium-cycle fatigue
(104 < Nf < 106), the predicted fatigue life is distinctly conservative
for all cases and both plate thicknesses. It is worth noticing that the
fatigue life predictions of LEFM do not include the crack initiation
period since an initial crack size is used as a starting point. In contrast to
LEFM, the strain-based crack growth (SCG) includes crack initiation
and the short crack growth. Then, as shown in Fig. 13c-d, the predicted

Fig. 12. Predicted S-N curves and characteristic fatigue strength values using stress-based local approaches (a-b) ENS, (c-d) Rref = 0.05 mm, (e-f) SED for high-
performing (Case 1 and 2) and normal (Case 3) welds. The FAT100 design curve for the normal weld and the fatigue test data for the high-performing weld (circle
symbol) are given for comparison.
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S-N curve for the normal weld (Case 3) is well in line with the structural
stress S-N curve (FAT100), being similar to ENS and SED for a thick
plate with a fixed slope value m = 3. For the high-performing welds
(Case 1 and 2), the predicted S-N curves are significantly higher in
comparison to the normal weld (Case 3), being more similar to the
experiments with higher S-N curve slope values. The slope of the S-N
curves varies according to the weld shape from 3 (Case 3) up to 7 (Case
1), indicating the increasing importance of the crack initiation time for
high-performing welds. These results indicate that the macro-crack
initiation time, up to 0.1 or 0.2 mm in crack length, is significant for a
weld with a smooth geometry.

4.2. The influence of weld shape on crack initiation behaviour

In order to understand the influence of weld shapes on macro crack
initiation, the fatigue life accumulation as a function of crack length is
studied using the strain-based SCG approach. Fig. 14 shows the portion
of fatigue cycles accumulated in different crack length ranges
(0–0.1 mm, 0.1–0.2 mm, … 1-acri). Fig. 14 shows the proportions for the
selected stress ranges Δσ of 130 MPa and 280 MPa, corresponding to
low-cycle and high-cycle fatigue behaviour. The results for
Δσ = 130 MPa show that for the high-performing welds (Case 1 and 2)
most of the fatigue life is spent on crack growth up to a crack size of
0.1 mm. In the normal weld with a 0.1-mm undercut (Case 3), the

Fig. 13. Predicted S-N curves and characteristic
fatigue strength values using crack growth ap-
proaches (a-b) LEFM and (c-d) SCG for high-per-
forming (Case 1 and 2) and normal (Case 3) welds.
The FAT100 design curve for the normal weld and
the fatigue test data for the high-performing weld
(circle symbol) are given for comparison.

Fig. 14. Crack growth time between different crack lengths in comparison to the total fatigue life Nf for the stress range of Δσ = 130 MPa (a-b) and Δσ = 280 MPa (c-
d).
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proportion of the total fatigue life Nf is somewhat similar for different
crack length ranges, illustrating the greater importance of macro crack
propagation, as expected. The results for the higher-stress range Δσ of
280 MPa show a similar trend, but the importance of crack propagation
is increased in all cases. This is clearly visible for the thick plate and
high-performing weld (Case 2), where the proportion of the total fa-
tigue life Nf for a crack length 0–0.1 mm is reduced from 94% to 50%.

4.3. The influence of weld shape on crack growth behaviour

The differences in short crack growth are studied by plotting the
fatigue crack growth rate, computed from SCG analysis using Eq. (3), as
a function of the stress intensity factor range ΔKI. In the calculation of
ΔKI, the effective crack length (aeff = D + a + d99%) is used, i.e. the
initial crack size is equal to the undercut depth D and the size of RVE
i.e. d99%. As shown in Fig. 15, the estimated crack growth rate (CGR) is
similar for all cases and load levels. However, the starting point of the
CGR curve is different for high-performing and normal welds, since the
initial stress intensity factor ΔKI depends on the weld notch shape ef-
fect. For the high-stress range (Δσ = 280 MPa) and the normal weld
(Case 3), the crack growth started directly from the Paris’ law regime
(marked A-B) and continues as a tearing-dominated crack growth; see
Fig. 15. In the case of the high-performing welds (Case 1 and 2) and low
nominal stress range (Δσ = 130 MPa), the short crack growth period
before the Paris’ law regime (left of A) is more important. In this case,
the LEFM with a selected threshold value ΔKth = 5.4 MPa∙ m (IIW) is
highly conservative since it does not include the CGR curve in the short
crack growth domain. In the case of high-performing welds (Cases 1
and 2), the thickness effect is clearly visible only in the early stages of
crack growth. The CGR of a short crack in the thin plate is lower in
comparison to the thick plate with a larger weld size.

5. Discussion

It is well known that crack nucleation constitutes a significant
portion of the total fatigue life for polished bulk material. The crack
nucleation time is taken as the time for micro cracks to coalesce into a
short crack. Then the fatigue damage process is followed by short crack
growth and, subsequently, long crack propagation until final fracture;
see e.g. [61]. Therefore, for polished material, the modelling of fatigue
damage needs to focus on the mechanics on the microstructural scale,
applying the similitude concept for dislocation movements and their
accumulation during cyclic loading [8]. However, depending on the
engineering application, the assumptions for the similitude concept can
vary. For welded joints, these assumptions are mainly dependent on the

size of the notch and undercut, and their influence on the plastic de-
formation behaviour. For instance, crack-like defects, i.e. undercuts in
normal welds, lead to short crack initiation times, with crack propa-
gation dominating the fatigue life. For high-performing welds, the crack
initiation time can form a major part of the total life. Although the
experimental observation of short crack growth is very challenging, the
literature indicates that as much as 80% of the fatigue life can be spent
on initiating a macro crack in welded components; see e.g. [41]. Con-
sequently, there is a fundamental difference in the mechanics, growth
rate, and fatigue damage accumulated between low- and high-per-
forming welds, as shown in Figs. 14 and 15. The former is dominated by
long crack propagation, while the latter is dominated by short crack
initiation and growth. This fact challenges the fundamental assump-
tions used in different existing local approaches based on the concept of
similitude.

For short crack growth, the crack tip plasticity is limited to a region
in the order of the average grain size as shown in meso-scale modelling
[9] and recent in situ grain-level DIC measurements for a high-cycle
fatigue regime [62]. Since the SCG model uses a microstructure-de-
pendent RVE based on the grain size statistics, it models this fatigue
behaviour implicitly using continuum theory and the averaged RVE
value for plastic deformation and damage growth rate. For short cracks,
the size of the plastic zone is smaller than that of the RVE, while for
long cracks the size of the plastic zone is larger than that of the RVE,
resulting in differences in the rate of fatigue damage and crack growth
rate; see e.g. [34]. Since the actual stress state and plasticity outside the
RVE during crack growth are explicitly considered in the FE analysis,
SCG is able to predict the changes in the crack growth rate and the S-N
curve slope as a function of weld geometry and load levels (Fig. 13).
Out of all the approaches that were investigated, SCG is the only one
that predicts a bilinear crack growth curve (Fig. 15) with a flatter S-N
curve slope in the high-cycle regime. This prediction is in good agree-
ment with crack growth experiments and the BS 7910 standard [56],
which recommends two-stage crack growth relationships for accurate
crack growth analysis. Thus, the current results indicate that the simi-
litude concept based on a microstructure-dependent RVE is suitable for
the fatigue modelling of high-performing welded joints. The com-
plementary evidence for this finding might be obtained from numerical
meso-scale analysis and Monte-Carlo simulations that cover different
grain sizes as well as grain interactions.

For linear elastic fracture mechanics (LEFM), the similitude concept
is based on the material constraint effect, assuming that the crack al-
ways has the same shape of stress gradient and stress/strain state, re-
sulting in similarity in its plasticity behaviour. Thus, these effects can be
considered generic between different crack cases and they can be

Fig. 15. Simulated fatigue crack growth rate CGR as a function of the stress intensity factor for different weld shapes (Case 1–3), stress ranges (Δσ = 130 MPa,
280 MPa), and plate thicknesses (t = 3–12 mm). IIW design values for crack propagation analysis using LEFM are given for comparison. The markers A and B denote
the boundary of short, long, and tearing-dominated crack growth areas.
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modelled with experimentally defined material constants. As shown in
Fig. 13, LEFM gives a somewhat good prediction for the endurance limit
of high-performing welds (Cases 1 and 2). This might be a consequence
of the endurance limit prediction being related to the threshold of crack
propagation as shown e.g. in [64] and the initial crack size used.
However, fatigue life prediction in the finite life regime is a challenge
since the macro-crack initiation period is neglected in LEFM. The pre-
dictive capabilities of LEFM can be improved by using a bi-linear crack
growth model, as recommended in the BS 7910 standard [56]. In this
approach the threshold stress intensity factor is not used, while dif-
ferent crack growth coefficients and exponents are used above and
below a stress-intensity factor of ΔK = 5.4 MPa∙ m . Another alter-
native is to use so-called fatigue crack initiation and propagation ap-
proach, where LEFM is used for crack propagation; see e.g. [63].
However, the definition of the initial crack size for LEFM is challenging
for a high-performing weld. It should also be noted that the use of a
fictitious crack size violates the basic assumptions and similitude con-
cept used in LEFM.

The similitude concept of LEFM is developed further for the aver-
aged strain energy density approach. The shape of the weld notch is
modelled as a sharp V-shaped notch and it is assumed that the crack
initiation life associated with the initial geometry dominates the fatigue
strength prediction at the endurance limit. With these assumptions, the
fatigue strength can be predicted for the infinite fatigue life regime
using an experimentally defined, unified W-N curve similar to the ori-
ginal Wöhler curve concept. The control volume required for the pre-
diction is defined on the basis of the mechanical properties of welded
joints. For the arc-welded joints in the plate with a thickness of more
than 5 mm, a fixed average volume of R0 = 0.28 mm is recommended
for engineering use. On the basis of the current results, it seems that this
value is not optimal for thin plates and additional precautions should be
taken to consider the slope changes. It should be noted that the aver-
aged SED approach fully includes the scale effect. However, this effect
is dependent on the plate thickness and the opening angle (i.e.
William’s eigenvalue), as shown in [45]: the smaller the flank angle, the
smaller the scale effect. This might explain why the thick and thin
plates of Case 1 have similar fatigue strength predictions, while the
variation increases for Case 2 and Case 3. Similarly, the ENS depends on
the plate thickness, since the similitude concept that is applied is based
on the stress solution for an elliptical notch in a finite plate [52]. Be-
cause the stress-state is not fully developed for thin plates, there are
differences in the stress distribution and plastic deformation behaviour
at the weld notch tip, as shown e.g. in [29,66]. This effect of thickness
on ENS predictions has been shown in previous studies and the use of a
smaller radius of 0.05 mm is recommended. In this case, the stress
gradient effects in the small control volume need to be considered
carefully and, as a consequence, a different unified S-N curve has been
proposed by Kranz and Sonsino for low-stress concentrations [53].
According to this proposal, if e.g. the FAT400 fatigue class is applied
instead of FAT630, a 36% reduction is observed in the fatigue strength
prediction. This correction is suitable for thin plates, but leads to non-
conservative predictions for thick plates, especially for a normal weld
with a sharp undercut (Case 3). Similar challenges for the notch stress
approach with a fictitious rounding have been reported by Baumgartner
[65], and he suggested the use of FAT160 with a slope value of m = 5.
This conservative approach is rational for engineering purposes, but is
of limited applicability to the fatigue strength modelling of high-per-
forming welds. It is worth noting that the use of 5 mm limit value is
artificial without scientific basis and thus, it can lead to unexpected
inconsistencies particularly near the limit value.

In spite of certain limitations of the conventional linear elastic local
approaches such as SED and ENS, they are efficient methods for fatigue
design of welded structures where normal weld quality can be guar-
anteed. Their master S-N curve, defined based on the large statistical
database of different quality welds, includes implicitly the statistical
uncertainties between different welds that are made using different

parent materials and welding technologies. The use of the elastic–-
plastic local approach, which is sensitive to microstructure such as SCG
method, enables the explicit modelling of the weld quality, i.e. the
geometry, material, and microstructure effects. Thus, the statistical
variation can be considered explicitly as a model input data, enabling
new possibilities for fatigue design. Consequently, SCG can predict
better structural hot-spot stress S-N curves for different production
precision and quality. Vice versa, SCG can be utilized to define re-
quirements for superior production quality and NDT control methods
for a new industrial project and application. Although, the SCG is more
time-consuming than conventional local approaches, it can be used also
in direct fatigue life assessment of industrial applications, by using sub-
modelling technique; see [41].

6. Conclusions

In this paper, the effect of plate thickness and weld notch geometry
on fatigue strength modelling was studied using the strain-based crack
growth approach (SCG), linear elastic-fracture mechanics (LEFM),
averaged strain energy density (SED), and the notch stress approach
(ENS, Rref = 0.05 mm). In the strain-based crack growth approach, the
fatigue damage process is modelled as a repeated crack initiation pro-
cess using the microstructure-dependent representative volume element
(RVE). This enables the changes in the crack tip plasticity to be con-
sidered and thus also the crack initiation and growth of a short crack
until final failure. The results of the numerical simulations are com-
pared to the fatigue test results of high-performing welds.

The study reveals that the macro crack initiation period becomes
significant for high-performing welds with smooth or favourable notch
geometry, causing inaccuracies with the commonly applied LEFM,
averaged SED, ENS, and Rref = 0.05 mm approaches as a result of the
absence of the explicit modelling of the crack initiation and propagation
periods. The fixed S-N curve slope value m = 3 or crack growth rate
n = 3 are not a suitable assumption for a high-performing weld. With
the strain-based SCG simulation, the crack initiation and short crack
growth are modelled, resulting in a significant increase in the S-N curve
slope value. Of the approaches that are considered, SCG is the only
method that properly predicts a variation in the slope for different weld
geometries. SED, ENS, and Rref = 0.05 mm had challenges in capturing
the stress gradient effect for thin plates and, thus, difficulty in applying
the unified master-curve concept. These results indicate that their fic-
titious rounding radius or average volume does not represent the op-
timum values for thin plates.

The macro crack propagation becomes more significant for normal
welds in thick plates, and thus, all the methods that were considered
give a somewhat similar fatigue strength prediction at two million load
cycles. The commonly used slope value of the S-N curve, m = 3, shows
good agreement with the simulations. The results also reveal that LEFM
and SCG give somewhat similar results for the fatigue strength at the
endurance limit i.e. at 2 million load cycles in the case of high-per-
forming welds. However, the fatigue life prediction in the medium-
cycle range is over-conservative for LEFM. This is because LEFM pre-
dicts the fatigue strength at the endurance limit on the basis of the crack
growth threshold, while the crack growth model without crack initia-
tion time is used to predict fatigue life in the medium-cycle range. The
ENS and SED approaches had difficulties in reliably predicting the fa-
tigue life of normal welds in thin plates, resulting in predictions that
were significantly higher than the FAT100 fatigue class. The results
indicate that their fictitious rounding radius or average volume is not
optimal either for normal welds in thin plates, i.e. when undercuts are
present in the weld geometry.

An overall comparison of the different modelling approaches shows
that a simplified modelling of the weld notch effect can cause sig-
nificant uncertainties in the fatigue strength assessment of high-per-
forming welds, even when secondary bending effects are not present.
This is because the commonly used local approaches, such as ENS and
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SED, assume a priori that the welded joints under consideration belong
to the unified S-N or ΔW-life master curve population. This assumption
implicitly means that the slope of the fatigue curves is fixed at a value of
3 in terms of stresses (or 1.5 in SED). Despite the fact that this holds true
for a wide range of common welded joints, the fatigue data of high-
performing welds clearly shows a different slope. Thus, the use of the
more sophisticated strain-based SCG approach is required to develop a
solid basis for the fatigue strength assessment of high-performing welds.
Future work is required to cover different joint types and steel materials
in order to obtain a more comprehensive understanding of the fatigue
behaviour of high-performing welds. At present, the experimental data
of high-performing welds, including their geometry and materials
characterisation, is very limited and future research is needed in these
areas. Future research is also needed for the modelling of very high
cycle fatigue range.
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