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ABSTRACT 

This paper presents a new high-efficiency methodology to estimate deformations of longitudinal road safety barriers, 

whose monitoring is a necessary condition for the maintenance of high safety standards. The methodology is based on the 

analysis of videotaped sequences, obtained by means of two matched video cameras (“stereo head”) installed on a vehicle 

adequately equipped. Two different theoretical approaches have been defined: monoscopic and stereoscopic. The new 

methodology has been used to empirically evaluate the longitudinal safety barrier deformations on an Italian road.  
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DETECTION OF ROAD BARRIERS 

The first stage of procedure to estimate deformation 

of longitudinal safety barriers has been devoted to detect 

the extrados line in safety barriers; the Canny algorithm 

[1, 2] has then been used to reduce the image noise (edge 

detection). The Canny algorithm studies in detail the 

behavior of the gradient operator applied to a noisy edge. 

As a matter of fact this algorithm presupposes that the 

image edge front to be segmented is already corrupted by 

Gaussian white noise; therefore, such an algorithm 

convolves the image to be processed with a suitable 

Gaussian smoothing filter so as to meet the following 

conditions [1, 3, 4, 5, 6]: 

 

� high probability of detecting the real edge; 

� the image points highlighted by the gradient operator 

must be as faithful as possible to the real edge of the 

object under examination; 

� uniqueness of the answer (exclusion of any multiple 

edges of the object). 

 

The algorithm can be divided into different steps: 

 

� image Gaussian smoothing, applied separately to the 

two directions (x, y), to  reduce the noise; 

� pixel gradient calculation; 

� thresholding or non-maximum suppression in 

longitudinal direction to the edge which utilizes two 

different threshold values. Such a phase is useful to 

distinguish the most marked (significant) edge points 

from those less marked (weak); 

� thinning (significant edge selection through hysteresis) 

which allows to eliminate or not some weak edge 

points in relation to the direction and the intensity of 

the gradient of the points adjacent to the angle. 

The high quality of the results from the Canny 

method can be justified by the fact that the method utilizes 

two thresholds, one for detecting the sharpest edges, the 

other for detecting the weakest edges.  

The latter are, however, taken into consideration 

only if they appear to be connected to “sharp” edges. 

Therefore, in Canny algorithm, the traditional single-

threshold-based needs to be replaced with a double-

threshold-based approach called hysteresis thresholding; 

the latter is employed after applying the non-maximum 

suppression.  

In particular, if we determine the two thresholds t1 

and t2 as t1>t2, the algorithm establishes that the pixel 

located at position (i,j) on the generic chromatic plane p of 

the image A(i,j,p) is a Canny edge pixel if the intensity 

value of the pixel examined - A(i,j,p) – appears to be 

superior to the highest threshold value t1; while the lowest 

value t2 indicates the limit under which the pixel is not a 

Canny edge without any doubt.  

Moreover, the algorithm determines that the pixel 

set with values ranging between t1 and t2 are edged only if 

they are connected to those certainly edged, or those 

whose value is higher than t1. The above can be summed 

up into the following inequalities: 

 

��
�
�� A�i,j,p�> t1 

then A(i,j,p) are edged

t2 ≥ A�i,j,p� ≥ t1

then A(i,j,p) are defined as rough edges    

A�i,j,p�> t2 

then A(i,j,p) isn’t an edge                   (1) 

It has also been observed that on the same image, 

an edge detection applied separately to the three chromatic 

planes (RGB) [1] produces, as expected, nearly similar 

results. In addition, the edges in all the objects in the 

scene, provided from the previous segmentation, differ in a 

few pixels only if the segmented images on the three 

planes are separately elaborated or the threshold results are 

grouped in a single plane, or else if the elaboration is done 

on a grey-scale image obtained by appropriately 

converting a color image. For these reasons we preferred 

to operate separately on the three chromatic image planes 

and group the processing results into one Boolean piece of 

information.  



                                         VOL. 8, NO. 9, SEPTEMBER 2013                                                                                                                ISSN 1819-6608            

ARPN Journal of Engineering and Applied Sciences 
 

©2006-2013 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
764

The procedure described has been applied to an 

Italian road into operation with safety barriers deformed 

from accidents. Fig. 1 shows the barrier as already 

corrected and will be later discussed, while Fig. 2 

illustrates the binary image obtained through Canny 

algorithm. 

 

 
Figure - 1. Initial image  

 

 

 
Figure - 2. Binary image obtained from Canny algorithm. 

 

For each point {C} of the determined edges, 

suitable convolution masks and congruence imposed on 

the chromatic intensities will help to: 

 

� determine the gradient direction; 

� create, for the eight pixels adjacent to each edge point, 

two brighter {A} and less bright {B} sets; an example 

of the pixel matching procedure to such sets is given 

by pixel intensities in the image shown in Figure 3; 

� eliminate any pixel belonging to {A} and {B} at the 

same time; 

� impose congruence of the result on the previous step 

with Canny edge {C}. 

 

 
Figure - 3. Matching to sets {A} and {B} 

 

 
Figure - 4. Binary image without discontinuity 

 

This way the edges become slightly thickened, thus 

closing (by connectivity) and eliminating any 

discontinuity in the extrados points of the safety barrier 

(see Fig. 4). The set of points obtained populate the 

dominion {C} which appears to be modified in 

comparison with the initial Canny 

information [3]. The next stage has been devoted to the 

individuation and isolation of the extrados line of the 

barrier starting from the information contained in the 

binary image [6, 7, 8] in Figure 4.  This image encodes all 

the present objects in a binary format and is acquired by 

the algorithm to extract the rectilinear segments which 

detect the edge lines of every object of interest. In order to 

eliminate any defect caused by occlusion or noise, the 

polylines [2] processed by the algorithm in this stage are 

then subject to be controlled by such criteria as the 

distance between parallel rectilinear segments and their 

orientation towards the reference horizontal plane parallel 

to the x axis (image axis). A set of functions of geometric 

congruence is crucial to selecting the groups of polylines 

which should be analyzed stereoscopically or may 

represent the ridge line of the safety barrier, then 

formalized through relation (2). 

 

   CG�i, j� = F����������C�i, j��	                                        (2) 

 

The algorithm, therefore, extracts each binary 

object contained in domain {C} and by means of relation 

(2) identifies the ridge line of the barrier as shown in 

Figure 5. 

 

 Contour {C} 

Clear {A} 

Dark {B} 

Non-allocated 
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Figure - 5. Top edge contour of the barrier 

 

STEREOSCOPIC APPLICATION  

 Stereoscopy is based on the analysis of images 

coming from two video cameras located at a certain 

distance between each other, called baseline [4, 5, 9, 11, 

12, 13]. 

The object pixels shown in the image pairs appear with 

small relative shifts and therefore the images acquired by 

the stereo vision system have slightly different viewpoints.  

By exploiting this condition, by means of a stereo 

triangulation [10, 11, 12 e 13], it is possible to calculate 

the depth and therefore the real dimensions of the objects 

portrayed. In order to simplify the processing, it is 

undoubtedly crucial that the two video cameras are 

endowed with lenses of the same focal length and that the 

sensors have equally sized pixels.  

 In general, the images recorded by video cameras 

can contain some noise levels which may nullify the 

search for correspondences between the same objects in 

both images.  

 To this end some corrections are made to eliminate 

such distortions in each left or right image, recorded by the 

stereo system. The correction procedures belong to a 

preliminary calibration process of the video cameras 

which is synthetically described below.  

 In an ideal environment stereo head cameras 

answer the pinhole model and therefore have exactly the 

same focal length and perfectly parallel optical axes. As a 

matter of fact, the lenses unfortunately introduce some 

distortions and may have different focal lengths and 

misaligned optical axes.  

 The calibration objective [10, 14] is to determine 

two sets of parameters, intrinsic and extrinsic, which 

compensate for the imperfection in the stereo head.  

The intrinsic parameters correct lens distortions and focal 

length difference, while the extrinsic ones determine the 

spatial offset of both video cameras, including the distance 

between them and the deviation from the parallelism of the 

optical axes.  

Such parameters allow the images acquired to be 

transformed into “ideal” images, as those seen from 

pinhole video cameras with optical axes perfectly parallel. 

Indeed, in order to facilitate the search for 

correspondences between the points of the barrier extrados 

in the left and right images, the images have been 

corrected by the stereo head extrinsic and intrinsic 

parameters already known, as illustrated in the following 

Figures 6 and 7. 

 The most general form of the perspective 

projection matrix can be written in the following relation 

(3) [10]:  

 

 ����� = � ∙  I|0$ ∙ % = � ∙  &|'$		 
                          (3)                     

 

Where: 

 

� = () ∙ *+00	
0) ∙ *,0

-.						/.1 1                   (4) 

 

While R and T are respectively the translation vector and 

the rotation vector derived from the preliminary 

calibration procedure. 

 

R = 23453653758                    (5) 

 

 

T =(9496971                     (6) 

 

 Matrix A (4) encodes the intrinsic parameters (f, 

ku, kv,u0, v0) of the video camera, on the other hand matrix 

G encodes the extrinsic parameters (R (5) and T(6)). The  ��:;< represents the Perspective Projection Matrix (PPM) 

which regulates the projection of space points (referred to 

the system-world) onto the image plane. In the case under 

examination, downstream of the rectification procedure 

(Figures 6 and 7), the two perspective transformed images 

have been determined and the image pairs generating the 

3D have been rectified. 

 

 
Figure - 6. Left image rectified 
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Figure - 7. Right image rectified 

 

 Once the images have been rectified, the following 

stage is to compute the correspondences only for extrados 

points (see relation (2)) of the safety barrier captured in 

the left and the right images, respectively.  

 Even if this procedure is described in the previous 

paragraph, it represents the first stage, downstream of 

image rectification, which allows to limit the 

computational load related to the complex determination 

of the pixel correspondences in the same object in the left 

and right images.  

Indeed, more in general, the first problem to be faced in 

the 3D construction is the correspondence, that is the 

search for the projection of the same physical point onto 

both images (matching point search). This problem is 

handled with global or local methods.  

Through local methods one image is analyzed to find the 

correspondence with a small region coming from the other. 

This analysis is carried out on the basis of such features as 

angles or rectilinear segments (in feature-based methods) 

or by means of correlation operators (in area-based 

methods). Global methods integrate local methods with 

general pieces of information like surface continuity or the 

presence of peculiar textures in the scene.  

Each method for correspondence search has its own 

characteristics which make it more suitable for some 

contexts. Feature-based methods, for instance, are 

particularly effective inside buildings, where the 

environment contains a great deal of rectilinear surfaces, 

while area-based techniques allow to deal with a larger 

range of contexts. The correct and rapid correspondence 

estimation is mathematically and computationally 

complex. The main difficulties which may lead to an 

erroneous association of two non-corresponding points, 

are due to: 

 

� occlusions: the video cameras are located in different 

positions, therefore some objects may be visible only 

in either image, or only in a part of it; 

� distortions: because of the perspective projection, the 

same object can be differently projected onto both 

images; 

� different camera parameters: if one video camera is 

not focused at the same distance as the other or if their 

diaphragm opening is different, the corresponding 

points show distinctive features in every image; 

� specular reflections; 

� sensor noise. 

 

 In this paper, by taking the surface continuity of the 

barrier and the uniform colorimetric barrier surface into 

consideration, an algorithm has been implemented in the 

point correspondence search, by mutual correlation, 

between the left and right image (area based), with a 

constant-size window with 11 rows and 11 columns. 

Actually, in order to simplify the global computational 

load, the windows have been centered along all the edge 

points determined by relation (2) in the stereo image pairs 

under analysis. In the next stage the stereoscopic 

triangulation has been carried out as synthetically 

explained in the following paragraph. 

 

STEREOSCOPIC TRIANGULATION 

 The possibility of detecting an object distance is 

extremely important in this paper. Indeed, only a 

tridimensional analysis of the safety barrier dominion in 

its real form and dimension may lead to inferences about 

its functional efficiency state.  

 The simplest case of 3-D search occurs in presence 

of a canonical stereo system, that is when the 

corresponding images have no distortions and are perfectly 

coplanar and aligned by pixel line, with perfectly parallel 

axes, coinciding focal lengths and so calibrated main 

points cL and cR that are at the same pixel coordinates in 

both images.  Such an array, called fronto-parallel, is 

shown in Fig.8 [10, 11,12 e 13]. 

 

 
Figure - 8. Stereo system 

 

As aforesaid, the straight line connecting the 

optical centers OL and OR of the two video cameras is 

called baseline. For each point P in the space, detected by 

both the cameras, the disparity is given by the difference 

between the abscissas XL and XR in the coordinate systems 

on the image plane which originate at the top left-hand 

side of the two images. By means of a simple geometrical 

analysis of Figure 8, depth Z is deduced as inversely 

proportional to the disparity XL−XR.  

When distance Z is short, there is a very big 

disparity and therefore a high resolution compared to the 

depth; it is the opposite in case of  long distances. More in 

general (Figure 9) [10], the stereo-triangulation is the 
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methodology which allows to estimate the 3D point 

position in the space world starting from the pixel 

coordinates of its projections onto the retinal sensor 

planes. 

Given the perspective projection matrices, which 

regulate the projection of a coordinate point w (see Figure 

9) onto the two image planes, and given the homogeneous 

pixel coordinates of its projections, the w position can be 

obtained by intersecting optical rays associated to the 

planes.  

Figure - 9. Axonometric projection of the conjugate points 

in the stereoscopic triangulation process 

 

By systematizing (relation 7) the parametric 

equations of the straight lines which describe the optical 

rays, it is possible to determine the position of a generic 

point in the space-world. 

 =� = >4 ? @4 ? ��: ∙ &:�A4 ∙ BC:4� = >6 ? @6 ? ��: ∙ &:�A4 ∙ BC:6                   (7) 

 

Where [10] are the matrices of projection, rotation 

and the positions of optical centers in which the two 

perspective projection matrices can be subdivided and 

obtained downstream of the rectification.  

Matrices An and Rn are the new matrices resulting 

from the rectification and the coordinates and are the new 

w projections onto the retinal planes after the rectifying 

transformations and the compensation for radial and 

tangential distortions. 

Relation (7) constitutes an overdetermined system 

of six equations in five unknown values (three for w 

coordinates plus two free parameters, whose least-squares 

solution can be achieved through the pseudo inverse 

method [10]. 

However, since the least-squares solution has no 

geometrical meaning, in order to solve relation (7) it is 

advisable to detect the w position as that point with the 

minimum Euclidean distance between the skew lines 

describing the optical rays. In fact, it is extremely unusual 

that the two optical rays intersect exactly at the same 

point. In light of the latter consideration it is possible to 

determine the coordinates of a generic point in the world, 

denoted as follows: 

 

�DE:EDFGH (I4J4K41                     (8) 

 

�DL;DFGH (I6J6K61                          (9) 

 �M = <NOPONQRST<UVNQRS6                    (10) 

 

The above described procedure has obviously been 

applied only to some image pairs where the relative 

configuration between the positions of the video cameras 

and the barriers (straightly and horizontally) allows the 3D 

determination for all the points of the profile looked for. 

Given the points �M	(see eq. 10) of the extrados of 

the barrier portrayed, they have been compared with the 

theoretical undeformed profile just next to the damaged 

area as illustrated in the following Figure 11: 

 

 
Figure - 10. Comparison between the two profiles just at 

the barrier distortion 

 

 

 
Figure - 11. 3D comparison between the two profiles just 

at the barrier deformation 
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Moreover the shift analysis between the two 3D 

profiles has allowed to examine separately the two shift 

components in the two main planes XY and XZ according 

to what is illustrated in the following figure. 

 

 

 
 

 

Figure - 12. Decomposition of minimum distance vectors 

into the two compared profiles 

 

Through 3D analysis (see Fig. 12) by means of 

projection onto the planes XY and XZ transversal and 

vertical distortions of the deformed barrier, in comparison 

with the original configuration, have been obtained.  A 

similar method of analysis can also be used for safety 

barriers installed at traditional and innovative road 

intersections [15, 16, 17, 18, 19, 20]. 

 

 
Figure - 13. Deformation on the plane XY 

 
Figure - 14. Deformation on the plane XZ 

 

CONCLUSION 

The paper presents an innovative high-efficiency 

methodology to estimate the deformations of road safety 

barriers. The image processing procedure adopted is based 

on videotaped sequences obtained by employing two 

matched video cameras (“stereo head”) installed in an 

automated vehicle. The mathematical algorithms obtained 

from theoretical treatment, especially those concerning 3D 

analysis of the barriers, allow to evaluate the transversal 

and vertical deformations in a very precise and quick 

manner. The method is thus suitable for the 

implementation in the public and/or private 

administrations which manage road infrastructures in 

order to monitor barriers and consequently to guarantee 

adequate passive road safety levels. 
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