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Free-surface, mobile-bed, shallow-flow models may present Hybrid hyperbolic systems of partial 
differential equations characterised by conservative and non-conservative fluxes that can only 
be expressed in primitive variables. This paper presents the effort we made to derive DOT-

type schemes (Osher-type schemes derived by Dumbser and Toro, 2011 [1]) for these kinds of 
systems formulated for the one-dimensional case. Firstly, for a Hybrid system, we managed to 
write a quasi-linear form characterised by the presence of a matrix, expressed as a function of 
the primitive variables, that multiplies the spatial derivative of the conserved variables. Next, we 
derived the first numerical flux by adapting the approach of Leibinger et al., 2016 [2] to this quasi-

linear form. We called this result DOTHCP flux. To achieve a faster algorithm, instead of using an 
integration path in the space of conserved variables, as in the previous case, we employed a path 
in the space of primitive variables. We called this second formulation DOTHPP flux. Subsequently, 
we managed to account for certain physical constraints arising from the generalised Rankine-

Hugoniot relations in the expression of one term of the previous flux formulation, thus obtaining 
the DOTHZR flux. Finally, we showed that these methods can also be applied to Combined systems 
characterised by conservative and non-conservative fluxes expressed in conserved variables. 
Several tests show the characteristics and good performances of the proposed methods when 
applied to Riemann problems of Hybrid and Combined systems deriving from free-surface models. 
Finally, thanks to the general formulation of the proposed DOT-type fluxes, these can also be 
applied to Hybrid and Combined hyperbolic systems deriving from different physical problems.

1. Introduction

Free-surface, shallow flows constitute a broad class of gravity-driven geophysical fluid motions characterized by a vertical scale 
much smaller than the horizontal size of the flow domain. Although water flows are the most studied situations, many other phe-

nomena are of interest in environmental fluid dynamics. A convenient classification of them can be based on the number of phases 
(namely, the constituents) used to describe the flow with a given degree of approximation:

• mono-phase models: despite the actual number of constituents, the flow is described by employing only one phase. Among 
many, there are the avalanche models of Christen et al. [3] and Zugliani and Rosatti [4], the overland flow models of Costabile 
et al. [5], Singh et al. [6] and Fernández-Pato et al. [7] or the mud-flow model of O’Brien et al. [8];
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Table 1

Classes of PDE system with the relevant equation 
written in compact form.

System class Equation

Conservative
𝜕𝐔
𝜕𝑡

+ 𝜕𝐅
𝜕𝑥

= 𝐒

Non-conservative
𝜕𝐔
𝜕𝑡

+𝐇𝑈

𝜕𝐔
𝜕𝑥

= 𝐒

Combined
𝜕𝐔
𝜕𝑡

+ 𝜕𝐅
𝜕𝑥

+𝐇𝑈

𝜕𝐔
𝜕𝑥

= 𝐒

Hybrid
𝜕𝐔
𝜕𝑡

+ 𝜕𝐅
𝜕𝑥

+𝐇𝑊

𝜕𝐖
𝜕𝑥

= 𝐒

• two-phase models: two distinct constituents interacting with each other describe the flow in this case. Some examples are the 
hyper-concentrated and debris flow models of Armanini et al. [9] and Bouchut et al. [10] or the mobile bed models of Rosatti 
and Zugliani [11] and Di Cristo et al. [12];

• three-phase models: examples of this class are the rock-ice model of Sansone et al. [13], the fluid-air-sediment models of Ouda 
and Toorman [14] or the liquid with fine and coarse solids model of Pudasaini and Mergili [15].

Other flows, composed of four or more components, could be classified as multi-phase models and sometimes are extensions of the 
two- or three-phase models.

Typically, a shallow flow is described using a depth-averaged approach. The relevant mathematical model is characterised by a 
hyperbolic system of 𝑁 Partial Differential Equations (PDEs) plus some algebraic relations, where PDEs derive primarily from mass 
(or volume) and momentum balances for each phase (or combination of them) [13]. For simplicity, here we consider only the pure 
one-dimensional case, whose relative generic system, in compact form, may be written in the following way:

𝜕𝐔
𝜕𝑡

+ 𝜕𝐅
𝜕𝑥

+𝐇𝑈

𝜕𝐔
𝜕𝑥

+𝐇𝑊

𝜕𝐖
𝜕𝑥

= 𝐒 (1)

where 𝐔 is the vector of conserved variables (here, the adjective conserved is related more to the physical than the mathematical 
meaning since we are in a context of non-conservative sets), 𝐖 is the vector of primitive variables, 𝐅 is the vector of conservative 
fluxes, 𝐇𝑈𝜕𝐔∕𝜕𝑥 and 𝐇𝑊 𝜕𝐖∕𝜕𝑥 are non-conservative products where 𝐇𝑈 and 𝐇𝑊 are matrices expressed as a function of the 
conserved and primitive variables respectively, and finally 𝐒 is the vector of source terms. The non-conservative products are com-

monly called non-conservative fluxes and are not well-defined even as distributions in case of discontinuity. To make mathematical 
sense of them, it is necessary to resort to the theory proposed by Dal Maso et al. [16] and widely used in the literature [e.g., 17–19]. 
We distinguish here two types of non-conservative fluxes because in some models, as shown further on, we can write both the 
non-conservative terms and the conservative fluxes only as a function of the primitive variables since it is impossible to explicitly 
express the primitive variables as a function of the conserved one, the relevant relation being a non-linear system without an explicit 
solution. We call this kind of PDE system Hybrid system. On the contrary, systems in which both conservative and non-conservative 
terms can be written as a function of the conserved variables are defined by Leibinger et al. [2] as Combined systems. Since not all the 
terms in Eq. (1) are simultaneously present in each of the models cited, we can distinguish four different classes of systems depending 
on the terms actually present on its left-hand side, as reported in Table 1.

From a numerical point of view, considering a spatial domain divided into cells of constant width Δ𝑥, being 𝑖Δ𝑥 the centre of the 
𝑖-th cell, a generic first order finite volume discretization of the system (1) can be written as follows:

𝐔𝑛+1
𝑖

=𝐔𝑛
𝑖
− Δ𝑡

Δ𝑥

(
𝐅−
𝑖+1∕2 − 𝐅+

𝑖−1∕2

)
+Δ𝑡𝐒𝑖 (2)

where 𝐔𝑛+1
𝑖

is the averaged value of the conserved variable vector inside the 𝑖-th cell at time 𝑡 = (𝑛 +1)Δ𝑡, 𝐔𝑛
𝑖

is the value of the same 
vector at time 𝑡 = 𝑛Δ𝑡, Δ𝑡 is the time step, and 𝐒𝑖 is the averaged value of the source terms inside the cell. Finally, in the framework of 
Godunov method, 𝐅∓

𝑖±1∕2 are the side fluxes evaluated from suitable approximate solutions of the Riemann Problems (RPs) generated 
on the cell interfaces. It should be noted that these terms may include both conservative and non-conservative fluxes. Some examples 
of this type of numerical approach are present in Fraccarollo et al. [20], Murillo and García-Navarro [21,22], Castro Díaz et al. [23],

Rosatti and Begnudelli [24], Castro et al. [25], among many others.

Due to the peculiar characteristic of the PDE system describing some free-surface shallow flow, with particular attention to 
the debris flow model (see Section 2.2), this work aims to derive DOT-type schemes tailored and optimized explicitly for Hybrid 
systems, also applicable to Combined systems. The DOT-type schemes derive from the works of Dumbser and Toro [26,1] in which 
Osher’s original approach [27] was improved and extended to the cases of Conservative or Non-conservative systems, respectively. 
We achieved our result firstly, by being able to write a quasi-linear form characterised by the presence of a matrix, expressed as a 
function of the primitive variables, that multiplies the spatial derivative of the conserved variables, then exploiting the possibility 
of expressing the integrals present in DOT-type schemes, originally defined in the conserved variable phase space by Dumbser 
and Toro [26,1], in integrals defined in the primitive variable phase space. Furthermore, we succeeded in accounting for some 
physical constraints arising from the Generalised Rankine-Hugoniot (GRH) relations in the expression of one term of the novel flux 
2

formulation.



Journal of Computational Physics 507 (2024) 112975D. Zugliani and G. Rosatti

Fig. 1. Sketch of the main variables involved in the free surface models considered in this paper: a) overland flow, b) debris flow.

The proposed schemes were developed within a first-order finite volume framework, as we wanted to focus mainly on the basic 
approach and highlight its potential. For the same reason, we only considered the homogeneous part of Eq. (1), as we can easily 
account for the source term using the operator splitting technique [28,4]. Obviously, these schemes can be a starting point for 
higher-order methods, but we will address this in future work.

To show the performance of the new DOT-type schemes, we applied them to the Hybrid system describing a two-phase debris 
flow over a mobile bed and to the Combined system describing a mono-phase overland flow over a fixed bed. We choose these 
two types of flow problems because, in their two-dimensional formulations, they are helpful in many practical situations, such as 
designing hydraulic defence structures (e.g., levee and check dams), defining hazard mapping and passive mitigation strategies for 
hydro-geological events (e.g., emergency plans) or perform back-analysis of complex debris flow events (e.g., the clogging of a culvert 
[29]).

The paper is structured as follows: Section 2 briefly describes the overland and the debris flow models along with some specific 
features exploited in the novel schemes; Section 3 presents a summary of the original Osher approach and some of its extensions 
present in the literature; Section 4 deals with our novel DOT-type schemes for Hybrid hyperbolic systems while Sections 5 and 6
illustrate the application of the developed schemes to debris flow and overland flow Test cases, respectively. Conclusions end the 
paper.

2. The PDEs systems and the GRH relations for the overland and debris flow models

In this Section, we describe the PDE systems of the overland and debris flow models, their compact expression in the form of 
Eq. (1) and the relevant GRH relations that will be used in the novel schemes.

2.1. The 1D overland flow model

The 1D overland flow model describes the motion of a mono-phase fluid (usually water), with constant density 𝜌, over a fixed 
topography. Referring to Fig. 1a), the relevant PDE system is:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜕

𝜕𝑡

(
ℎ+ 𝑧𝑏

)
+ 𝜕

𝜕𝑥
(𝑢ℎ) = 0

𝜕

𝜕𝑡
(𝑢ℎ) + 𝜕

𝜕𝑥

(
𝑢2ℎ+ 𝑔

ℎ2

2

)
+ 𝑔ℎ

𝜕

𝜕𝑥
(𝑧𝑏) = −

𝜏0
𝜌

𝜕

𝜕𝑡
(𝑧𝑏) = 0

(3)

where 𝑥 is the horizontal direction, 𝑡 is the time, ℎ is the flow depth, 𝑧𝑏 is the bed elevation, 𝑢 is the depth-averaged velocity, 𝑔 is the 
module of gravity acceleration assumed constant and equal to 𝑔 = 9.81m∕s2 , and 𝜏0 is the bed shear stress. The first two equations 
in system (3) express the mass and the momentum balance of the flowing fluid, while the last one expresses the time invariance of 
bed elevation. The last equation is useful when dealing with discontinuous bed elevation, as demonstrated in [30,31,19].

Considering the vector of primitive variables 𝐖𝑇 = [ℎ, 𝑢, 𝑧𝑏]𝑇 , it is possible to express the conserved variables vector as a function 
of the primitive one:

𝐔 =
⎡⎢⎢⎣
𝑈1
𝑈2
𝑈3

⎤⎥⎥⎦ =
⎡⎢⎢⎣
ℎ+ 𝑧𝑏
𝑢ℎ

𝑧𝑏

⎤⎥⎥⎦ (4)
3

Analogously, we can reverse the relation and write the primitive variables vector as a function of the conserved one:
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𝐖 =
⎡⎢⎢⎢⎣
𝑈1 −𝑈3

𝑈2
𝑈1 −𝑈3

𝑈3

⎤⎥⎥⎥⎦ (5)

We can now write system (3) in compact form as in (1) using only the conserved variables. The relevant quantities become:

𝐅 =

⎡⎢⎢⎢⎢⎣
𝑈2

𝑈2
2

𝑈1 −𝑈3
+ 𝑔

(
𝑈1 −𝑈3

)2
2

0

⎤⎥⎥⎥⎥⎦
; 𝐇𝑈 =

⎡⎢⎢⎣
0 0 0
0 0 𝑔

(
𝑈1 −𝑈3

)
0 0 0

⎤⎥⎥⎦ ; 𝐇𝑊 =
⎡⎢⎢⎣
0 0 0
0 0 0
0 0 0

⎤⎥⎥⎦ ; 𝐒 =
⎡⎢⎢⎢⎣

0
−
𝜏0
𝜌
0

⎤⎥⎥⎥⎦ (6)

Therefore, since the matrix relevant to the non-conservative fluxes expressed as a function of the primitive variables is null, according 
to the classification presented in Table 1, this system belongs to the class of Combined systems.

The homogeneous part of the system (3) has a complete set of eigenvalues and eigenvectors (see Appendix A for their expressions), 
and the relevant GRH relation [31,11] for a generic discontinuity is:

𝐅𝑅 − 𝐅𝐿 −𝐃(𝐖𝐿,𝐖𝑅) = 𝑆𝑆

(
𝐔𝑅 −𝐔𝐿

)
(7)

where 𝑆𝑆 is the speed of the discontinuity, and the vectors with subscripts 𝑅 and 𝐿 refer to their values on the right and left of 
the discontinuity, respectively. Moreover, 𝐃 = [0,𝐷,0]𝑇 where 𝐷 is the thrust exerted by the fluid on the bed step [31]. A possible 
simple expression for 𝐷, based on the physics of the problem, is the one proposed in [32] that reads:

𝐷 = −𝑔

(
ℎ𝑘 −

||𝑧𝑏,𝑅 − 𝑧𝑏,𝐿
||

2

)(
𝑧𝑏,𝑅 − 𝑧𝑏,𝐿

)
𝑘 =

{
𝐿 if 𝑧𝑏,𝐿 ≤ 𝑧𝑏,𝑅
𝑅 otherwise

(8)

We highlight that this expression is valid for many cases, but for specific situations, it can generate non-physical solutions [31,33]. 
On the other hand, a general physically-based, reliable expression is still missing in the literature. Therefore, a general numerical 
scheme must not rely on specific properties of the 𝐷 term to be ready for future, more appropriate expressions.

2.2. The 1D, mobile-bed, debris flow model

The debris flow model used in this work is the pure 1D version of the model of Armanini et al. [9], and it describes the motion of 
a mixture of water and sediment over a mobile bed under the assumption that the velocity of the two phases is equal (i.e. isokinetic 
assumption). Referring to Fig. 1b), the relevant PDE system is:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜕

𝜕𝑡

(
ℎ+ 𝑧𝑏

)
+ 𝜕

𝜕𝑥
(𝑢ℎ) = 0

𝜕

𝜕𝑡
(1 + 𝑐Δ)𝑢ℎ+ 𝜕

𝜕𝑥
(1 + 𝑐Δ)

(
𝑢2ℎ+ 𝑔

ℎ2

2

)
+ 𝑔ℎ (1 + 𝑐Δ) 𝜕

𝜕𝑥
𝑧𝑏 = −

𝜏0
𝜌

𝜕

𝜕𝑡

(
𝑐ℎ+ 𝑐𝑏𝑧𝑏

)
+ 𝜕

𝜕𝑥
(𝑐𝑢ℎ) = 0

(9)

where 𝑥, 𝑡, ℎ, 𝑧𝑏, 𝑢, 𝑔, and 𝜏0 have the same meaning as in the previous model while Δ is the constant, relative submerged density 
of the solid phase defined as Δ =

(
𝜌𝑠 − 𝜌

)
∕𝜌, 𝜌 and 𝜌𝑠 are the liquid and the solid density, respectively, and 𝑐𝑏 is the constant 

concentration of the solid material in the bed. Finally, 𝑐 is the depth-averaged concentration of the solid phase in the flow and is 
expressed by an algebraic relation linking the concentration with the hydrodynamic variables as follows:

𝑐 = 𝛽
𝑢2

𝑔ℎ
(10)

where 𝛽 is a constant, dimensionless transport parameter.

Considering this last equation and the vector of primitive variables 𝐖𝑇 = [ℎ, 𝑢, 𝑧𝑏]𝑇 , we can express the conserved variables as a 
function of the primitive ones:

𝐔 =
⎡⎢⎢⎣
𝑈1
𝑈2
𝑈3

⎤⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣

ℎ+ 𝑧𝑏(
1 + 𝛽Δ 𝑢2

𝑔ℎ

)
𝑢ℎ

𝛽
𝑢2

𝑔
+ 𝑐𝑏𝑧𝑏

⎤⎥⎥⎥⎥⎦
(11)

Compared to the overland flow model, the inverse relation can not be evaluated analytically. Therefore, to rewrite the system (9) in 
4

compact form, we are forced to keep it in terms of primitive variables:
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𝐅 =
⎡⎢⎢⎢⎣

𝑢ℎ(
1 + 𝛽Δ 𝑢2

𝑔ℎ

)(
𝑢2ℎ+ 𝑔

ℎ2

2

)
𝑐𝑢ℎ

⎤⎥⎥⎥⎦ ; 𝐇𝑈 =
⎡⎢⎢⎣
0 0 0
0 0 0
0 0 0

⎤⎥⎥⎦ ; 𝐇𝑊 =
⎡⎢⎢⎢⎣
0 0 0

0 0
(
1 + 𝛽Δ 𝑢2

𝑔ℎ

)
𝑔ℎ

0 0 0

⎤⎥⎥⎥⎦ ; 𝐒 =
⎡⎢⎢⎢⎣

0
−
𝜏0
𝜌
0

⎤⎥⎥⎥⎦ (12)

Since matrix 𝐇𝑈 is null, according to the classification presented in Table 1, this system belongs to the class of Hybrid systems.

The homogeneous part of system (9) has a complete set of eigenvalues and eigenvectors (see Appendix B for their expressions) 
and the GRH relation for a discontinuity is expressed again by Eq. (7), where a physically-based expression for term 𝐷 is the one 
proposed in [32]:

𝐷 = −𝑔
(
1 + 𝑐𝑘Δ

)(
ℎ𝑘 −

||𝑧𝑏,𝑅 − 𝑧𝑏,𝐿
||

2

)(
𝑧𝑏,𝑅 − 𝑧𝑏,𝐿

)
𝑘 =

{
𝐿 if 𝑧𝑏,𝐿 ≤ 𝑧𝑏,𝑅
𝑅 otherwise

(13)

3. The Osher-type schemes

The Osher-Solomon numerical scheme for conservative systems, leading to the so-called Osher flux, was developed by Osher and 
Solomon [27] as an extension to the non-linear scalar case of the method of Engquist and Osher [34]. In this Section, we present the 
framework of the original scheme and some extension concerning both the class of Conservative and Non-conservative systems.

3.1. The framework of the original scheme

Let us consider a homogeneous system of non-linear, hyperbolic Conservative PDEs written as reported in Table 1, where 𝐅 is the 
flux vector written as a function of the conserved vector 𝐔. The relevant first order, finite volumes discretisation can be written in 
the form of Eq. (2) where, since the intercell flux is univocal, we can pose:

𝐅±
𝑖+1∕2 = 𝐅𝑖+1∕2 (14)

The quasi-linear form of this type of PDEs system is:

𝜕𝐔
𝜕𝑡

+𝐀𝑈

𝜕𝐔
𝜕𝑥

= 0 (15)

where the matrix 𝐀𝑈 = 𝜕𝐅∕𝜕𝐔 is the Jacobian matrix of the conservative fluxes. Since the system is hyperbolic, 𝐀𝑈 has a complete 
set of real eigenvalues 𝜆𝑖 and associated eigenvectors. Therefore, it can be diagonalised as:

𝐀𝑈 =ℜ𝚲ℜ−1 (16)

in which ℜ is the matrix of right eigenvectors, ℜ−1 is its inverse, and 𝚲 is the diagonal matrix of the eigenvalues:

𝚲 = diag
(
𝜆𝑘

)
; 𝑘 = 1,… ,𝑁 (17)

Following Steger and Warming [35], we define a splitting of the previous matrix in the following form:

𝚲± = diag
(1
2
(
𝜆𝑘 ± ||𝜆𝑘||)) ; 𝑘 = 1,… ,𝑁 (18)

such that 𝚲 =𝚲+ +𝚲−. By substituting it in Eq. (16), the splitting 𝐀𝑈 =𝐀+
𝑈
+𝐀−

𝑈
follows, where:

𝐀±
𝑈
=ℜ𝚲±ℜ−1 (19)

In analogy to the so-called flux vector splitting method [35], the numerical scheme of Osher assumes that the flux vector 𝐅 can 
be split into the two components 𝐅+ and 𝐅− such that:

𝐅 = 𝐅+ + 𝐅− (20)

where

𝜕𝐅±
𝜕𝐔

=𝐀±
𝑈

(21)

Denoting by 𝐔𝑖 and 𝐔𝑖+1 the initial values of the Riemann problem relevant to side 𝑖 + 1∕2, then the corresponding numerical flux 
to be used in (2) is defined as:

𝐅𝑖+1∕2 = 𝐅+
(
𝐔𝑖

)
+ 𝐅−

(
𝐔𝑖+1

)
(22)

The evaluation of the right-hand terms appearing in the previous expression can be obtained by exploiting the following integrals of 
5

the Eq. (21) along a path connecting 𝐔𝑖 to 𝐔𝑖+1, representative of the relevant RP, in the phase space:
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𝐅±
(
𝐔𝑖+1

)
− 𝐅±

(
𝐔𝑖

)
=

𝐔𝑖+1

∫
𝐔𝑖

𝐀±
𝑈
d𝐔 (23)

Three different forms of 𝐅𝑖+1∕2 can be obtained in the following way:

• express 𝐅+
(
𝐔𝑖

)
by using Eq. (23), substitute in Eq. (22) and then exploit the fact that 𝐅+(𝐔𝑖+1) + 𝐅−(𝐔𝑖+1) = 𝐅(𝐔𝑖+1);

• express 𝐅−
(
𝐔𝑖+1

)
by using Eq. (23), substitute in Eq. (22) and then exploit the fact that 𝐅+(𝐔𝑖) + 𝐅−(𝐔𝑖) = 𝐅(𝐔𝑖);

• sum the results of the previous two forms.

For brevity, here we report only the last form, namely:

𝐅𝑖+1∕2 =
1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2

𝐔𝑖+1

∫
𝐔𝑖

||𝐀𝑈
|| d𝐔 (24)

where

||𝐀𝑈
|| =𝐀+

𝑈
−𝐀−

𝑈
(25)

The integral in equation (24) is usually called numerical viscosity, and to obtain a closed form, Osher and Solomon [27] proposed to 
build the phase path connecting the left and right RP states by using a specific set of integral curves and intermediate states. Since 
this procedure is not essential to understanding our work, we do not report it and address the reader to a suitable numerical manual 
(e.g., [28]) for details. What is important to note here is that the procedure is not readily applicable to any set of PDEs, and its 
success depends on the features of the system (e.g., the 2D shallow water case over horizontal bed by Zhao et al. [36] and the 1D 
shallow water equations over flat-bed with a passive tracer by Toro [37]).

3.2. The Dumbser-Toro scheme for Conservative systems

To overcome the difficulties of the original Osher scheme, Dumbser and Toro [26] exploited some properties of the path inte-

gration in the phase space. Let us define a path in the phase space as a continuous Lipschitz function 𝝍
(
𝑠,𝐔𝑖,𝐔𝑖+1

)
with 𝑠 ∈ [0, 1]

connecting the states 𝐔𝑖 and 𝐔𝑖+1 such that:

𝝍
(
0,𝐔𝑖,𝐔𝑖+1

)
=𝐔𝑖 ; 𝝍

(
1,𝐔𝑖,𝐔𝑖+1

)
=𝐔𝑖+1 (26)

To simplify the notation, from here on, we will not explicitly indicate state dependency in the path.

Then, the integral in Eq. (24) can be written as:

𝐔𝑖+1

∫
𝐔𝑖

||𝐀𝑈
|| d𝐔 =

1

∫
0

||𝐀𝑈 (𝝍 (𝑠))|| 𝜕𝝍𝜕𝑠 d𝑠 (27)

and the relevant flux becomes:

𝐅𝑖+1∕2 =
1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2

1

∫
0

||𝐀𝑈 (𝝍 (𝑠))|| 𝜕𝝍𝜕𝑠 d𝑠 (28)

Since 𝐀𝑈 is the Jacobian of a conservative flux, the result of the integral is path-independent. Therefore, the authors propose the use 
of a path consisting of a simple straight line connecting the extremes of the considered RP:

𝝍 (𝑠) =𝐔𝑖 + 𝑠
(
𝐔𝑖+1 −𝐔𝑖

)
(29)

In such a manner, the path derivative is 𝜕𝝍∕𝜕𝑠 =
(
𝐔𝑖+1 −𝐔𝑖

)
and can be brought outside the integral. Thus, Eq. (24) becomes:

𝐅𝑖+1∕2 =
1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2
(
𝐔𝑖+1 −𝐔𝑖

) 1

∫
0

||𝐀𝑈 (𝝍 (𝑠))|| d𝑠 (30)

Since the integral is not in closed form, the authors propose to solve it numerically using the Gauss-Legendre quadrature rule, 
resulting in:

𝐅 = 1 (
𝐅 + 𝐅

)
− 1 (

𝐔 −𝐔
) 𝐺∑

𝜔
||𝐀 (

𝝍
(
𝑠
))|| (31)
6

𝑖+1∕2 2 𝑖 𝑖+1 2 𝑖+1 𝑖

𝑗=1
𝑗 | 𝑈 𝑗 |



Journal of Computational Physics 507 (2024) 112975D. Zugliani and G. Rosatti

where 𝜔𝑗 is the weight associated with the Gaussian point 𝑠𝑗 , and 𝐺 is the number of employed points. As suggested by the authors, 
a good choice is 𝐺 = 3, which approximates the integral well at a not-high computational cost.

3.3. The DOT scheme for Non-conservative systems

Dumbser and Toro [1] extended the Dumbser-Toro scheme, developed for the Conservative hyperbolic system, to Non-

conservative hyperbolic systems. The scheme is briefly described further and is called the Dumbser-Osher-Toro (DOT) scheme.

Let us consider a Non-conservative, hyperbolic, homogeneous system of the type:

𝜕𝐔
𝜕𝑡

+𝐇𝑈

𝜕𝐔
𝜕𝑥

= 0 (32)

Following Castro et al. [38] and Parés [39], a path-conservative numerical scheme for Eq. (32) reads as:

𝐔𝑛+1
𝑖

=𝐔𝑛
𝑖
− Δ𝑡

Δ𝑥

(


−
𝑖+1∕2 + 

+
𝑖−1∕2

)
(33)

where ±
𝑖∓1∕2 are the fluxes at the interface between two adjacent cells and are defined by a given splitting of the integral of 𝐇𝑈

along a path relative to the same interface. This condition, called compatibility condition, can be written as:


+
𝑖+1∕2 +

−
𝑖+1∕2 =

1

∫
0

𝐇𝑈 (𝝍 (𝑠))
𝜕𝝍

𝜕𝑠
d𝑠 (34)

where it is implied that the path is relative to the interface 𝑖 + 1∕2.

A particular choice of the splitting allowed Dumbser and Toro [1] to obtain an expression that, in case of a conservative system and 
a linear path, reduces to the Dumbser-Toro scheme expressed by Eq. (30). In other words, the proposed splitting can be considered 
a generalisation of the Conservative case. The splitting can be obtained in the following way: exploiting the fact that the system is 
hyperbolic and, therefore, the matrix 𝐇𝑈 is diagonalisable, assign to each flux one-half of the integral of Eq. (34) and then add or 
subtract one-half of the integral of |𝐇𝑈 | =𝐇+

𝑈
−𝐇−

𝑈
along the same path. The resulting expression is:


±
𝑖+1∕2 =

1
2

1

∫
0

(
𝐇𝑈 (𝝍 (𝑠)) ± ||𝐇𝑈 (𝝍 (𝑠))||)𝜕𝝍

𝜕𝑠
d𝑠 (35)

It is easy to demonstrate that these fluxes satisfy Eq. (34). Additionally, in the case of Conservative systems, where 𝐇𝑈 = 𝜕𝐅∕𝜕𝐔, 
the use of these expressions in Eq. (33) produces the same update algorithm given by the use of Eqs. (14) and (24) in Eq. (2), where |𝐀𝑈 | plays the role of |𝐇𝑈 |.

To evaluate the integral, the authors propose using the same linear path and numerical strategy as in the Conservative case. With 
these choices, the final expression for the DOT fluxes reduces to:


±
𝑖+1∕2 =

1
2
(
𝐔𝑖+1 −𝐔𝑖

) 𝐺∑
𝑗=1

𝜔𝑗

(
𝐇𝑈

(
𝝍
(
𝑠𝑗
))

± |||𝐇𝑈

(
𝝍
(
𝑠𝑗
))|||) (36)

Again, Dumbser and Toro [1] suggest using 𝐺 = 3 since it produces good numerical results.

To express these fluxes according to the general scheme used in Eq. (2), it is sufficient to introduce the subsequent notation:

𝐅±
𝑖+1∕2 = ∓±

𝑖+1∕2 (37)

with which Eq. (35) can be rewritten as:

𝐅±
𝑖+1∕2 =

1
2

1

∫
0

(
∓𝐇𝑈 (𝝍 (𝑠)) − ||𝐇𝑈 (𝝍 (𝑠))||)𝜕𝝍

𝜕𝑠
d𝑠 (38)

and the corresponding expression in the case of linear path follows straightforwardly.

3.4. The DOT scheme for Combined systems

We can write the quasi-linear form of a Combined system in the following way:

𝜕𝐔
𝜕𝑡

+𝑈

𝜕𝐔
𝜕𝑥

= 0 (39)

where 𝑈 =𝐀𝑈 +𝐇𝑈 . Then, in principle, we can obtain the corresponding DOT-type flux by replacing, in Eq. (38), 𝐇𝑈 and ||𝐇𝑈
|| with 

𝑈 and ||𝑈
||, respectively. However, it is useless to perform the numerical integral of 𝐀𝑈 on a path, since, due to the conservative 
7

character of this matrix, the result is nothing but the difference in the physical fluxes evaluated at the boundary of the path, and these 
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Table 2

Table of symbols used to express Jacobians.

Symbol Meaning Independent variable

𝐀𝑈 𝜕𝐅∕𝜕𝐔 𝐔
𝐀𝑊 𝜕𝐅∕𝜕𝐖 𝐖
𝐁𝑊 𝜕𝐔∕𝜕𝐖 𝐖

quantities are known. Furthermore, following Leibinger et al. [2], it is more convenient to write the fluxes in a form that resembles 
the Dumbser-Toro scheme, that is:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2

1

∫
0

(||𝑈 (𝝍 (𝑠))||±𝐇𝑈 (𝝍 (𝑠))
)
𝜕𝝍

𝜕𝑠
d𝑠 (40)

This expression can be seen as a sum of the conservative flux expressed by Eq. (28), and the non-conservative one defined by Eq. 
(38) and represents a straightforward generalization of the DOT fluxes.

Finally, by using a linear path and a numerical integration with the Gauss-Legendre quadrature rule, we get the operational 
expression:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2
(
𝐔𝑖+1 −𝐔𝑖

) 𝐺∑
𝑗=1

𝜔𝑗

(|||𝑈

(
𝝍
(
𝑠𝑗
))|||±𝐇𝑈

(
𝝍
(
𝑠𝑗
)))

(41)

3.5. Possible variants

In the literature, some authors propose some variants to the DOT schemes described above. These variants are based on different 
ways to evaluate certain elements of the schemes. In particular:

• Castro et al. [40] propose three different approximations of the absolute value of 𝑈 employing the Chebyshev polynomials or 
the Newman and the Halley functions. The obtained expressions provide good results with a limited numerical effort when the 
eigenstructure of the problem is complex.

• Carraro et al. [41] suggest avoiding pure numerical calculation of the eigenstructure of the problem when its closed form exists. 
In this way, the evaluation of the absolute value of the matrix would be less expensive. This procedure provides an optimised 
approach, but it could requires a lot of mathematical effort to obtain the eigenstructure and can be used only with the specific 
set of PDEs.

• Valiani and Caleffi [42] propose to use a path written in terms of the Riemann invariants. This choice could produce more 
complex and time-consuming integration since some models, such as the debris flow model, do not have an explicit version of 
the Riemann invariants.

4. DOT-type schemes for Hybrid systems

Compared to Non-conservative and Combined systems, Hybrid systems have certain peculiarities that require special treatment to 
be numerically discretised within the DOT methodology. The following Sections present our strategies for dealing with these features.

4.1. Reduction of Hybrid systems to a pseudo-Combined form

A possibility of dealing with Hybrid systems is to reduce them to a pseudo-Combined form, where the spatial derivative of the 
conserved variables vector replaces the spatial derivative of the primitive variables vector, and the matrix of non-conservative terms 
is defined appropriately, as described in the following paragraphs.

For the problems considered, the systems of PDEs are derived from mass and momentum balances using the physical (or primitive) 
variables (Section 2), so 𝐔 can be expressed with a nonlinear transformation, as a function of 𝐖. In this way, we can evaluate the 
Jacobian of the conserved variable with respect to the primitive variables 𝐁𝑊 = 𝜕U∕𝜕𝐖. Thanks to the chain rule, the original 
non-conservative flux appearing in the Hybrid system can be rewritten in the following way:

𝐇𝑊

𝜕𝐖
𝜕𝑥

=𝐇𝑊

𝜕𝐖
𝜕𝐔

𝜕𝐔
𝜕𝑥

=𝐇𝑊 𝐁−1
𝑊

𝜕𝐔
𝜕𝑥

(42)

where 𝜕𝐖∕𝜕𝐔 = 𝐁−1
𝑊

is the inverse of matrix 𝐁𝑊 . Therefore, we can define the new matrix for the non-conservative terms as:

𝐇̂𝑊 =𝐇𝑊 𝐁−1
𝑊

(43)

and we can obtain the following pseudo-Combined form:
8

𝜕𝐔
𝜕𝑡

+ 𝜕𝐅
𝜕𝑥

+ 𝐇̂𝑊

𝜕𝐔
𝜕𝑥

= 0 (44)
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Table 3

Synoptic table of the symbols used to express the matrices appearing in all 
the schemes presented. For the definition of [⋅]± , see Eq. (19).

Symbol Meaning Independent variable Class||𝐀𝑈
|| 𝐀+

𝑈
−𝐀−

𝑈
𝐔 Conservative||𝐇𝑈

|| 𝐇+
𝑈
−𝐇−

𝑈
𝐔 Non-conservative

𝑈 𝐀𝑈 +𝐇𝑈 𝐔 Combined||𝑈
|| ||𝐀𝑈

||+ ||𝐇𝑈
|| 𝐔 Combined

𝐇̂𝑊 𝐇𝑊 𝐁−1
𝑊

𝐖 Hybrid

𝐀̂𝑊 𝐀𝑊 𝐁−1
𝑊

𝐖 Hybrid

̂𝑊 𝐀̂𝑊 + 𝐇̂𝑊 𝐖 Hybrid|||̂𝑊

||| |||𝐀̂𝑊

|||+ |||𝐇̂𝑊

||| 𝐖 Hybrid

Nevertheless, as stated in the Introduction, even the conservative fluxes cannot be expressed as a function of the conserved variables, 
and therefore, it is not straightforward to write the relative quasi-linear form. We can overcome this situation by defining the 
Jacobian of the fluxes in terms of primitive variable 𝐀𝑊 = 𝜕𝐅∕𝜕𝐖, and we can use again the chain rule in the evaluation of the 
Jacobian of the fluxes in terms of primitive variables obtaining:

𝐀̂𝑊 = 𝜕𝐅
𝜕𝐔

= 𝜕𝐅
𝜕𝐖

𝜕𝐖
𝜕𝐔

=𝐀𝑊 𝐁−1
𝑊

(45)

The final quasi-linear form of the Hybrid system can then be recast into pseudo-Combined, quasi-linear form, namely:

𝜕𝐔
𝜕𝑡

+ ̂𝑊

𝜕𝐔
𝜕𝑥

= 0 (46)

in which ̂𝑊 = 𝐀̂𝑊 + 𝐇̂𝑊 . The similitude between this equation and Eq. (39) is evident, but it must stressed that in this last case, 
the matrix is a function of 𝐔. Moreover, it is worth noting that even though ̂𝑊 is a function of the primitive variable vector, Eq. 
(46) is still in conservative form. Last but not least, the quasi-linear form of a Combined system, where we have 𝑈 , can always 
be rewritten in the pseudo-Combined, quasi-linear form, i.e. in terms of ̂𝑊 , since the relation between conserved and primitive 
variables is always known.

For clarity, Tables 2 and 3 report a synoptic overview of the symbols used to express the Jacobians and the matrices appearing in 
all the schemes presented so far and which will be used later.

4.2. The DOTHCP flux for Hybrid systems with Conserved Path

A DOT-type flux for Eq. (46) and its numerical evaluation can be borrowed from Eqs. (40) and (41), where we must substitute ||| ̂𝑊
||| and 𝐇̂𝑊 instead of ||𝑈

|| and 𝐇𝑈 , respectively. The explicit expression of the fluxes becomes:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2

1

∫
0

(|||̂𝑊 (𝝍 (𝑠))|||± 𝐇̂𝑊 (𝝍 (𝑠))
) 𝜕𝝍

𝜕𝑠
d𝑠 (47)

while their numerical discretization is:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2
(
𝐔𝑖+1 −𝐔𝑖

) 𝐺∑
𝑗=1

𝜔𝑗

(|||̂𝑊

(
𝐖

(
𝝍
(
𝑠𝑗
)))|||± 𝐇̂𝑊

(
𝐖

(
𝝍
(
𝑠𝑗
))))

(48)

where the indication of the dependence of the matrices from the vector of primitive variables, which in turn depends on the path 
written for the vector of conserved variables, is explicit. This form allows us to understand how the computations must be performed: 
given a value of 𝑠𝑗 , we compute the relative conserved vector, namely 𝝍(𝑠𝑗 ) =𝐔(𝑠𝑗 ) and, at this point, we have to numerically solve 
a nonlinear system to obtain 𝐖 

(
𝝍(𝑠𝑗 )

)
. Then, we can evaluate |||̂𝑊

(
𝐖

(
𝝍
(
𝑠𝑗
)))||| and 𝐇̂𝑊

(
𝐖

(
𝝍
(
𝑠𝑗
)))

and proceed with the 
subsequent steps. We call this DOT approach for Hybrid systems where the Path is evaluated in the Conserved variable phase space 
as DOTHCP flux.

The computational cost of this pseudo-Combined approach is conceptually higher than a Combined approach, since the required 
passage from conserved to primitive variables is performed 𝐺 times per flux. A possible way to overcome this drawback is presented 
9

in the next Section.
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4.3. The DOTHPP flux for Hybrid systems with Primitive Path

Our idea to avoid the recurrent and possibly costly shift from conserved to primitive variables in evaluating the path integral in 
the conserved-variable phase space was to recast the path in the primitive variables phase space. The implementation of our idea 
follows the subsequent steps:

1. rewrite the path integral in Eq. (47) in terms of conserved variables following the reverse operation performed to obtain Eq. 
(27); we get an expression of type:

𝐔𝑖+1

∫
𝐔𝑖

[⋅] (𝐖 (𝐔)) d𝐔 (49)

where [⋅] is a function of 𝐖 through 𝐔;

2. make a change of variable in the previous integral by exploiting the relation d𝐔 = 𝜕𝐔∕𝜕𝐖 d𝐖 = 𝐁𝑊 d𝐖, obtaining:

𝐔𝑖+1

∫
𝐔𝑖

[⋅] (𝐖 (𝐔)) d𝐔 =

𝐖𝑖+1

∫
𝐖𝑖

[⋅] (𝐖) 𝐁𝑊 (𝐖) d𝐖 (50)

where we have explicitly highlighted the dependency of the functions on 𝐖;

3. define a path in the primitive-variables phase space as a continuous Lipschitz function 𝝓
(
𝑠,𝐖𝑖,𝐖𝑖+1

)
, with 𝑠 ∈ [0, 1], connecting 

the states 𝐖𝑖 and 𝐖𝑖+1 in this way:

𝝓
(
0,𝐖𝑖,𝐖𝑖+1

)
=𝐖𝑖 ; 𝝓

(
1,𝐖𝑖,𝐖𝑖+1

)
=𝐖𝑖+1 (51)

and, as before, to simplify the expression notation, from here on, we will not explicitly indicate the state dependency in the prim-

itive variable path. We highlight that, since it exist a nonlinear transformation between the vectors of primitive and conserved 
variables, the path 𝝓 is related to the path 𝝍 by a suitable nonlinear transformation;

4. introduce this path in the integral, obtaining:

𝐖𝑖+1

∫
𝐖𝑖

[⋅] (𝐖) 𝐁𝑊 (𝐖) d𝐖 =

1

∫
0

[⋅] (𝝓(𝑠)) 𝐁𝑊 (𝝓(𝑠))
𝜕𝝓

𝜕𝑠
d𝑠 (52)

Exploiting this last result and using Eq. (43), we get the final expressions for the fluxes:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2

1

∫
0

(|||̂𝑊 (𝝓 (𝑠))|||𝐁𝑊 (𝝓 (𝑠)) ±𝐇𝑊 (𝝓 (𝑠))
) 𝜕𝝓

𝜕𝑠
d𝑠 (53)

By using a linear path in the Primitive-variable phase space, their numerical discretization become:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2
(
𝐖𝑖+1 −𝐖𝑖

) 𝐺∑
𝑗=1

𝜔𝑗

(|||̂𝑊

(
𝝓
(
𝑠𝑗
))|||𝐁𝑊

(
𝝓
(
𝑠𝑗
))

±𝐇𝑊

(
𝝓
(
𝑠𝑗
)))

(54)

It is worth noting that the choice of a linear path in the Primitive-variables phase space in the DOT schemes is due to its simplicity 
and the arbitrariness of the choice of the path if physical constraints are unavailable. Nevertheless, this introduces an inconsistency 
between the Primitive-variable and the Conserved-variable approaches because, as already highlighted, the link between the two 
kinds of variables is not linear. Therefore, we expect a difference between the results obtained with this approach and those obtained 
with the DOTHCP flux. We will estimate this difference in Section 5.2.

We call the DOT approach expressed by (54) for Hybrid systems where the Path is evaluated in the Primitive variables phase 
space as DOTHPP flux.

4.4. Physical constraints and the DOTHZR flux

In this Section, we focus on the possibility of expressing one of the terms of Eq. (53) considering certain physical constraints. The 
term is the following:

1

∫
0

𝐇𝑊 (𝝓 (𝑠))
𝜕𝝓

𝜕𝑠
d𝑠 (55)
10

and we are interested in possible constraints that should be considered in choosing the path.
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The following analysis derives from that developed by Rosatti et al. [43] in the context of generalised Roe schemes. Let us consider 
a weak, discontinuous solution [16] of the pseudo-Combined quasi-linear system (46). According to the notation used so far, it can 
be written as follows:

1

∫
0

(
−𝑆𝑆𝐈+ ̂𝑊

(
𝝓̂ (𝑠)

))
𝐁𝑊

(
𝝓̂ (𝑠)

) 𝜕𝝓̂
𝜕𝑠

d𝑠 = 0 (56)

where 𝝓̂ = 𝝓̂(𝑠, 𝐖𝐿, 𝐖𝑅) is the path connecting the left and the right state of the discontinuous solution, and 𝑆𝑆 is the speed of the 
moving discontinuity. We can expand the integral in this way:

𝐅𝑅 − 𝐅𝐿 +

1

∫
0

𝐇𝑊

(
𝝓̂ (𝑠)

) 𝜕𝝓̂
𝜕𝑠

d𝑠 = 𝑆𝑆

(
𝐔𝑅 −𝐔𝐿

)
(57)

Comparing this expression with the one relevant to the GRH, namely Eq. (7), we can conclude that, across a discontinuity, the 
following relation holds:

1

∫
0

𝐇𝑊

(
𝝓̂ (𝑠)

) 𝜕𝝓̂
𝜕𝑠

d𝑠 = −𝐃(𝐖𝐿,𝐖𝑅) (58)

As in the original approach [43], we assume the validity of this equivalence in the integration of the non-conservative term over 
the whole RP, and not only across a single shock. This hypothesis implies the following assumptions:

• even though 𝐃 is not constant in time [see, e.g. 32], we assume it as a given value inside a timestep (time linearisation) and is 
consistent with the invariance of the integral term implicitly assumed in the non-conservative approaches;

• the given value is calculated from the initial condition of the RP relevant to the considered cell interfaces.

The resulting relation is then:

1

∫
0

𝐇𝑊 (𝝓 (𝑠))
𝜕𝝓

𝜕𝑠
d𝑠 = −𝐃(𝐖𝑖,𝐖𝑖+1). (59)

It is worth noting that for the models considered in this work, the previous expression is exact for fluid at rest and in steady condition, 
ensuring the well-balancing of the scheme.

From relation (59), we can deduce:

1. the path choice is not arbitrary, since not all paths satisfy Eq. (59). For example, using a linear path to evaluate the fluxes 
relevant to the overland flow model, namely:

𝝓 (𝑠) =
⎧⎪⎨⎪⎩
𝜙ℎ = ℎ𝑖 + 𝑠

(
ℎ𝑖+1 − ℎ𝑖

)
𝜙𝑢 = 𝑢𝑖 + 𝑠

(
𝑢𝑖+1 − 𝑢𝑖

)
𝜙𝑧𝑏

= 𝑧𝑏,𝑖 + 𝑠
(
𝑧𝑏,𝑖+1 − 𝑧𝑏,𝑖

) (60)

and using it to solve the integral (55), we end up with:

1

∫
0

𝐇𝑈 (𝝓 (𝑠))𝐁𝑊 (𝝓 (𝑠))
𝜕𝝓

𝜕𝑠
d𝑠 =

⎡⎢⎢⎢⎣
0

𝑔
ℎ𝑖 + ℎ𝑖+1

2
(
𝑧𝑏,𝑖+1 − 𝑧𝑏,𝑖

)
0

⎤⎥⎥⎥⎦ (61)

which is not equal to the expression of 𝐃 defined in Section 2.1.

2. finding a path that satisfy the constraint (59) may not be easy, and in any case, the use of the path may pose problems in 
integration. For example, Cozzolino et al. [44] proposed the following specific path that correctly reproduce the 𝐃 term for the 
1D overland flow model:

𝝓 (𝑠) =

⎧⎪⎪⎪⎨⎪⎪
𝜙ℎ =

⎧⎪⎨⎪⎩
ℎ𝑖 − 𝑠

(
𝑧𝑏,𝑖+1 − 𝑧𝑏,𝑖

)
; 𝑠 ∈ [0,1) ∪ 𝑧𝑏,𝑖 ≤ 𝑧𝑏,𝑖+1

ℎ𝑖+1 ; 𝑠 = 1 ∪ 𝑧𝑏,𝑖 ≤ 𝑧𝑏,𝑖+1
ℎ𝑖 ; 𝑠 = 0 ∪ 𝑧𝑏,𝑖 > 𝑧𝑏,𝑖+1
ℎ𝑖+1 − (1 − 𝑠)

(
𝑧𝑏,𝑖+1 − 𝑧𝑏,𝑖

)
; 𝑠 ∈ (0,1] ∪ 𝑧𝑏,𝑖 > 𝑧𝑏,𝑖+1

𝜙𝑢 = not defined( )
(62)
11

⎪⎩ 𝜙𝑧𝑏
= 𝑧𝑏,𝑖 + 𝑠 𝑧𝑏,𝑖+1 − 𝑧𝑏,𝑖
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Table 4

Table of the DOT-type fluxes proposed in this work for Hybrid systems 
and their distinguishing features.

Flux type Distinguishing features

DOTHCP

{
Linear path in the conserved variable phase space

DOTHPP

{
Linear path in the primitive variable phase space

Greater speed than DOTHCP

DOTHZR

⎧⎪⎨⎪⎩
Linear path in the primitive variable phase space

Physical constraint

Greater speed than DOTHPP

Greater accuracy than DOTHPP

where the authors do not specify the path for the velocity variable since it is not mandatory for this specific non-conservative 
term. As can be seen, this path presents a discontinuity that is difficult to deal with.

3. it is useless to evaluate the integral using a numerical strategy since the value of 𝐃 can be computed explicitly.

The last observation suggests a straightforward improvement of the flux expression given by Eqs. (53) and (54), by substituting 
the integral of 𝐇𝑊 with the equivalent term −𝐃. This step leads to the following fluxes formulation:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2

1

∫
0

|||̂𝑊 (𝝓 (𝑠))|||𝐁𝑊 (𝝓 (𝑠))
𝜕𝝓

𝜕𝑠
d𝑠± 1

2
𝐃(𝐖𝑖,𝐖𝑖+1) (63)

and their numerical discretization:

𝐅±
𝑖+1∕2 =

1
2
(
𝐅𝑖 + 𝐅𝑖+1

)
− 1

2
(
𝐖𝑖 +𝐖𝑖+1

)( 𝐺∑
𝑗=1

𝜔𝑗
|||̂𝑊

(
𝝓
(
𝑠𝑗
))|||𝐁𝑊

(
𝝓
(
𝑠𝑗
)))

± 1
2
𝐃(𝐖𝑖,𝐖𝑖+1) (64)

We call this DOT approach for a Hybrid system where the Path is evaluated in the Primitive-variables phase space, and a physical 
constraint is considered for the non-conservative term as DOTHZR flux. We expect that this approach is slightly faster than the DOTHPP

scheme since the evaluation of 𝐃(𝐖𝑖, 𝐖𝑖+1) require less operations than the corresponding integral along a path. Moreover, we expect 
a greater accuracy than the DOTHPP since the path integral present in this last approach can be considered an approximation of the 
term 𝐃(𝐖𝑖, 𝐖𝑖+1).

4.5. Applicability of the new DOTH** approaches to other classes of systems

In this Section, we have presented three different approaches for Hybrid hyperbolic systems, whose peculiarities are reported in 
Table 4. Nevertheless, they can be applied to other Classes listed in Table 1, as described briefly hereafter.

We have already highlight in Section 3.3 that the DOT approach for Non-conservative systems reduces to the Dumbser-Toro 
approach for Conservative systems (Section 3.2). Therefore, we can consider the DOT approach as a generalization of the Dumbser-

Toro one. Analogously, we can consider the DOT expressions for Combined systems a generalization of the DOT approach for 
Non-conservative systems.

Regarding the DOTHCP flux, the possibility to write a Combined system in a pseudo-Combined form (as highlighted at the end of 
Section 4.1) also allows the applicability of this approach to Combined systems (please note that it is not possible to write a Hybrid 
system in a Combined form). Finally, as the DOT scheme, the DOTHCP flux may be applied to Non-conservative and Conservative 
systems.

We can apply similar reasoning to the DOTHPP flux, which also can be used for the numerical integration of Combined, Non-

conservative and Conservative systems. Finally, we can state that the DOTHZR flux can be applied both to Hybrid and Combined 
systems when a physical constraint regarding the non-conservative term is known.

5. Test cases concerning the Hybrid system of the debris flow model

In this Section, we present four test cases concerning the Hybrid system of the debris flow model in which the source term is 
disregarded. All tests consist of RPs, whose quasi-exact solution can be obtained following the technique proposed in Rosatti and 
Fraccarollo [32]. The values of the model parameter 𝛽 (see Eq. (10)), left and right initial values and wave sequence in each RP are 
reported in Table 5. The other model parameters were considered constant and equal to 𝑐𝑏 = 0.65 and Δ = 1.65. In all the tests, the 
initial discontinuity was placed at 𝑥 = 0m, the domain was discretized into constant cells of width 𝑑𝑥 = 0.01m, the simulation time 
was 2 seconds, and we used 𝐶𝐹𝐿 = 0.9 as the stability condition. Finally, for all the schemes, we use three Gauss-Legendre points 
whose positions and weights are:√

15
12

𝑠1,3 =
1
2
±

10
; 𝑠2 =

1
2

; 𝜔1,3 =
5
18

; 𝜔2 =
8
18

(65)
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Table 5

Values of 𝛽 parameter, initial values and wave sequence of the RPs test concerning the debris flow model.

Test case 𝛽 (−) ℎ𝐿 (m) ℎ𝑅 (m) 𝑢𝐿 (m∕s) 𝑢𝑅 (m∕s) 𝑧𝑏,𝐿 (m) 𝑧𝑏,𝑅 (m) Wave sequence*

#1 0.2 2.000 0.595 0.100 0.115 0.000 0.202 RRS+

#2 0.2 2.000 1.027 0.100 3.441 0.500 0.373 RRR

#3 0.1 1.000 0.958 3.000 0.653 0.000 −0.285 RS+S+

#4 0.05 1.000 0.702 3.000 1.896 0.000 0.476 S−RS+

* From left to right; S± means a shock moving in the positive or negative direction respectively, and R a 
rarefaction.

The first objective of these tests was to verify the capability of the proposed DOTH** schemes to deal with this kind of problem 
and, secondly, to verify and quantify the distinguishing features of the approaches summarised in Table 4. Therefore,

• to quantify the accuracy of the numerical solutions obtained with DOTHPP and DOTHZR, for each Test, we have drawn the plots 
of the quasi-exact solution in terms of free-surface elevation (i.e., the flow depth added to the bed elevation), bed elevation and 
velocity, and the relative numerical solution obtained with the two methods. We emphasise that, for graphic clarity, we plotted 
one cell value for every forty-five. Additionally, we have drawn a zoomed-in plot of the velocity around each shock, where all 
cells are graphed, to highlight the differences between the solutions.

• to estimate the impact on the numerical solution of the different path types employed in the DOTHCP and DOTHPP, we have drawn 
the plots of the relative percentage difference between the two solutions for each Test. The relative percentage differences were 
computed in the following way:

Δℎ =
ℎHPP − ℎHCP

ℎHPP

100 ; Δ𝑢 =
𝑢HPP − 𝑢HCP

𝑢HPP

100 (66)

where the subscripts refer to the relative flux type, while for the bed elevation:

Δ𝑧𝑏 =
𝑧𝑏 HPP − 𝑧𝑏 HCP|Δ𝑧0

𝑏
| 100 (67)

where Δ𝑧0
𝑏

is the difference in bed height between the initial left and right values.

• to quantify the expected efficiency gain, we provide a table with the percentage speed gain of DOTHPP over DOTHCP, DOTHZR

over DOTHPP and DOTHZR over DOTHCP obtained for each test. In particular, we indicate:

𝐺HCP-HPP =
𝑇HCP − 𝑇HPP

𝑇HCP

100 ; 𝐺HPP-HZR =
𝑇HPP − 𝑇HZR

𝑇HPP

100 ; 𝐺HCP-HZR =
𝑇HCP − 𝑇HZR

𝑇HCP

100 (68)

where 𝐺𝑥-𝑦 is the percentage gain of method 𝑦 over 𝑥 and 𝑇∗ is the averaged time employed to run the simulation with the 
∗-flux.

• to quantify the influence of the grid resolution on numerical results obtained with DOTHZR, for Test #1, we have drawn the 
plot of the quasi-exact solution in terms of velocity, and the relative numerical solutions obtained with a fine and coarse grid of 
respectively 𝑑𝑥 = 0.01m and 𝑑𝑥 = 0.1m resolution. We emphasise that, for graphic clarity, we plotted one cell value for every 
fifty cell for the fine grid, while for the coarse grid we plotted one cell every five. Additionally, we have drawn a zoomed-in plot 
of the velocity around the shock, where all cells are graphed, to highlight the differences between the solutions.

• to estimate the performance of the DOTHZR flux in comparison with a non-DOT method already employed in the literature for the 
kind of problems faced in this paper, we considered the LHLL flux, an approximated and incomplete Riemann solver developed 
by Fraccarollo et al. [20]. We have drawn the plots of the relative percentage difference between the two numerical solutions 
for Test #1. The relative percentage differences were computed in the following way:

Δℎ =
ℎHZR − ℎLHLL

ℎHZR

100 ; Δ𝑢 =
𝑢HZR − 𝑢LHLL

𝑢HZR

100 ; Δ𝑧𝑏 =
𝑧𝑏 HZR − 𝑧𝑏 LHLL|Δ𝑧0

𝑏
| 100 (69)

where the subscripts refer to the relative flux type.

5.1. Quasi-exact solutions vs DOTHPP and DOTHZR numerical solutions

Figs. 2 and 3 show the comparison between the quasi-exact solution and the numerical results for Tests #1 and #2 and Tests #3 
and #4, respectively. The proposed schemes approximate the quasi-exact solution rather well in all the cases and for all the variables, 
showing the accuracy and robustness of the approaches. Near the shocks are located the largest errors, where the two numerical 
solutions differ slightly. Fig. 4 allows a better analysis of the behaviour in these zones. In any case, the errors near the shocks are 
relatively small and are associated mainly with the shock speed. Additionally, the number of points necessary to approximate a 
shock is limited (generally less than ten). However, as expected, the DOTHRZ scheme provides values that are, in any case, closer to 
the quasi-exact solution than the values of the DOTHPP scheme. Along the rarefaction, the differences between the two schemes are 
13

negligible, as the contribution of the 𝐃 term is marginal in these zones.
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Fig. 2. Plots of the bottom elevation 𝑧𝑏 and the free surface 𝜂 (on the left) and of the velocity 𝑢 (on the right) for Tests #1 and #2. Quasi-exact solutions for 𝜂 and 𝑢
in a continuous line, for 𝑧𝑏 in a dotted line. Numerical solutions: □ DOTHPP values; △ DOTHZR values; filled symbols for 𝑧𝑏 ; empty symbols for 𝜂 and 𝑢.

Table 6

Percentage efficiency gains, defined by Eq. (68), between the 
proposed DOT-type schemes, as a function of the Tests.

Test #1 Test #2 Test #3 Test #4

GHCP-HPP 3.63 3.85 3.77 3.67

GHPP-HZR 0.42 0.56 0.44 0.37

GHCP-HZR 4.03 4.39 4.20 4.03

5.2. Differences between DOTHPP and DOTHCP numerical solutions

Fig. 5 shows the relative percentage differences in the values of the numerical solutions obtained with the DOTHPP and DOTHCP

schemes for each Test. The most significant errors are located around the shocks and are associated with the different positions of 
the wave rather than the different values before and after the shock. Elsewhere, the absolute value of the relative differences is less 
than 0.04%. This result suggests that the impact of the different path choices on the overall solution is nearly negligible. In other 
words, using the path in the primitive-variables phase space does not alter the overall accuracy of the DOT scheme employing the 
conserved-variables phase space.

5.3. Efficiency gain analysis

Table 6 reports the values of the percentage gains as defined by Eq. (68) and computed as the averaged value over ten runs. One 
can observe that the gains are almost independent of the type of test, and as expected, the DOTHPP scheme is faster than DOTHCP, 
while DOTHZR is the fastest. Even if the gain values are not impressive (barely more than 4% with respect the DOTHCP), using the 
14

DOTHZR scheme allows us to reach simultaneously the maximum speed and accuracy without any particular effort.
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Fig. 3. Plots of the bottom elevation 𝑧𝑏 and the free surface 𝜂 (on the left) and of the velocity 𝑢 (on the right) for Tests #3 and #4. Quasi-exact solutions for 𝜂 and 𝑢
in a continuous line, for 𝑧𝑏 in a dotted line. Numerical solutions: □ DOTHPP values; △ DOTHZR values; filled symbols for 𝑧𝑏 ; empty symbols for 𝜂 and 𝑢.

5.4. Coarse grid vs fine grid

Fig. 6 compares the quasi-exact solution and the numerical results for Test #1 obtained with the DOTHZR scheme using a coarse 
and a fine grid. As expected, there is a lower definition of all the waves for the coarse grid results. The right panel of Fig. 6 allows a 
better analysis of the behaviour around the moving shock. The shock is essentially described by the same number of cells anyhow, 
using a coarse grid, the shock is spread over a larger space than with the fine grid. For the sake of brevity, we illustrated only Test 
#1, but the other Tests show similar behaviour.

5.5. Comparison between DOTHZR and LHLL numerical solutions

Despite the speed of the LHLL flux being around 85% faster than the DOTHZR one, the relative percentage differences in the values 
of the numerical solution are significant, and Fig. 7 shows this difference for Test #1. The main discrepancy is located around the 
shocks and is associated with the different positions of the wave rather than the dissimilar values before and after the shock (with the 
LHLL solution, the position of the shock is further away from the exact solution than the DOTHZR). Also, a significant difference is 
present along the central rarefaction (for the bed elevation is more than 10%). Since the last wave is a discontinuity, it is not possible 
to define an order of convergence, and the assessment can only be qualitative. Again, for the sake of brevity, we illustrated only Test 
#1, but the other Tests show similar behaviour.

6. Test cases involving the Combined system of the overland flow model

In this Section, we present four test cases concerning the Combined system of the overland flow model in which the source term 
15

is disregarded. All tests consist of RPs whose quasi-exact solution can be obtained, again, following the technique proposed in Rosatti 
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Fig. 4. Details of the velocity 𝑢 near the moving shocks for all the Tests presenting this type of wave. Quasi-exact solutions in a continuous line; for the numerical 
solutions: □ DOTHPP values; △ DOTHZR values.

and Fraccarollo [32]. The values of the left and right initial values and wave sequence of each RP are reported in Table 7. As in 
the previous set of Tests, the initial discontinuity was placed at 𝑥 = 0m, the domain was discretized into constant cells of width 
𝑑𝑥 = 0.01m, the simulation time was 2 seconds, and we used 𝐶𝐹𝐿 = 0.9 as the stability condition. For all the schemes, we use the 
16

same three Gauss-Legendre points used in the previous set of Tests.
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Fig. 5. Plots of the relative percentage differences Δ ∗ between DOTHPP and DOTHCP for each Test. Δℎ in solid lines; Δ𝑧𝑏 in dashed lines; Δ𝑢 in dot-dashed lines. For 
definitions of the different Δ ∗, see Eqs. (66) and (67).

Fig. 6. Velocity 𝑢 (left full plot, right details near the moving shock) for the Test #1. Quasi-exact solutions in a continuous line; for the numerical solutions: △ finer 
17

grid, ○ coarse grid.
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Fig. 7. Plots of the relative percentage differences Δ ∗ between DOTHZR and LHLL for Test #1. Δℎ in solid lines; Δ𝑧𝑏 in dashed lines; Δ𝑢 in dot-dashed lines. For 
definitions of the different Δ ∗, see Eq. (69).

Table 7

Initial values and wave sequence of the RPs tests concerning the overland flow model.

Test case ℎ𝐿 (m) ℎ𝑅 (m) 𝑢𝐿 (m∕s) 𝑢𝑅 (m∕s) 𝑧𝑏,𝐿 (m) 𝑧𝑏,𝑅 (m) Wave sequence*

#5 1.000 1.200 0.100 2.071 0.200 0.000 RCR

#6 1.000 0.731 0.000 0.251 0.300 0.000 RCS+

#7 1.000 2.300 5.000 2.456 0.000 0.200 S−CR

#8 1.000 1.436 5.000 0.863 0.200 0.300 S−CS+

* From left to right; S± means a shock moving in the positive or negative direction, respectively, R a 
rarefaction, and C a contact wave.

Since, as demonstrated in the previous Section, the difference between DOTHCP and DOTHPP is negligible, and we do not expect 
a significant difference in the computational speed, the goal of these tests is the comparison between the quasi-exact solution, the 
DOTHPP, and the DOTHZR schemes, to assess the possible effect of the analytical evaluation of the 𝐃 term on the numerical solutions.

Figs. 8 and 9 show the comparison between the quasi-exact solution and the numerical results for Tests #5 and #6 and Tests #7
and #8, respectively, in term of free-surface elevation 𝜂 and velocity 𝑢. The bed elevation 𝑧𝑏 was plotted to comprehend the results 
better, even if it is only a dummy variable. For graphic clarity, we have drawn one cell value for every forty-five.

Analogously to the previous set of Tests, along the rarefaction waves, the numerical solutions deriving from both schemes are 
very similar and comparable to the quasi-exact solution. On the other hand, differently from the previous set of Tests, the differences 
between the numerical solutions around the contact waves are significant and can be appreciated without enlargements in Tests #5
and #6. Here, we notice that the DOTHZR solution is far better than DOTHPP. On the other hand, the differences between the two 
numerical solutions and the quasi-exact one are less evident in Tests #7 and #8. The reason for this dissimilar behaviour lies in the 
different importance of the term 𝐃 in developing the RP since it acts only across the contact wave, as analyzed in various papers 
[e.g., 31,19]. Moreover, as the ratio of the bed step to the water depth at the lowest side of the step decreases, the importance of the 
term also decreases.

Comparing the results of this group of Tests with the ones of the previous set, we can notice that the DOTHZR scheme performs 
better in the fixed-bed case than in the mobile-bed one. This performance is because in the overland flow, the wave across which 
the 𝐃 is effective is a steady wave, and this condition matches with the assumption considered for the evaluation of the term. On 
the other hand, in the debris flow case, the wave across which 𝐃 is effective is a mobile shock that is subjected to an unavoidable 
smoothing in the numerical solution, i.e. the shock is subdivided into a small number of moving jumps. Since the 𝐃 term is not linear, 
this subdivision introduces an analytical error in the estimate of the overall term associated with the whole shock, and in turn, this 
generates a loss in the accuracy of the DOTHZR scheme. Nevertheless, the DOTHZR scheme reproduces the quasi-exact solution better 
than the DOTHPP one.

7. Conclusions

In this paper, we have presented three different DOT-type approaches for the evaluation of the numerical fluxes in finite-volume 
schemes for Hybrid PDE systems arising from free-surface mobile-bed shallow-flow models. In addition, we also demonstrated their 
applicability to Combined systems associated, for example, with fixed-bed overland flows. The application of these approaches to 
different RPs, associated with a Hybrid problem and a Combined one, showed the accuracy and the efficiency of the developed 
18

schemes.



Journal of Computational Physics 507 (2024) 112975D. Zugliani and G. Rosatti

Fig. 8. Plots of the bottom elevation 𝑧𝑏 and the free surface 𝜂 (on the left) and of the velocity 𝑢 (on the right) for Tests #5 and #6. Quasi-exact solutions for 𝜂 and 𝑢
in a continuous line, exact solution for 𝑧𝑏 in a dotted line. Numerical solutions: □ DOTHPP values; △ DOTHZR values; 𝑧𝑏 values not plotted, since they coincide with 
the exact solution.

What we can conclude from our work is:

• the DOT approach, initially developed for Non-conservative systems and later extended to Combined systems, can be further 
extended to Hybrid systems;

• our DOT-type fluxes share the same good features as the original DOT fluxes [1], namely:

– they produce schemes that are accurate and robust despite their simplicity;

– they use the eigenstructure of the PDEs system, which can be evaluated numerically if an explicit form is not available;

– they are complete fluxes, as they exploit information from all the characteristic fields of the relevant RPs;

– they do not need an entropy fix;

– they are potentially well-suited for high-order implicit time-stepping schemes;

• in the case of explicit knowledge of the 𝐃 term, the DOTHZR scheme is the most accurate and efficient of the three schemes for 
both Hybrid and Combined systems. Furthermore, the test cases showed that the greater the bed discontinuity compared to the 
flow depth, the more accurate the DOTHZR scheme is compared to the others;

• in the case where there is no explicit knowledge of the 𝐃 term, the DOTHPP scheme is more efficient than DOTHCP because it 
avoids the passage from conserved to primitives in the evaluation of the integral along a path.

We want to highlight that the formulation of the DOT-type fluxes we have developed is quite general, and, therefore, can be 
applied not only to pure 1D problems (as in the present paper) but also to 2D cases without any change. Therefore, they can be 
used to produce robust and accurate numerical schemes for all the models described in the Introduction. In particular, we are 
interested in applying our new approach to operational tools for practitioners (like the WEEZARD system [45]) and for the analysis 
of complex free-surface flows such as the ones on which a culvert or bridge clogging occurs [46,47]. Additionally, if other more 
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accurate physical descriptions of the 𝐃 term are available in the future (e.g., in the case of free-surface vertical drops [48]), they 
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Fig. 9. Plots of the bottom elevation 𝑧𝑏 and the free surface 𝜂 (on the left) and of the velocity 𝑢 (on the right) for Tests #7 and #8. Quasi-exact solutions for 𝜂 and 𝑢
in a continuous line, exact solution for 𝑧𝑏 in a dotted line. Numerical solutions: □ DOTHPP values; △ DOTHZR values; 𝑧𝑏 values not plotted, since they coincide with 
the exact solution.

may be used straightforwardly in the DOTHZR scheme without any problem. Last but not least, again, due to its general formulation, 
the proposed schemes are ready to be applied to Hybrid and Combined problems with or without explicit formulation of the term 𝐃
deriving from areas of physics other than the one used in this work, thus giving the novel approach a wide range of applicability.
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Appendix A. Eigenstructure of the overland flow model

The Jacobian of the conserved vector with respect to the primitive variables is:

𝐁𝑊 = 𝜕𝐔
𝜕𝐖

=
⎡⎢⎢⎣
1 0 1
𝑢 ℎ 0
0 0 1

⎤⎥⎥⎦ (A.1)

while the Jacobian of the conserved fluxes with respect to the primitive variables is:

𝐀𝑊 = 𝜕𝐅
𝜕𝐖

=
⎡⎢⎢⎣

𝑢 ℎ 0
𝑢2 + 𝑔ℎ 2𝑔ℎ 0

0 0 0

⎤⎥⎥⎦ (A.2)

From the previous two definitions, the matrix 𝐀𝑈 is:

𝐀𝑈 = 𝜕𝐅
𝜕𝐔

=𝐀𝑊 𝐁−1
𝑊

⎡⎢⎢⎣
0 1 0

𝑔ℎ− 𝑢2 2𝑢 𝑢2 − 𝑔ℎ

0 0 0

⎤⎥⎥⎦ (A.3)

and 𝑈 becomes:

𝑈 =𝐀𝑈 +𝐇𝑈

⎡⎢⎢⎣
0 1 0

𝑔ℎ− 𝑢2 2𝑢 𝑢2

0 0 0

⎤⎥⎥⎦ (A.4)

The eigenvalues and the associated eigenvectors for this model are the following:

𝜆1 = 𝑢−
√
𝑔ℎ⟺

⎡⎢⎢⎣
1

𝑢−
√
𝑔ℎ

0

⎤⎥⎥⎦ (A.5)

𝜆2 = 0⟺
⎡⎢⎢⎣

𝑢2

0
𝑢2 − 𝑔ℎ

⎤⎥⎥⎦ (A.6)

𝜆3 = 𝑢+
√
𝑔ℎ⟺

⎡⎢⎢⎣
1

𝑢+
√
𝑔ℎ

0

⎤⎥⎥⎦ (A.7)

Appendix B. Eigenstructure of the debris flow model

A simple closed form of the three eigenvalues of the proposed debris flow model does not exist, so in the follow it is reported the 
characteristic polynomial of the homogeneous part of system (9) where the closure relation is expressed by equation (10):

2𝑎3𝜆3 + 2𝑢𝑎2𝜆2 + 𝑎1𝜆+ 6𝑢3𝛽𝑎0 = 0 (B.1)

The coefficient 𝑎𝑖, for 𝑖 = 0, … , 3, are the following:

𝑎3 = 𝑢2𝛽
(
2 + 3Δ𝑐𝑏

)
+ 𝑔ℎ𝑐𝑏 (B.2)

𝑎2 = 𝑢2𝛽
(
Δ𝛽 − 5 − 7Δ𝑐𝑏

)
− 𝑔ℎ𝑐𝑏 (2 + Δ𝛽) (B.3)

𝑎1 = 𝑢4𝛽
(
6 − 7Δ𝛽 + 8Δ𝑐𝑏

)
+ 𝑔ℎ𝑢2𝛽

(
Δ𝑐𝑏 − 4

)
+ 2𝑔ℎ𝑐𝑏

(
𝑢2 − 𝑔ℎ

)
(B.4)

𝑎0 = Δ𝑢2𝛽 + 𝑔ℎ (B.5)

Given a generic eigenvalue 𝜆𝑖, solution of the characteristic polynomial, the associated eigenvector can be evaluated as follows:

𝜆𝑖 ⟺
⎡⎢ 𝛽𝑢2

(
3𝑢− 2𝜆𝑖

)
− 𝑔ℎ𝜆𝑖𝑐𝑏

𝛽𝑢2
(
3𝑢𝜆𝑖 − 2𝜆2 + 3Δ𝜆𝑖𝑐𝑏

(
𝑢− 𝜆𝑖

))
− 𝑔ℎ𝜆2𝑐𝑏

⎤⎥ (B.6)
21

⎢⎣ 𝑖 𝑖

3𝑢2𝛽𝑐𝑏
(
𝑢− 𝜆𝑖

) ⎥⎦
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