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“If you haven’t found something strange during the day, it hasn’t been much of a day.”

John Wheeler
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A Greta,

che mi è stata vicina anche a oceani di distanza

i



ii



Abstract

The ionospheric environment has become a focal point in the study of earthquake-related

anomalies. In particular, both electromagnetic anomalies and particle bursts have been de-

tected in the ionosphere and proposed as potential seismo-related phenomena. This thesis ad-

dresses the challenges in distinguishing earthquake-induced electromagnetic anomalies from

the complex and variable background of ionospheric signals. Utilizing data from the CSES-

01 satellite, this work introduces a robust methodology for characterizing both medium-long

and short-duration electromagnetic signals in the ionosphere. A new approach to de�ning

ionospheric EM background is proposed, considering temporal and geographical variations,

and a statistically rigorous de�nition of anomalies is introduced. Additionally, a novel algo-

rithm is developed for the e�cient detection of short-duration whistler waves, revealing sig-

ni�cant insights into their spatiotemporal distributions. To explore the coupling mechanisms

between electromagnetic anomalies and particle bursts, numerical simulations using a hybrid

particle-in-cell code were conducted, simulating ionospheric plasma interactions with small

amplitude Alfvén waves. The results demonstrate modi�cations in ion velocity distributions

and the emergence of fast ion beams, providing the �rst estimates of time delays between the

impact of the electromagnetic waves and plasma disturbances. This research advances the un-

derstanding of seismo-ionospheric coupling, o�ering valuable tools for the identi�cation of

earthquake-related anomalies.

Keywords: Ionosphere, Electromagnetic anomalies, Earthquakes, CSES-01 satellite, Elec-

tromagnetic waves, Hybrid particle-in-cell simulations
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Introduction

Earthquakes (EQs) are one of the most severe natural disasters impacting human society. Con-

sequently, the scienti�c community has always been focused on mitigating their e�ects to

preserve lives and enhance economic and social resilience (see Basile et al. [19]). Over the

past decades, the scienti�c pursuit of earthquake-related signals has directed its attention to-

wards the ionosphere. Indeed, many anomalies, such as electromagnetic (EM) signatures and

enhancements in the particle �uxes, often referred as particle bursts (PBs), temporally corre-

lated with large-magnitude earthquakes, have been found in the ionosphere rather than in the

lithosphere (see e.g. Picozza, Conti, and Sotgiu [213] for a review of observations in space of

signals reconciled with earthquakes).

The spectrum of electromagnetic variations surrounding the Earth extends across an enor-

mous frequency range (see Sabaka, Hulot, and Olsen [234] and �gure 1, representing the am-

plitude spectrum of geomagnetic variation from 10−15 to 105 Hz.) The characteristic scales of
these signatures exhibits signi�cant overlaps, making it challenging to di�erentiate between

the various sources of ionospheric variations (Constable [65]). Consequently, the intricate na-

ture of Earth’s EM environment presents a signi�cant challenge to an accurate identi�cation

of earthquake-related ionospheric EM anomalies.

In recent years, signi�cant progress has been made in this �eld. In 2004, the DEMETER

mission (Lagoutte et al. [158]) has been the �rst one dedicated to the detection of EM emis-

sions transmitted from seismic regions. At present, the most advanced Low-Earth Orbit (LEO)

mission for the investigation of seismo-induced phenomena in the near-Earth electromagnetic

environment is the CSES mission (Shen et al. [241]), whose �rst satellite of the constellation

(CSES-01) has been launched in 2018. This satellite has already furnished systematic evidence

of EM anomalies correlated with seismic activity (Piersanti et al. [217], Zong, Tao, and Shen

[306]). In 2020, the �rst analytical lithospheric–atmospheric–ionospheric–magnetospheric cou-

pling model has been proposed (Piersanti et al. [217], Carbone et al. [43]). This model is capable

of providing quantitative indicators to interpret the observations in the proximity of the earth-

quake. However, the topic of ionospheric disturbances in connection to intense seismic events

remains one of the most debated in literature, as it still presents three major challenges. First,

the absence of a well-de�ned characterization of the background ionospheric EM environment

devoid of seismic activity and other external in�uences. Second, the current methods for iden-

ti�cation of EQ-related signatures lack a statistically rigorous de�nition of an anomaly. Third,

the absence of a well-de�ned causal mechanism underlying the concurrent occurrence of PBs

and EM anomalies.
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INTRODUCTION

Figure 1: Amplitude spectrum

of geomagnetic variation.

(From Constable and Consta-

ble [66].)

In the present thesis, we have addressed all these critical issues. Indeed, we propose a new

procedure for the characterization of the ionospheric EM environment. The proposed method

uses data acquired by the CSES-01 satellite and employs two di�erent approaches for charac-

terizing ionospheric EM signatures with varying durations: medium-long duration (>1 second)

and short duration (<1 second). In the �rst case, the procedure leads to the �rst robust de�ni-

tion and calculation of the ionospheric EM background, which takes into account the varying

ionospheric conditions. In the second case, we have introduced a new algorithm for identify-

ing short signals in the ionosphere. This algorithm is extremely fast in terms of computational

time and is solely based on physical observables. Furthermore, we present a statistically robust

de�nition of an anomaly, applicable to any signal emerging from the background. This de�-

nition involves analysing the statistical distribution of EM wave energy over the entire time

window of CSES-01 data availability, allowing to discriminate between rare and anomalous

event. Finally, we present the �ndings from our investigation into the e�ects of EM waves

impact on a low-beta plasma (as the real ionospheric plasma). These results were obtained

through numerical simulations employing a hybrid particle-in-cell (HPIC) code. To the best of

our knowledge, this represents the �rst instance in the literature where a plasma with char-

acteristics resembling real ionosphere has been successfully simulated using an HPIC code.

These results provide the �rst estimation of the time delay between the observed EMwave and

the expected modi�cation of the plasma distribution.

The thesis is structured into four chapters followed by a discussion of the achieved results

and future research directions. In chapter 1 we provide a concise yet comprehensive overview

2



of the ionospheric environment. We summarize the current understanding of ionospheric dis-

turbances, both from above (solar wind-magnetosphere-ionosphere coupling) and from below

(lithosphere-atmosphere-ionosphere coupling). Chapter 2 details the data and methods em-

ployed in this study. In chapter 3 we present the ionospheric EM characterization results, cat-

egorized into medium-long duration and short duration signatures. Finally, chapter 4 presents

the results of numerical simulations investigating the perturbation of a low-beta plasma by EM

waves.
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Chapter 1

The Earth’s ionosphere

In this chapter we provide a concise overview of the Earth’s ionospheric environment. Since

the ionosphere is signi�cantly in�uenced by processes originating in the neutral atmosphere

and the magnetosphere, a fundamental understanding of these regions is essential for accurate

ionospheric characterization. Consequently, we provide a description of the key drivers and

mechanisms governing the solar wind-magnetosphere-ionosphere coupling (section 1.2) and

the lithosphere-atmosphere-ionosphere coupling (section 1.3). We focus on the relevant aspects

and open problems related to this study. For a more comprehensive description of Earth’s

ionosphere, interested readers can refer to Kelley [148].

1.1 The ionosphere: an overview

The Earth’s ionosphere is a partially ionized layer between the totally ionized magnetosphere

and the neutral atmosphere, extending from about 50 km to 1000 km above sea level (Kelley

[148]). It is composed by a mixture of ionized and neutral particles, with the number density

of the neutral gas exceeding that of the ionospheric plasma.

The in�uence of gravity causes the horizontal strati�cation of both the atmosphere and

ionosphere, at �rst approximation. Usually, in the literature, atmospheric layers are repre-

sented by the neutral temperature pro�le, while the ionospheric environment is organized by

the plasma density. Figures 1.1a and 1.1b show respectively the typical neutral gas temperature

and plasma density variations with respect to the altitude above sea level.

In the lower atmospheric layer, the troposphere, the neutral temperature decreases with a

rate of ≈ 6.5 K/km (Wallace and Hobbs [278]). Then at ≈ 10 km, there is an inversion point,

where the temperature starts to increase: the tropopause. The inversion of the trend is essen-

tially due to the absorption of part of the ultraviolet portion of the solar radiation by the ozone.

This e�ect has a maximum at about 50 km, where the stratosphere ends with the stratopause,

the mesosphere begins and the temperature trend reverses again. The temperature decrease

(due to radiative cooling) ends at≈ 90 km, which is the minimum point for neutral temperature

(the mesopause). Above this minimum, the absorption of higher energy solar photons leads to

an enormous increase in the temperature (termosphere).

As mentioned, the huge increase in the temperature in the termosphere is caused by solar

5



CHAPTER 1. THE EARTH’S IONOSPHERE

(a) Atmospheric layers with typi-
cal mid-latitude pro�le of neutral
gas temperature.

(b) Ionospheric regions with typi-
cal mid-latitude pro�le of number
density of the plasma.

Figure 1.1: Atmospheric layers and ionospheric regions as a function of altitude (adapted from

Kelley [148].

radiation, in particular in the ultraviolet (UV) and extreme ultraviolet (XUV) spectral range

(wavelength < 10−7 m). The presence of these radiations also produces the plasma in the

sunlit hemisphere. In fact, they have an energetic content high enough to generate charged

particles through the photoionization and photodissociation of atmospheric neutral particles,

like N2, O2 and O (Kelley [148]).

For this reason, two di�erent plasma density pro�les are reported in �gure 1.1b, one re-

garding typical diurnal condition (solid line) and one regarding nighttime (dashed line). Since

the photoionization rate is dependent on solar �ux, the ionosphere depends on time of the

day, season, altitude, geographical latitude and longitude (Baumjohann and Treumann [21]).

Speci�cally, the population of charged particles grows during the day with the Sun elevation

and, through recombination, decreases during the night when the solar radiation disappears.

At higher altitude, the concentration of ionisable gases decreases. On the contrary, the

intensity of the solar radiation increases, since the beam itself is reduced in intensity as it

penetrates. The combination of this factors must generate a maximum at some given altitude,

which is called F layer (≈ 106 cm−3 in correspondence of the local noon, Kelley [148]).

Actually, there are other two elements to take into account. The �rst one is the presence of

another ionization mechanism, the so called impact ionization (Kamiyama [143]). It is caused

by solar or magnetospheric particles that precipitates into the ionosphere and it is the most

important ionization mechanism at high latitudes, since it maintains the ionosphere during

the polar night. The other one is that the atmospheric pro�les of the various atomic species

6



1.1. THE IONOSPHERE: AN OVERVIEW

are di�erent (see �gure 1.2), as well as the response to solar radiation.

Below ≈ 100 km the atmospheric composition is quite uniform, due to the presence of

various turbolent mixing phenomena. On the contrary, above this level (the turbopause), the

various ionospheric population starts to split according to their masses (Kelley [148]). Near

that altitude,N2 andO2 are the most abundant populations (in a ratio≈ 4:1). Above this level,

the abundance of atomic oxygen O+ begins to increase; at ≈ 120 km, it equals that of O2 and

at ≈ 250 km it exceeds that of N2, becoming the dominant species. This trend is explained by

the photodissociation of O2 by UV radiation coupled with molecular di�usion; all of this in an

environment without turbolent mixing above the turbopause.

Figure 1.2: Daytime atmospheric composition above New Mexico. Taken from Kelley [148].

Copyright 1969 by MIT.

All these e�ects and the complex environment lead to an electron density exhibiting relative

maxima and minima (line labeled e− in �gure 1.2). Due to the role of molecular ions, during

daytime, the F region is split into F1 and F2, so that four di�erent regions are identi�ed: D, E,

F1, F2 (Hunsucker and Hargreaves [131]). We summarized their main characteristics in table

1.1. The typical mid-latitude electron density and the four layers are show in �gure 1.3, which

illustrates also the impact of the solar activity, by highlighting the di�erence in the density

pro�le between solar minimum and solar maximum.

name altitude(km) electron density (m−3)

D 60-90 108-1010

E 100-160 1011

F1 160-180 1011-1012

F2 ≈ 300 (variable) 1012

Table 1.1: Characteristics of the ionospheric layers.

As shown in �gure 1.3, all of these regions are strongly dependent on both solar activity and

solar radiation. In particular, the di�erences are remarkable between a diurnal and a nocturnal

ionosphere. In fact, F1 and D regions disappear at night, while F2 and D regions remain but

7



CHAPTER 1. THE EARTH’S IONOSPHERE

Figure 1.3: Typical mid-latitude electron den-

sity pro�les for solar activity at maximum

and minimum during daytime and night-

time, adapted from Jursa et al. [140].

with a much lower density value. Each region has its critical frequency, de�ned as the upper

limit for wave re�ection and corresponding to the maximum plasma frequency (Hargreaves

[112]). The electron plasma frequency is given by fp = 8980
√
ne Hz, where ne is the electron

density in cm−3 (Gurnett and Bhattacharjee [111]).

1.1.1 The ionosphere: a dynamic layer between Earth and space

The ionosphere serves as a dynamic interface between Earth’s atmosphere and the magne-

tosphere. Consequently, it is signi�cantly in�uenced by processes originating in both these

environments, receiving substantial energy and momentum �uxes from both directions (Kel-

ley [148]). These �uxes are transported by particles, electromagnetic �elds, and atmospheric

waves.

Both the neutral atmosphere and the magnetosphere are very dynamic media, but they

exhibits very di�erent characteristics. A comprehensive understanding of the ionospheric en-

vironment and its interactions from both above and below necessitates a fundamental compre-

hension of these regions, encompassing both space plasma physics and atmospheric dynamics.

To provide a foundational framework, the following sections o�er a concise description of the

key drivers and mechanisms governing the coupling between the ionosphere and the overly-

ing solar wind-magnetosphere system (section 1.2) and the underlying lithosphere-atmosphere

system (section 1.3). While this descriptive approach serves as a valuable starting point, its

limitations will be addressed by delving deeper into speci�c processes, such as wave-particle

interactions, when their detailed treatment becomes relevant in subsequent sections.

1.2 Solar wind-magnetosphere-ionosphere coupling

The impact of solar activity on Earth’s ionosphere has been extensively investigated, and its

e�ects have been quanti�ed through numerous studies (Lyon [172], Fedder and Lyon [81],

Horton et al. [127], Milan et al. [187], Borovsky [33].) In the following sections, we provide a

synthetic overview of the key drivers and mechanisms governing the coupling between these

regions.

8



1.2. SOLAR WIND-MAGNETOSPHERE-IONOSPHERE COUPLING

1.2.1 The solar wind

Most of the energy produced by the Sun arrives on Earth in the forms of photons (Akasofu

and Chapman [3]), but there is also a �ow of ionized plasma that escapes from the corona with

a supersonic velocity (Parker [210]). This plasma, composed mostly of protons and electrons,

with a small percentage of alpha particles (from 1 to 5% depending on the solar cycle, see e. g.

Kasper et al. [146]) and heavy ions, is known as the solar wind (SW). It originates because of the

di�erence in the gas pressure between the solar corona and interplanetary space (Kivelson and

Russell [151]). The �rst model of an expanding corona was suggested by Parker [210]. In his

hydrodynamic stationary model, he considered an isothermal plasma, since the high tempera-

ture of the corona (T ≈ 106) slowly decreases away from the Sun. The Parker model solutions

for di�erent corona temperature are shown in �gure 1.4a, representing di�erent velocity pro�le

versus the distance from the Sun.

Moving with the magnetic �eld of the Sun, the coronal plasma can be approximated as

a magnetohydrodynamic (MHD) �uid with in�nite conductivity (Schunk and Nagy [237]). It

drags the solar magnetic �eld in the interplanetary space, forming the Interplanetary Magnetic

Field (IMF), which is about 3-4 nT at 1 Astronomical Unit, (AU, corresponding to Sun-Earth

distance). Due to the radial propagation of the SW plasma and the rotation of the Sun, the

IMF lines assume a con�guration called Parker spiral (�gure 1.4b). The SW speed VSW at the

Earth’s orbit is between ≈400 and ≈800 km/s, the particle number density varies between ≈

1 and ≈ 10 cm−3, the temperature is ≈ 105 K, the magnetic �eld has strength around ≈ 5 nT

and, in the ecliptic plane, it is tilted by ≈ 45◦ with respect to Earth-Sun direction (Kivelson

and Russell [151], Parks [211]).

Figure 1.4: a) Solutions of the Parker model for di�erent corona temperatures expressed in

terms of the VSW vs the heliocentric distance. b) Representation of the SW �ow (black arrow)

dragging tha magnetic �eld lines of the Sun, resulting in the Parker spiral. At Earth’s orbit

(dashed circle) the IMF is tilted by ≈ 45◦ with respect to Sun-Earth direction (Adapted from

Kivelson and Russell [151]).
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CHAPTER 1. THE EARTH’S IONOSPHERE

1.2.2 The magnetosphere

The SW con�nes the Earth’s magnetic �eld in a cavity called magnetosphere (Ratcli�e and

Holzer [224]). In the absence of the SW’s in�uence, the Earth’s magnetic �eld can be approxi-

mated, to a �rst order, by a dipole �eld with its axis currently forming an angle of ≈9.7◦ with

the Earth’s rotation axis (Finlay et al. [84]). The dynamic pressure of the solar wind compresses

it on the dayside and stretches it out on the nightside into a long magnetotail (Hones [123]).

According to Alfvén theorem (also known as the frozen-in �ux theorem, Alfvén [6]) mag-

netic �elds embedded within electrically conducting �uids are constrained to move together.

This theorem, valid for electrically conducting �uids in the limit of very high electrical conduc-

tivity (very low magnetic di�usivity), implies that plasma coming from the Sun cannot leave

the IMF. Consequently, the Earth’s magnetic �eld de�ects the solar wind around itself. The

boundary between the Earth’s magnetic �eld lines and the IMF is the magnetopause (Kivelson

and Russell [151]).

As the magnetopause represents a discontinuity for the magnetic �eld, forming a dynamic

boundary between the SW and the geomagnetic �eld, it is associated with a current sys-

tem: the magnetopause or Chapman-Ferraro current (Chapman [48]). This current layer �ows

from dawn to dusk in the dayside and it plays a crucial role in sustaining the magnetosphere

(Ganushkina, Liemohn, and Dubyagin [98]). Going towards the downwind region, this current

circles around the polar cusps. Moving to the the nightside, the magnetopause current �ows

from dusk to dawn connecting at the equator to the tail current which �ows in the opposite

direction. The magnetopause and the tail current systems together sustain the magnetotail, a

cylindrical shaped night side region extending for hundreds of Earth radii (RE , Hones Jr et al.

[124]). In addition to these current systems, a crucial role in sustaining the magnetosphere is

played by the ring current and the �eld-aligned currents (FACs). The ring current �ows az-

imuthally around the Earth from east to west between≈ 4 RE and≈6 RE (Hargreaves [112]).

At this altitude, nearly all atmospheric particles become fully ionized, subjecting them to the

in�uence of electric and magnetic �elds. Consequently, these particles exhibit three distinct

types of motion: gyration aroundmagnetic �eld lines, bouncing along �eld lines, and azimuthal

drift forming rings around the Earth (Baumjohann and Treumann [21]). The FACs follow the

magnetic �eld direction and are responsible for the transfer of energy derived from the interac-

tion between the solar wind and the magnetosphere to the ionosphere. In addition, they allow

the transfer of convection electric �elds and particle precipitation (see e.g Kamide and Chian

[141]). Therefore, they allow the electromagnetic interaction between hot magnetospheric

plasma and cold ionospheric plasma (Baumjohann and Treumann [21]). Figure 1.5 illustrate

the main ionospheric current systems. Here, ticker arrows indicate the current systems and

thinner arrows the magnetospheric �eld lines.

1.2.3 Solar wind-magnetosphere-ionosphere interactions

When the IMF has on opposite direction with respect to the Earth’s magnetic �eld, magnetic

reconnection can occur, allowing plasma from the solar wind to penetrate into the magne-

topause (Frey et al. [92]). Magnetic reconnection, which is a topological rearrangement of

magnetic �eld that occurs on time scales much faster than the global magnetic di�usion time
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Figure 1.5: Themagnetosphere and themagnetospheric current systems. Credits: Russell [232].

(Zweibel and Yamada [307]), is a naturally occurring process leading to the release of energy

stored in magnetic �elds (resulting in particle acceleration, Hesse and Cassak [118]). For a

full treatment of the topic, which is beyond the scope of this work, the reader may refer to:

Biskamp [30], Loureiro and Uzdensky [171], Hesse and Cassak [118], Pontin and Priest [218].

Since the Earth’s magnetic �eld at the nose of the magnetosphere is essentially directed

along the south-north direction (Lanza and Meloni [161]), the vertical component of the IMF

(BZ,IMF ) play the main role in the reconnection process. In particular, if BZ,IMF is positive

or negative, two di�erent situations can be observed, as schematically shown in �gure 1.6.

• BZ,IMF < 0 (open magnetosphere): reconnection occur on the dayside, equatorward

of the polar cusp (Lepping, Berdichevsky, and Wu [164]). There are two reconnection

points on the equatorial plane (indicated by the "N" in �gure 1.6a) where magnetic �eld

lines of di�erent origins merge and allow exchanges of magnetic �ux and plasma. This

con�guration is generated by a southward oriented IMF line that reaches the magne-

topause and connects to the Earth’s �eld line, leading to two di�erent lines (one for

each hemisphere) with a �xed point on the ground and the other extreme on the Sun

(open lines). These open lines are pushed by the SW in an anti-solar direction towards

the nocturnal magnetosphere, where they reconnect. This night side reconnection point

is characterized by a closed and stretched con�guration. The relaxation of this newly

closed line carries the plasma �ow towards the Earth. In addition, after the reconnection

point, an open line is dragged away by the solar wind.

• BZ,IMF > 0 (closed magnetosphere): a tailward polar cusp reconnection can occur

(Crooker [69], Chisham et al. [53]) and a reconnection point for each hemisphere appears

("N" in �gure 1.6b) on the magnetospheric lobes. In this con�guration, particles of solar

origin can penetrate at high latitudes even in the so-called closed magnetosphere.

11
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Figure 1.6: Schematic representation of the

�eld lines in the noon-midnight meridian when

a) the IMF is antiparallel to the Earth’s mag-

netic �eld near the nose of the magnetosphere.

b) when it is parallel (Achilli [2]).

Solarwind-magnetosphere interactions trigger several events, including geomagnetic storms

(Gonzalez et al. [108]), the creation of large �uxes of accelerated particles (Bingham et al. [28]

and reference therein) and chorus wave activity (Li et al. [165] and reference therein). All of

them are in�uenced by the dynamic conditions in the Earth’s space environment and driven

by processes originating on the Sun (Pulkkinen [222]). The strength of these e�ects depends

signi�cantly on the interplay between the impacting solar wind and Earth’s magnetic �eld and

plasma environment. Under typical solar wind conditions, the kinetic energy �ux of the solar

wind impinging the diurnal magnetopause is of the order of ≈ 104 GW (considering a 30 RE

cross section, Kamide and Baumjohann [142]). A portion of this energy �ux penetrates into

the magnetosphere (through the mechanisms described) where it is immediately stored, then

distributed and eventually dissipated.

A fraction of the energy entering in the dayside magnetosphere is transferred to the iono-

sphere via various mechanisms (Kamide and Baumjohann [142]):

• a fraction of the energy is directly transferred to the high-latitude ionosphere through

the FAC;

• the remainder is transferred to the magnetotail where it is temporarily stored in kinetic,

thermal plasma and magnetic �eld energy;

– a portion of the energy stored in the magnetotail is then transferred to the ring

current via particle injection;

– a part is transferred to the auroral ionosphere by the means of particle precipitation

and via the FAC;

– the remainder re-enters the downstream solar wind and therefore is not dissipated

inside the magnetosphere.
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In the last decades, thanks to the increasing number of spacecraft missions exploring the

solar wind, the magnetosphere and the ionosphere, the coupling between these three regions

has been con�rmed by several observations (see e.g. Lyon [173], Milan et al. [186], Walsh et al.

[279], Tenfjord and Østgaard [257] and reference therein).

1.3 Lithosphere-atmosphere-ionosphere coupling

The atmosphere and ionosphere are interconnected by a complex network of electrical cur-

rents. The concept of a global electric circuit (GEC) was �rst proposed by Wilson (Wilson

[292], Wilson [291]) to account for the presence of a vertical atmospheric electric �eld. How-

ever, while the study of ionospheric disturbances caused by the solar wind-magnetosphere-

ionosphere coupling is a topic to which scientists have devoted entire careers over the last

century, the study of ionospheric disturbances from below has become of great interest only

in recent decades. In fact, despite it was well known that the ionospheric medium can be in-

�uenced from below by atmospheric waves generated in the neutral atmosphere (Hines [119]),

the interest of the scienti�c community has only grown in recent years, mainly due to the

hypothesis of a possible causal link between ionospheric disturbances and seismic activity.

The ionosphere can be perturbed by a variety of natural phenomena, ranging from seismic

events to atmospheric electrical discharges, such as lightning and transient luminous events.

1.3.1 Lightning

Lightning arises from thunderstorm electri�cation processes that separate electrical charges

within the clouds (Rakov and Uman [223]). These discharges manifest primarily as intra-

cloud/intercloud (most frequent), cloud-to-ground, and, less commonly, ground-to-cloud events

(Chen et al. [50]). Each discharge involves the transfer of positive or negative charge through a

conductive channel (Nicora et al. [203]). Typically, negative cloud-to-ground discharges trans-

fer a total charge of approximately 25 C, with a peak current reaching ≈ 30 kA, and releasing

around 500 MJ of energy (Singh, Singh, and Kamra [245] and reference therein).

Experiments described by Kelley et al. [147] and Holzworth et al. [122] provided de�nitive

evidence for the penetration of a quasi-static electric �eld "pulse" from the troposphere into

the ionosphere. Their high-altitude rocket probes detected whistler waves, a phenomenon

associated with lightning-generated sferics, within the ionosphere.

Beyond its role as a source of electromagnetic waves, lightning signi�cantly impacts wave

propagation by inducing localized ionization within the medium. This ionization alters the

electrical conductivity of the atmosphere, a�ecting the propagation of electromagnetic waves

across di�erent frequency bands (with a frequency spectrum peaked at a few to 10 kHz, see

Simões et al. [244]). The extent of this impact depends on various factors, including the light-

ning discharge parameters, the ambient atmospheric conditions, and the speci�c wave propa-

gation characteristics (Rakov and Uman [223] and reference therein).
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1.3.2 Transient Luminous Events

Wilson’s conceptualization of the GEC ((Wilson [292], Wilson [291]) also predicted the exis-

tence of transient luminous events (TLEs) above large thunderstorms. The advent of space

shuttle video imagery and satellite-based optical detectors has revealed the astonishing beauty

and diverse forms of these phenomena (see �gure 1.7). These events, encompassing sprites,

elves, blue jets, and other less common forms, are manifestations of high-altitude electrical

breakdown phenomena triggered by large thunderstorms and mesoscale convective systems.

Figure 1.7: The variety of upper atmospheric phenomena powered by thunderstorms.

Taken from https://www.nasa.gov/image-article/upper-atmosphere-phenomena-caused-by-

thunderstorms/

Among these events, red sprites and blue jets are particularly noteworthy. Red sprites

extend from altitudes of 80 to 55 km and have a visible lifetime of a few milliseconds (Rowland

[231]). Blue jets originate from cloud tops (15 km) and ascend to altitudes of 40 km, traveling

at a velocity of 100 km/s, resulting in a lifetime of approximately 300 milliseconds (Rowland

[231]). Füllekrug and Rycroft [95] evaluated the contribution of sprites to the GEC, estimating

their individual impact to be lower than 44 mV/m. Cummer et al. [71] reported a signi�cant

charge transfer of -144 C to the lower ionosphere during a gigantic jet event. Krehbiel et al.

[157] proposed that positive blue jets contribute to the charging of the global electric circuit,

while negative gigantic jets act to discharge the circuit. As a consequence of the variation

in the GEC, the ionosphere can be a�ected by irregularities. In particular, TLEs can exert a

range of in�uences on ionospheric dynamics, including modi�cation of electron density and

the production of new chemical species than can a�ect ionospheric dynamics (Siingh et al.

[243], Williams [290], Rycroft and Harrison [233]).
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1.3.3 Seismic activity

Seismic events characterized by vertical displacements of the ground or ocean �oor can trig-

ger co-seismic perturbations in the overlying atmosphere and ionosphere (see e.g Astafyeva

[16]). The �rst documented observations of co-seismic perturbations in the atmosphere and

ionosphere were made following the 28 March 1964 MW 9.2 Alaska earthquake, USA (Davies

and Baker [73]). Subsequently, the growing number of space missions facilitated numerous ob-

servations of earthquake-related ionospheric disturbances. For a review of seismo-associated

ionospheric phenomena the reader may refer e.g. to Picozza, Conti, and Sotgiu [213], Astafyeva

[16], Heki [115]. This has spurred numerous recent studies investigating the mechanisms re-

sponsible for the generation of ionospheric irregularities near large EQs. In this section, we

present a concise review of the most prominent theories and models proposing a lithosphere-

atmosphere-ionosphere coupling mechanism during the co-seismic phase (for more details see

e.g. Tanimoto and Heki [254] and reference therein).

Ground motions induced by an earthquake in the ambient geomagnetic �eld, due to the

conductivity of the Earth’s crust, can cause an electromotive force, which in turn leads to the

rise of EM �elds. This mechanism is well explained in the paper by Koshevaya et al. [156].

This study investigates the spectrum of seismo-electromagnetic and acoustic waves generated

by seismic and volcanic activity. The spectrum encompasses both electromagnetic emissions

(EME) and acoustic emissions. The authors model EME by considering a piezoelectric crystal

subjected to mechanical stresses, which induce uniform crack propagation. This, in turn, gen-

erates non-stationary polarization currents in the vicinity of the moving crack. The study esti-

mates the potential spectrum of EME arising from piezoelectric fracturing in rocks, alongside

the spectrum of acoustic emissions, originating from the excitation and non-linear propagation

of acoustic waves through the Earth’s crust, atmosphere, and ionosphere.

In the last decades, this mechano-electric mechanism has been referred as the motional

induction e�ect (Gershenzon, Gokhberg, and Yunga [103], Yamazaki [295]) or seismic dynamo

e�ect (Matsushima et al. [181]), and it has been proposed as a possible explanation for the EM

disturbances observed during large seismic events (Gershenzon and Bambakidis [102], Mat-

sushima et al. [180], Ujihara, Honkura, and Ogawa [264], Honkura, Satoh, and Ujihara [125])

mainly in the ionosphere (Pulinets and Boyarchuk [220]).

The MILC model

The increasing number of observations of ionospheric anomalies associated with seismic activ-

ity in recent years (Picozza, Conti, and Sotgiu [213]) has led to the development of few models

trying to explain these observations. However, the �rst analytical-quantitative model able to

reproduce, with a high statistical signi�cance, the observed temperature �uctuations induced

by strong earthquakes was only introduced in 2020 (MILC model, Piersanti et al. [217], Car-

bone et al. [43]). This model assumes the generation of an acoustic gravity wave (AGW), which

propagates through the atmosphere, and interacts with the ionosphere. This interaction can

also lead to an EM wave injection into the Van Allen Belts. The core of the model can be

summarized in three causal steps:

1. An AGW is generated in the vicinity of the earthquake epicenter (EE) and subsequently
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propagates upward through the atmosphere;

2. the propagating AGW interacts mechanically with the ionosphere, generating a local-

ized plasma density perturbation via a pressure gradient. This perturbation disrupts the

equilibrium state of the ionosphere, inducing a non-stationary electric current within

the E-layer. Consequently, this current generates an EM wave;

3. the EM wave interacts with the magnetospheric �eld, inducing a perturbation in the

eigenfrequency of the relative �eld lines. The ionospheric footprint of these perturbed

�eld lines coincides with the radial projection of the EE.

1.4 Ionospheric EM signatures

Within the complex framework of phenomena described in the preceding paragraphs, it is

necessary to discriminate among the various signatures originating from di�erent sources of

potential ionospheric disturbances (for a review of ionospheric signatures, interested readers

may refer to Simões et al. [244]). To avoid misinterpretation, this is a fundamental prerequisite

to the eventual detection of anomalies possibly correlated to seismic activity.

Schumann resonances

Schumann resonances (SR) are extremely low-frequency (ELF) electromagnetic waves that res-

onate in the Earth’s cavity between the ionosphere and the Earth’s surface. They are excited

by lightning discharges and have a fundamental frequency of around 7.83 Hz, with higher

harmonics occurring at approximately 14.1 Hz, 20.3 Hz, 26.2 Hz, and so on (Sentman [238]).

When a lightning bolt strikes, it creates a sudden pulse of electromagnetic energy. This energy

propagates upwards into the ionosphere, where it is re�ected back to the Earth’s surface. The

Earth’s surface then acts as a mirror, re�ecting the energy back up into the ionosphere. This

process of re�ection and re-re�ection sets up a standing wave, which is what is named a SR

(Galejs [96], Füllekrug [94]).

As many other ionospheric waves, SRs can propagate around the globe due to the waveg-

uide e�ect of the Earth’s ionosphere. In fact, the Earth can be approximated as a near-perfectly

conducting sphere enveloped by a thin dielectric atmosphere extending upwards to the lower

boundary of the ionosphere; consequently, the Earth-ionosphere system forms a cavity analo-

gous to a waveguide (Wait [276]).

Sferics and tweeks

Lightning discharges produce broadband EM impulses that propagate in the Earth-ionosphere

cavity and are referred as sferics (Helliwell [116]). They occur across a wide frequency spec-

trum, ranging from a few hertz to tens of megahertz, and can be detected at distances of thou-

sands of kilometers from the source (Hayakawa et al. [113]). The generation of sferics is a

complex process that involves several stages (Rakov and Uman [223]). When a lightning bolt

strikes, it rapidly ionizes the air along its path, creating a conductive channel. This channel
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acts as an antenna, radiating EM energy into the surrounding environment. The EM radiation

is produced by the sudden acceleration and deceleration of electrons in the lightning chan-

nel. The speci�c characteristics of sferics depend on a number of factors, including the type

of lightning discharge, the altitude of the lightning channel, and the electrical properties of

the atmosphere. In general, they are typically characterized by their short duration, broad

bandwidth, and complex waveform (Hayakawa et al. [113], Rakov and Uman [223]).

Multiple re�ections between the Earth’s surface and the ionosphere lead to constructive

interference, �ltering the broadband signal and favoring speci�c resonant frequencies related

to the upper boundary height. Upon escaping the cavity and propagating within the iono-

sphere, potentially along wave guiding ducts, the signal undergoes slight dispersion, resulting

in a "tweek" (essentially a sferic experiencing minimal frequency spreading during ionospheric

traversal). Conversely, waves traveling further along geomagnetic �eld lines through the plas-

masphere, in the right-handedmode (Storey [250]), encounter signi�cant frequency dispersion,

manifesting as whistlers in the conjugate hemisphere due to their characteristic descending

frequency tones.

Whistlers

Whistlers are a class of naturally occurring very low frequency (VLF) electromagnetic waves

that propagate along the Earth’s magnetic �eld lines, producing distinctive, descending tones.

They are generated by lightning sferics that penetrate into the Earth’s lower ionosphere (Hayakawa

et al. [113]). Aswhistler waves travel alongmagnetic �eld lines, they encounter regions of vary-

ing electron density. The interaction between the waves and the plasma causes the whistler

frequency to decrease as the wave propagates deeper into the magnetosphere. This frequency

dispersion gives rise to whistlers’ characteristic descending tones (Storey [250]). A typical

spectrogram of a whistler (from Lichtenberger et al. [167]) wave is shown in �gure 1.8, where

the typical chirped structure with a falling tone frequency can be easily seen.

Figure 1.8: Typical spectrogram of a whistler wave in the time-frequency domain (adapted from

Lichtenberger et al. [167]). The arrows indicate the whistlers.

Whistler research has provided valuable insights into the Earth’s magnetosphere, o�ering

a natural probe of its structure and dynamics. Eckersley [79] and Storey [250] have shown that

the time travel t of a frequency f is given by the equation:

t = Df−1/2, (1.1)
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where D is termed dispersion of the whistler and it is usually constant over a frequency

range of several octave (Crouchley [70]). It is de�ned as:

D =
1

2c

∫

fp
√

fg
ds (1.2)

where fp is the plasma frequency, fg is the local electron gyrofrequency, c is the speed

of light and the integration is with respect to a length element ds along the whistler path.

Therefore, if the propagation path and gyrofrequency variation are known and a form for

the electron distribution is assumed, the electron density can be determined (KImpara [150]).

Indeed, the dispersion characteristics of whistlers have been used to derive the electron density

in the plasmasphere (see e.g. Park, Carpenter, and Wiggin [208]). Due to the importance of

whistlers to map and monitor the ionosphere and the magnetosphere, several monographs has

been dedicated to cover whistler theory, measurements, and applications (e.g. Helliwell [116],

Sazhin [236], Ferencz [82]).

Whistler mode chorus waves

Whistler mode chorus (WMC) are electromagnetic waves characterized by their distinctive

"whistling" sound, exhibiting a chorus-like structure. They are predominantly observed in

the auroral region, closely associated with the precipitation of energetic electrons from the

magnetosphere. WMC waves are composed of numerous wave packets with closely spaced

frequencies in the range from few kilohertz to tens of kilohertz (Helliwell [116]). Despite ex-

tensive research, the precise generation mechanisms and propagation characteristics of WMC

waves remain an active area of investigation. A recent paper (Bortnik, Thorne, and Meredith

[34]) suggested that WMC waves can propagate into the plasmasphere from tens of thousands

of kilometres away and evolve into hiss (see next paragraph).

Plasmaspheric hiss

Hiss is a type of naturally occurring, high-frequency electromagnetic (EM) noise that perme-

ates the inner region of the magnetosphere and contributes crucially to the dynamic behaviour

of the radiation belts. This pervasive hiss, spanning a frequency range of a few kHz to tens

of kHz, is a ubiquitous feature, detectable by ground-based receivers and satellite instruments

(Falkowski et al. [80], Ni et al. [202] and reference therein). The generation of plasmaspheric

hiss is attributed to several mechanisms, such as plasma instabilities and wave-particle inter-

actions (WPI, Gendrin [101]), in particular the interaction between EM waves and electrons

gyrating around magnetic �eld lines at their cyclotron frequency. Each of these mechanisms

contribute to the overall hiss intensity and spectral characteristics. The e�ects of the plasmas-

pheric hiss span from the modi�cation of the plasma distribution to the impact on the particle

precipitation and propagation of radio waves (see Bortnik, Thorne, and Meredith [34] and ref-

erence therein).
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1.5 Open problems and research aims

The study of the ionosphere has been driven by the fundamental need to comprehend the

in�uence of this layer on radio wave propagation. Consequently, most ionospheric research

has focused on explaining the various layers and their variability (in terms of latitude, local

time, season, etc.). As a consequence, one of the primary tools for ionospheric studies is the

ionosonde, which is a remote sensing device providing the electron density pro�le (Kelley

[148]).

In recent years, with the increase in space missions, ionospheric research has made signif-

icant advancements (see e.g. Yasyukevich et al. [300], Wood et al. [294]). However, a robust

de�nition of the ionospheric EM background is still missing. Establishing the EM background

is an essential prerequisite for accurately de�ning an electromagnetic anomaly in the iono-

sphere. Therefore, the ionospheric characterisation that is the subject of this study pursues a

twofold objective: to compute the EM background and to provide the �rst robust de�nition of

EM anomalies in the ionosphere. In addition to its potential for identifying correlations with

seismic activity, this de�nition can be extended to a broader range of applications, including

anomaly detection associated with severe atmospheric or space weather events.
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Chapter 2

Data and methods

In the present study, we used data from the �rst satellite of the China Seismo-Electromagnetic

Satellite (CSES) constellation. In the following, after a brief description of the CSES mission

and its main purposes, we discuss the data and methods used in this thesis.

2.1 CSES mission

The CSES mission is a collaboration between the China National Space Administration (CNSA)

and the Italian Space Agency (ASI), which aims to obtain global data of the electromagnetic

�eld, plasma and energetic particles in the top-side ionosphere and inner Van Allen radiation

belts (Picozza et al. [212]). Furthermore, it aims at investigating ionospheric perturbations orig-

inated by electromagnetic sources external and internal to the geomagnetic cavity, cosmic rays,

and solar events (Shen et al. [241]). In particular, the main objective of this space mission is to

study lithosphere–atmosphere–ionosphere coupling mechanisms that induce ionospheric per-

turbations during active seismic conditions and to determine the features of such perturbations

(Shen et al. [241]).

The �rst satellite of the constellation, CSES-01, was launched on February 2, 2018. It will

be followed by CSES-02 (approved in 2018 and whose launch was initially planned within 2022,

De Santis et al. [75], then postponed to the end of 2024) and by CSES-03 (around 2030, Zhima

et al. [304]). According to the scienti�c objectives, CSES-01 payload includes the 9 following

instruments:

• Electric Field Detector (EFD), see Diego et al. [76];

• Search-Coil Magnetometer (SCM), see Cao et al. [42];

• High Precision Magnetometer (HPM), see Bingjun et al. [29] and Yang et al. [298];

• Plasma Analyzer Package (PAP), see Liu et al. [170];

• Langmuir Probe (LAP), see Liu et al. [170];

• High-Energy Particle Detector (HEPD), see Picozza et al. [212];
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• High-Energy Particle Package (HEPP), see Li et al. [166];

• GNSS Occultation Receiver (GOR), see Wang et al. [284];

• Tri-Band Beacon (TBB), see Hengxin et al. [117];

Such instruments can measure the electric and magnetic �eld and various plasma param-

eters, such as electrons and ions temperatures and densities (for a complete description of

CSES-01 payloads and measured physical parameters see Shen et al. [241]). All payloads are

planned to work continuously in the region between -65◦ and 65◦ of latitude (Shen et al. [241]).

Figure 2.1 shows the disposition of instruments on the satellite.

Figure 2.1: Launch a) and in-�ight b) status of CSES-01 satellite (adapted from Shen et al. [241]).

The satellite is on a circular sun synchronous orbit (see Mortari, Wilkins, and Bruccoleri

[192] for more details) at an altitude of ≈ 507 km and high orbital inclination of 97.4◦. The

distance between neighboring tracks is≈ 2650 km in one day, and it is reduced to≈ 530 km in

the revisiting period of �ve days (Shen et al. [241]). CSES-01 �ies 15.2 orbits around the Earth

per day at≈ 02:00 am (nightside) and 02:00 pm (dayside) in local time (LT) for descending (orbit

path from north polar to south polar) and ascending (from south to north) half orbits data �les,

respectively (Zhima et al. [304]).

To date, one of the most important achievements of the mission is the CSES Global Geo-

magnetic Field Model (CGGM 2020.0, Yang et al. [298]), describing the Earth’s magnetic main

�eld and its linear temporal evolution. Such model has been validated by the International

Association of Geomagnetism and Aeronomy (IAGA) and has been selected as one of 15 in-

ternational candidate models for calculation of the 13th generation International Geomagnetic

Reference Field (IGRF-13l, see Alken et al. [8] and Zhima et al. [304]). In addition, the mission

accomplished remarkable results in identifying features of the ionospheric environment (e.g.

Yan et al. [296]) and in the investigation of space weather processes (e.g. Piersanti et al. [215]).
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2.1.1 CSES data

Analyses carried out for this thesis are based on EFD and SCM vector data within the geograph-

ical coordinate system. Since recent investigations (e.g. Zong, Tao, and Shen [306]) revealed

that EM emissions associated with seismic activity are mainly found in the range from ≈50 to

≈300 Hz, the analysis has focused on the ELF band (≈1 Hz to 2.2 kHz; sampling rate: 5 kHz)

for the electric �eld, and on the ULF band (≈1 Hz–200 Hz; sampling rate: 1024 Hz) for the

magnetic �eld.

2.1.2 Electric Field Detector

Electric Field Detector (EFD) measures the electric potentials of four spherical sensors with

reference to spacecraft (S/C) potential (Diego et al. [76]). The spheres are located at the end of

four 4.5 meter long booms, and derives the electric �eld in the frequency range between about

DC and 3.5 MHz (Huang et al. [129]). Its working principle is the active double-probe tech-

nique, in which the electric �eld components are obtained by the voltage di�erence between

two probes divided by the distance d between the various probes pairs. Figures 2.2a and 2.2b

shows the structure of EFD’s spherical sensor probe and the scheme of its working principle

respectively.

(a) (b)

Figure 2.2: Structure of the EFD’s spherical sensor probe (a) and the scheme of its working

principle (b). Credits: Huang et al. [129].

Figure 2.3 shows the EFD sensors position in the satellite orbit systemXS (�ight direction),

YS (orthogonal to the other two) and ZS (directed from satellite to Earth), indicated by the red

arrows. As can be seen, probe A lays in theXS-YS plane (directed opposite to YS), probe B in

the ZS-XS plane (directed at 45◦ betweenXS and ZS axis, probe C inXS-ZS plane and probe

D in ZS-YS plane.

De�ning Va, Vb, Vc and Vd as the probe potentials, the electric �eld components in the

spacecraft reference frame are evaluated along the directions de�ned by the various sensors
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Figure 2.3: EFD probes orientation with respect to the satellite reference frameXS , YS and ZS

(adapted from Huang et al. [129]).

pairs, from the voltage di�erences: V1 = Va − Vb, V2 = Vc − Vd and V3 = Va − Vd. Then, they

are rotated into the geographical reference frame (X, Y and Z, see Huang et al. [129]).

The EFD purpose is to measure the three components of the ionospheric electric �eld over

a broad frequency band (from DC to 3.5 MHz, Shen et al. [241]) with high sampling rates. The

frequency range of EFD is divided into four sub-bands: Ultra Low Frequency (ULF), Extreme

Low Frequency (ELF), Very Low Frequency (VLF) and High Frequency (HF), whose main char-

acteristics are reported in table 2.1.

band sampling frequency (Hz) frequency range (Hz)

ULF 125 DC − 16

ELF 5 · 103 6− 2200

VLF 5 · 104 1.8 · 103 − 2 · 104
HF 107 1.8 · 104 − 3.5 · 106

Table 2.1: Characteristics of EFD frequency bands.

EFD operates in two observation modes: survey and burst. The latter is activated for about

2 hours per day over seismic regions to increase data collection (see Shen et al. [241]). Specif-

ically, in ULF and ELF bands, EFD collects waveform electric �eld data throughout the entire

orbit in survey mode. In VLF band, survey mode provides only (Power Spectral Density) PSD,

while waveform data are acquired exclusively in burst mode. Finally, in HF band, EFD operates

exclusively in survey mode, providing PSD.

2.1.3 Search Coil Magnetometer

Search Coil Magnetometer (SCM) is a three axis search coil magnetometer that measures vary-

ing magnetic �uxes in the range 10 Hz - 20 kHz (Cao et al. [42]). Since the satellite generates
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magnetic �eld disturbances, search coil sensors are mounted at the end of a boom that extends

outside of the satellite (see Cao et al. [41]). The sensor of SCM is made of three orthogonal

cores in permalloy, which is an high permeability material. All cores are wound by a main coil

with 12000 turns of copper wire and a secondary coil with tens of turns providing a �ux feed-

back (Cao et al. [42]). In this way, when a time-varying magnetic �eld passes through the coil,

a time-varying voltage V is induced due to Faraday’s law of magnetic induction. Speci�cally:

Vi = µeNS
dB

dt
(2.1)

where µe is the e�ective permeability of the core, N is the number of turns of the main

coil, S is the cross-sectional area of the core, dB
dt is the time variation of the magnetic �eld

component parallel to the coil axis and i represents the three possible direction x, y, z.

The frequency range of 10 Hz–20 kHz is divided into the three sub-bands shown in table

2.2.

band sampling frequency (Hz) frequency range (Hz)

ULF 1024 10− 200

ELF 10.24 · 103 200− 2200

VLF 5.12 · 104 2.2 · 103 − 2 · 104

Table 2.2: Characteristics of SCM frequency bands.

SCM has two operation modes too: survey and detailed survey. The latter is switched on

over main seismic regions on Earth, where SCM will output the waveform data over the whole

frequency range. Elsewhere, SCM operates in survey mode, emitting data of the waveforms

only in ULF and ELF bands and the PSD data in VLF band.

2.2 Geomagnetic data

One of the purposes of this study is to assess the impact of solar activity on the detection of

anomalies. In order to give a measure to the signature of the response of the Earth’s magneto-

sphere and ionosphere to solar forcing, space and Earth scientists usually refer to geomagnetic

indices, which are proxies of geomagnetic disturbances observed on the ground. They are a

measure of geomagnetic activity, which is a signature of the response of the Earth magneto-

sphere and ionosphere to solar forcing Menvielle et al. [184].

Geomagnetic conditions at mid/low latitudes are usually measured by the Disturbance

storm time (Dst) and SYM−H indices (see, for example Lakhina and Tsurutani [159]). They

both are a measure of the symmetric ring-current intensity (Iyemori [136]), but SYM−H
is computed at higher time resolution (1 min) than Dst (1 h). In this work, SYM−H is

employed to label days monitored for background calculation as quiet, disturbed, or storm.

SYM−H data rely on the use of several magnetometer stations to calculate the symmet-

ric portion of the horizontal component of the magnetic �eld near the equator (see Wanliss

and Showalter [289] for details). Data utilized in this thesis were obtained from the OMNI
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database, a comprehensive resource widely employed by the space weather research commu-

nity (https://cdaweb.gsfc.nasa.gov/index.html). OMNI is a multi-source compilation of solar

wind data, interplanetary magnetic-�eld data, solar and geomagnetic indices, energetic parti-

cle �uxes (Papitashvili and King [205]).

In this study, an average SYM−H value (SYM−H) and the standard deviation (SYM−HSD)

are calculated for each day. The days are classi�ed as follows:

IQ : SYM−H± SYM−HSD ∈ [−10 nT, 10 nT]

ID : SYM−H± SYM−HSD ∈ [−40 nT,−10 nT]

IS : otherwise

where IQ, ID and IS mark quiet, disturbed and stormy days, respectively.

Compared to what is commonly found in the literature (e.g., Bertello et al. [25]), the se-

lected intervals are much more stringent, which ensures that quiet days are e�ectively clear

from any solar perturbation, and that disturbed days only include low-intensity solar distur-

bances. It is important to stress that slight variations in the bounds of any interval (± 10 nT) do

not signi�cantly impact background evaluation, due to the e�ect of averaging over the entire

cluster of days included in each interval.

2.3 Non-stationary signal analysis

A critical problem in data analysis of geophysical measurements is how to extract the main

components and useful characteristics from them. In fact, a geophysical signal is often char-

acterized by dynamic changes in time-frequency contents and therefore appears as a complex

time-varying process. Thus, a technique that combines the time and frequency analysis and

shows the signal evolution in both time and frequency is required to extract the signal compo-

nents and capture the useful characteristics associated with them.

Over the last decades many techniques and approaches for time-frequency analysis and

signals decomposition have been developed. Complex signals are usually decomposed in a su-

perposition of simpler ones in order to be analyzed. The common approaches are based on

Fourier analysis (Stein and Shakarchi [248]) or wavelets (Mallat [178]), which are well known

to be not suitable for non-stationary signals (Cicone and Zhou [60], Piersanti et al. [216]). How-

ever, geophysical signals are, in general, strongly non-stationary. For this reason, alternative

methods have been proposed recently, such as the Hilbert–Huang transform (HHT) technique

(Huang et al. [130]), which comprises two primary steps. The �rst one is the signal decom-

position via the empirical mode decomposition (EMD) method, which decompose the signal

into components called "Intrinsic Mode Components" (IMCs). Such components are oscilla-

tory function ful�lling two properties: the number of the extrema and the one of the zero

crossings of an IMC must be equal or di�er at most by one; at any point of an IMC, the mean

value of the envelopes de�ned by the local extrema is zero (Cicone [56]). The second step is the
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determination of the instantaneous frequency via the Hilbert Spectral Analysis (HSA, Huang

et al. [130], Huang et al. [130], Lin, Wang, and Zhou [169] and Bendat and Piersol [24]).

The application of EMD and HSA led to the determination of hidden features of non-

stationary signal in many �elds, such as biology, medicine, geology, astronomy, engineering,

geophysics, economics (for a partial list of successful applications of these techniques see ref-

erences of Cicone and Zhou [61]). However, building a mathematical foundation remains a big

challenge in the study of EMD and HSA. Indeed, the sifting algorithm, which is the basis of the

EMD process and connects the local maxima and minima using cubic spline to form the upper

and lower envelops, is unstable and there is no mathematical proof for its convergence (Lin,

Wang, and Zhou [169]).

2.3.1 Fast Iterative Filtering

To address the mathematical issues, the so-called Iterative Filtering (IF) has been proposed

in 2009 by Lin, Wang, and Zhou [169]. Such a technique establishes rigorous mathematical

criteria for convergence under certain conditions (the mathematical analysis of IF has been

addressed by several authors in recent years, see e.g. Cicone [55], Cicone and Dell’Acqua [57],

Cicone, Liu, and Zhou [58], Huang, Yang, and Wang [128], Wang, Wei, and Yang [285], Wang

and Zhou [286]). Instead of using the envelopes generated by splines, it involves a moving

average to replace themean of the envelops. The complete numerical analysis of the IF has been

proposed by Cicone and Zhou [61] in 2021. The authors demonstrated that the IF algorithm

convergence is guaranteed a priori. Furthermore, assuming a periodical boundary extension

of a signal, the IF can be implemented on a computer using the Fast Fourier Transform (FFT).

The derived method, known as Fast Iterative Filtering (FIF), is faster than EMD (Cicone [55])

and has been successfully used to extract features from many kind of signals in several �elds

(e.g. Ghobadi et al. [104], Chen et al. [49], Piersanti et al. [214], Reddy et al. [226], Myat et al.

[194], Wang et al. [287], Sharma, Shedsale, and Sharma [240]). For its strengths, we used the

FIF algorithm to decompose signals (in this case the three components of electric and magnetic

�eld) and extract signi�cant features from it.

Brie�y, given a multidimensional signal f(t), IF decomposes it into N IMCs so that:

f(t) =

N
∑

l=1

IMCl(t) + r(t) (2.2)

where N is the number of the obtained IMCs, IMCl(t) is the l-th IMC and r(t) is the
residue of the decomposition. Each IMCl is given by an iterative application of a low-pass

�lter which extract the moving average of the signal at a temporal scale Äl, with the aim of

isolating a �uctuating component with average spatial frequency Él ≃ 2Ã/Äl. Value of Äl is
di�erent for any IMC and it’s increasing with l: so as l increases, IMCs will contain smaller

frequencies.

Figure 2.4 shows an example of FIF decomposition applied to electric �eld data. The blue

line represents the original signal, the red dashed line represents the baseline, and �uctuations

(obtained by subtraction of the baseline from the original signal) are reported in black.
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Figure 2.4: Application of the FIF technique to electric �eld data (expressed in V/m) from the

CSES-01 satellite along an example orbit on Aug 13, 2018. The blue line represents the real

signal, the red dashed line is the baseline, while �uctuations are shown in black.

The relation between each IMC and the l scale of variability for the f(t) signal is ana-
lyzed using the technique proposed in Flandrin [85]. Precisely, a signal marked by robust scale

separation can be expressed as the sum of a baseline f0(t) and the variation ¶f(t) from the

baseline:

f(t) = f0(t) + ¶f(t). (2.3)

Here, ¶f(t) is identi�ed by application of the method described by Alberti et al. [4]:

¶f(t) =

k
∑

l=1

IMCl(t), (2.4)

where k is a subset of the N modes, and l is the scale of variability. In this way, it is pos-

sible to obtain a reconstruction of a subset of modes characterized by �uctuations at higher

frequency and standardized mean SM ≈ 0 (SM being the mean divided by the standard devia-

tion).

In our analysis, l represents the frequency of any IMC for either the electric or magnetic

�eld components.
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2.3.2 Multiscale statistical analysis

Measured data from complex and multivariate processes (such as many geophysical processes)

inherently exhibit multiscale characteristics due to the contributions of events occurring across

various temporal and spatial scales (Bakshi [17]). In fact, e�ects such as spikes, drifts and

variance shifts may occur in such processes at di�erent times and frequencies, making the

resulting process data multiscale (Ganesan, Das, and Venkataraman [97]). Consequently, data

analysis and modeling methods that represent the measured variables at multiple scales are

better suited for extracting information from measured data than methods that represent the

variables at a single scale.

For this reason, we have performed multiscale statistical analysis on the IMCs. Speci�cally,

at each frequency scale l we have calculated and studied the relative energy ϵrel:

ϵrel(l, t) =

∫

l |IMCl(t)|2dt
∫

l |f(t)|2dl
(2.5)

which represents the ratio of the energy corresponding to a speci�c time to the total energy

over the whole time interval. The relative energy is then investigated as a function of the

frequency and satellite latitude, through the study of ϵrel-latitude-frequency spectra for the

three components of the electric and magnetic �eld.

As showed in chapter 3, the analysis of the ϵrel is the milestone of the ionospheric electro-

magnetic characterization and the anomaly detection.

2.3.3 Cross-covariance

Since the electric and magnetic �eld signals are not synchronized due to the di�erent hardware

and software implementation between EFD and SCM (Zhima et al. [305], Yang et al. [297]), for

a joint electric and magnetic �eld analysis it is necessary to realign the EFD and SMCmeasure-

ments. To this purpose, we relied on the cross-covariance, which is a measure of similarity of

two signals (see e.g. Park, Park, and James [209]).

The cross-covariance sequence of two signals xn and yn is given by (see e.g. Chen, Genton,

and Sun [52], Larsen [162]):

ϕxy(m) = E(xn+m − µx)(yn − µy)∗ (2.6)

where µx and µy are the mean values of the two stationary signals, the asterisk denotes

complex conjugation, and E is the expected value operator.

2.3.4 Principal Component Analysis

To identify the direction of main oscillations of the electric and magnetic �eld, we performed a

principal component analysis (PCA). PCA is a technique used for reducing the dimensionality

of large datasets, enhancing interpretability while preserving as much information as possible

(see e.g. Jolli�e [138]). It is de�ned as an orthogonal linear transformation on a real inner

product space. Such transformation leads to the de�nition of a new coordinate system whose

basis are the new variables, called principal components, that are linear combinations of the
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original variables and uncorrelated with each other. The new coordinate system is obtained

in a way that the maximum variance by some scalar projection of the data lies on the �rst

coordinate (�rst principal component), the second greatest variance on the second coordinate,

and so on (Jolli�e [138]).

In the standard case, �nding such new variables is equivalent to solving an eigenvalue/eigen-

vector problem (Jolli�e and Cadima [139]). Consider a p×n data matrixX, whose jth column

corresponds to the n observations on the jth variable (x1,x2, . . . ,xn). The goal is to �nd the

linear combination of theX columns thatmaximizes the variance. Being a a vector of constants

a1, a2, . . . , an, the linear combination is given by:

Xa =

n
∑

j=1

ajxj (2.7)

The variance of such linear combination is given by var[Xa] = a
′
Sa, where S is the

covariance matrix associated with the dataset. Therefore, we seek the dimensional vector a

which maximizes the quadratic form a
′
Sa. The problem is equivalent to maximizing a

′
Sa −

¼(a′a− 1), where ¼ is a Lagrange multiplier (Jolli�e and Cadima [139]). Di�erentiating with

respect to a, and equating to the null vector, we obtain:

Sa = ¼a (2.8)

It follows that a must be an eigenvector, and ¼ the corresponding eigenvalue, of the co-

variance matrix S. In particular, we are interested in the largest eigenvalues, ¼1, ¼1, . . . , ¼m

and the corresponding eigenvectors, with m < n. In this way, it is possible to summarize

most of the "variation" contained in the original set of n variables using a subsetm of principal

components.

For a complete description of the PCA, the reader may refer to Greenacre et al. [110], Naik

[195], Kong, Hu, and Duan [155], Gray [109].
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Chapter 3

The characterization of the

ionosphere

The identi�cation of ionospheric disturbances in connection to strong earthquakes requires a

preliminary robust characterization of the ionospheric background, where the background em-

beds all the ionospheric features in the absence of any possible external (e.g., transient changes

in solar activity, interplanetary plasma and magnetic �eld conditions...) and internal (atmo-

sphere and lithosphere) inputs. In this frame, a proper characterization of the ionosphere must

take into account all temporal scales on which the ionosphere usually varies: medium-long

term trends (from seconds to years) and short-time trends (less than one second).

3.1 Medium-long term signals: the ionospheric background

The calculation of the ionospheric EM background is based on the analysis of the ϵrel-latitude-
frequency spectra obtained as described in section 2.3.1. Such a spectrum is generated for all

the CSES-01 orbits crossing a square cell centered on a region on the Earth’s surface. In this

way, the cell encloses the portion of the ionosphere under analysis, which is the projection of

the geographical region of the surface embedded by the cell.

3.1.1 Ionospheric background: calculation

In order to compute the background, all the orbits �ying over the considered cell are taken into

account for the multiscale analysis described in chapter 2. For each orbit satisfying such con-

dition, a latitude-frequency vs. ϵrel spectrum is computed. Then, the ionospheric background

is de�ned as the average of all the spectra.

It is important to underline that, in order to take into account the spectral di�erences

between the orbits (generally both frequencies and latitudes change from orbit to orbit), we

remapped all the dataset in a proper grid, constructed according to the following steps:

1. de�ning as latC and lonC the geographical coordinates of the center of the cell and as

LG the length of the side of the cell;
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2. adopting a linear spacing for latitudes. Speci�cally from latC − LG/2 to latC + LG/2
with 0.1 spacing. This spacing represents a good compromise between dense (implying

an high number of null values) or sparse (leading to a shoddy interpolation) grid.

3. adopting a logarithmic spacing for frequencies. Since the frequency values span several

orders ofmagnitude and the lowest frequencies retainmost of the energy, the logarithmic

spacing allows the best resolution of the spectra.

4. The number of frequencies for the �nal grid is chosen as the average of the number of

IMCs in each orbit. This guarantees, on average, a single value for each point of the grid.

This procedure allows to obtain am×n (latitudes× frequencies) grid on which to interpo-

late the ϵrel from each orbit on every grid point. The remapping process requires a minimum

number of existing values on the original grid (i.e. a minimum value of IMCs and a minimum

number of latitudes). Through a deep investigation based on the analysis of tens of thousands

of orbits, we �xed this number to 18. This implies that orbits having existing values on the orig-

inal grid < 18 were excluded from the background computation, because of the impossibility

of a proper comparison with the other orbits. Even if such threshold implies the discharge of

≈ 10% of the data-set, the analysis is not a�ected since the number of orbits included in the

�nal procedure is of the order of hundreds.

Since the ionosphere exhibits di�erent characteristics depending on latitude, time of the

day, solar activity... (as described in chapter 1), it is necessary to de�ne various background

spectra. The latitudinal variation is included in the procedure through the selection of a speci�c

geographical region onwhich the background calculation is performed. In order to take into ac-

count di�erences between a diurnal and a nocturnal ionosphere, we performed the background

calculation distinguishing between diurnal and nocturnal orbits. Furthermore, the ionospheric

variability induced by the variation in the solar activity is considered by the discrimination be-

tween orbits occurring during quiet, disturbed and stormy days. Such discrimination is carried

out using the SYM-H index, as detailed in section 2.2.

This results in the nine ionospheric backgrounds, including all the ionospheric conditions,

summarized in table 3.1. Downstream of these selections and calculations, the obtained back-

ground will include only EM observations whose origins are geographically close to the region

of interest.

3.1.2 The e�ect of the cell size

The background calculation is in�uenced by the choice of cell size, which is not trivial. Indeed,

it is the result of the balance between two con�icting objectives: from on side, the aim of calcu-

lating a local background that is free from e�ects due to ionospheric geographical variations,

on the other side, the need for a large number of good observations. In principle, a smaller cell

provide a more accurate background on the speci�c region we are interested in; however, it

involves two problems. First, the number of orbits crossing the cell decreases with the square

of the side, leading to a poorer statistics in the average background computation. Secondly, it

leads to border e�ects, since with a smaller cell a large fraction of the orbits cross the cell only

for a small portion of their trajectory.
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Background Orbits considered

1 ALL All orbits �ying over the geographical cell

2 QUIET Orbits relative to quiet days

3 DISTURBED Orbits relative to disturbed days

4 DIURNAL Diurnal orbits

5 NOCTURNAL Nocturnal orbits

6 QUIET DIURNAL Diurnal orbits relative to quiet days

7 QUIET NOCTURNAL Nocturnal orbits relative to quiet days

8 DISTURBED DIURNAL Diurnal orbits relative to disturbed days

9 DISTURBED NOCTURNAL Nocturnal orbits relative to disturbed days

Table 3.1: Summary of the various generated backgrounds. All types of ionospheric conditions

are considered.

To better clarify these two problems, we will show how the e�ect of the geometry of the

satellite’s trajectory can lead to a poor statistics and how the border e�ects can a�ect the back-

ground spectra.

As an example, we reported in �gure 3.1 the CSES-01 orbits in and close to a 3◦ × 3◦

geographical cell centered on the coordinates 18 ◦N, 73 ◦W. As can be seen in �gure 3.1a,

due to the not uniform satellite coverage, the number of orbits crossing the cell is low, which

implies a poor statistics in the background calculation. In addition, in �gure 3.1b, it is possible

to appreciate how a considerable number of these orbits cross the cell only for a small fraction

of their trajectory. Hereafter, we will refer to these orbits as border orbits.

The border orbits produce a spectrum such as the one showed in �gure 3.2a. Since (as

described in details in section 3.1.1), the ionospheric background is the average value of all the

observations on a cell, a large number of border orbits may lead to undesired border e�ects

in the background calculation. An example of these e�ects are shown in �gure 3.2, which

illustrates the background for a cell containing a large number of border orbits.

As can be seen, the inclusion of border orbits generates artefacts that mimic the presence

of a speci�c signal only in a portion of the cell.

In order to overcome these problems and to automatize the procedure, we included aweight

function in the average calculation of the ionospheric background. This weight function is

based on the number of points of the satellite’s trajectory enclosed by the cell; it exponentially

goes from 0 for an orbit with a single point in the cell, to 1 for the full orbit. In this way, border

orbits have negligible e�ects in the average calculation.

In addition, we tested di�erent choices of cell size, from 1◦ × 1◦ to 6◦ × 6◦. As summarized

in table 3.2, the optimum choices are 3◦ × 3◦ to 6◦ × 6◦ depending on the satellite’s coverage.

3.1.3 Ionospheric background: investigation of the seismic activity

The procedure described in the previous sections ensures a proper characterization of the iono-

spheric environment in the desired conditions. If a detected signal di�ers in a statistically sig-

ni�cant manner from the background is worthy of consideration for further analysis regarding
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(a) All the satellite’s orbits in the region of in-
terest.

(b) Orbits selected. The portion of the orbit crossing
the cell is represented with a ticker line.

Figure 3.1: Two di�erent representations of the satellite’s orbits around the geographical cell

centered on the coordinates 18 ◦N, 73 ◦W (green star). Diurnal orbits are represented in red,

nocturnal orbits in blue. The black dashed line indicates a 3 ◦ (in latitude-longitude) square cell

surrounding the selected point.

(a) Spectrum for the X component of the electric
�eld regarding a single border orbit.

(b) Background spectrum for the X component
of the electric �eld for a cell containing a large
number number of border orbits.

Figure 3.2: Border e�ects in the background calculation.

Size Results

1◦ × 1◦ This is not an optimal choice. Too few orbits selected and a large frac-

tion of them are border orbits.

3◦ × 3◦ This could be a good compromise between geographical precision and

orbits selection. However, if the center of the cell is on a region without

a good coverage, border e�ects can still be present.

6◦ × 6◦ This is a safe choice: always a large number of selected orbits and no

border e�ects. The disadvantage is the poor geographic precision.

Table 3.2: Cell’s size and relative e�ects.
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possible correlations to anomalous events. In particular, the background calculation can be

used to detect possible signals connected to seismic activity.

A set of maps depicting ionospheric EM background over seismic regions has been gen-

erated using CSES-01 electric and magnetic �eld observations from 2019 to 2023. Every back-

ground map has been compared 1 to 1 with ionospheric conditions occurring in the closest (in

time and space) observation to the earthquake. This comparison allows us to detect signals

which could di�er from the typical ionospheric features.

For our analysis, we chose earthquakes that occurred recently, thus matching CSES-01 data

availability and events occurred under very di�erent geomagnetic conditions, which enables

an assessment of the role of solar forcing in this type of analysis.

In the following paragraphs, we will describe the ionospheric backgrounds obtained for

di�erent cells, analyzing also signals that could eventually emerge from the background in the

proximity of the earthquake. For the reader’s convenience, all the �gures regarding the Cretan,

Vanuata and Marche region are reported in appendix A.

Case event: 14 August 2021 - Haiti

On 14 August 2021, at 12:29:08 UTC, an earthquake struck the Tiburon Peninsula of Haiti, 150

km west of the capital Port-au-Prince. The magnitude of the event was 7.2 MW at EE geo-

graphical LAT-LON coordinates 18.417°N, 73.480°W (for further details on this seismic event,

see D’Angelo et al. [72] and reference therein).

Following the procedure described in Recchiuti et al. [225], we have computed the iono-

spheric backgrounds for a geographical 6◦ × 6◦ cell centered on the EE. The backgrounds for

quiet and disturbed geomagnetic conditions are shown in �gure 3.3 and 3.4, respectively. In

each of these �gures, the ϵrel spectrum (color scale: ϵrel intensity) is reported as a function of

frequency and geographic latitude. Panel a) shows the Ex (geographic north-south) compo-

nent, panel b) the Ey (east-west) component, and panel c) the Ez (vertical) component.

Figure 3.3: Ionospheric background for quiet conditions for a 6◦ × 6◦ cell over Haiti, in terms

of ϵrel intensity as a function of latitude and frequency for the three components of the electric

�eld (Ex, Ey , Ez from left to right).

By comparing �gures 3.3 and 3.4 it can be easily seen that “quiet” and “disturbed” spectra

reveal activity in the same frequency bands, but with di�erent energetic content (lower in the

former case). In particular, the following frequencies emerge from both spectra:
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Figure 3.4: Ionospheric background for disturbed conditions expressed as ϵrel intensity vs.

latitude (depending on time) and frequency for the three components of the electric �eld. ϵrel
values are generally larger than in the quiet case, but EM activity covers the same frequency

bands.

• ≈ 2 Hz (Ey , Ez): due to the v × B electric �eld present in the ELF band, caused by

satellite motion into the geomagnetic �eld (see e.g. Diego et al. [76]);

• ≈ 8 and ≈ 15 Hz (Ex, Ey , Ez): �rst and second Schumann ionospheric resonances at

CSES-01 orbit (see Rodríguez-Camacho et al. [229]);

• ≈ 1 kHz (Ex): signature of the plasmaspheric hiss (Tsurutani et al. [263], Malaspina et al.

[177]).

Background spectra in �gures 3.3 and 3.4 have been compared with the one closest to the

earthquake (occurring on Aug 14, 2021, 6 hours before the earthquake), which is shown in

�gure 3.5.

Figure 3.5: Spectra of Aug 14, 2021, six hours before the earthquake, on the same 6° × 6° LAT-

LON cell considered for background spectra. In addition to the ≈2 Hz and ≈1 kHz peaks

present in background spectra, another signal can be detected at 250± 70 Hz (especially in the

x and y components).

As it can be seen from �gure 3.7, showing the SYM-H values for August 14, 2021 and

referring to the SYM-H thresholds de�ned in chapter 2, the day when the EQ occurred was

a disturbed one.
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Figure 3.6: CSES-01 orbit (blue line) �y-

ing over the EE on Aug 14, 2021, 6 hours

before the earthquake. The black point

represents the EE.

Figure 3.7: SYM-H index for Aug 14,

2021. Following the procedure de-

scribed in section 2.2, this day can be

classi�ed as disturbed, in spite of SYM-

H going slightly below 10 nT for a few

hours.

Comparing �gure 3.5 to �gure 3.4, signals at 2 Hz, 8 Hz, 15 Hz and 1 kHz appear in both

sets. An additional signal at ≈250 ± 70 Hz (enclosed in magenta ellipses) appears in �gure 3.5

along the three components (more clearly in the x and y components).

The homologous analysis (�gure 3.8) has been repeated for the local magnetic �eld along

the geographic North-South (Bx), East-West (By) and vertical (Bz) components. In this case,

the ϵrel,SCM background spectra clearly show the signature of the second Schumann resonance

at ≈16 Hz.

Figure 3.9 shows the relative energy of SCM observations on Aug 14, 2021, six hours before

the earthquake, where the second Schumann resonance clearly appears in all components.

An additional peak is detected in the same frequency band as already observed in EFD data

(≈ 190± 60 Hz, enclosed in magenta ellipses), especially for the z component.

Case event: Sept 27, 2021 - Crete (Greece)

A 6.0 MW earthquake struck Crete (Greece) on September 27, 2021, at 06:17:22 UTC. As de-

scribed in Recchiuti et al. [225], the EE was located at (35.252°N, 25.260°E) and the day is clas-

si�ed as disturbed (referring to �gure A.3, showing the SYM-H for that day, and the thresholds

de�ned in chapter 2). The same analysis as the one reported in the preceding paragraph has

been performed. The environmental background obtained under disturbed conditions is shown

in �gure A.1. CSES-01/EFD observations for Sept 27, 2021 appear in �gure A.2. The satellite

�ew in the proximity of the EE about 17 hours before the earthquake (�gure A.3). As it is
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Figure 3.8: CSES-01/SCM observations. Environmental background evaluated in a 6° × 6° cell

centered over the EE, in terms of ϵrel intensity vs. latitude and frequency for disturbed condi-

tions).

Figure 3.9: CSES-01/SCM observations on August 14, 2021, six hours before the event, when

the satellite �ew over the EE. In addition to the second Schumann resonance, another signal

appears with more evidence in the z component.
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visible, the background spectra include the ≈2 Hz signature due to satellite motion into the

geomagnetic �eld, the Schumann resonance at≈15 Hz, and the plasmaspheric hiss at≈1 kHz.

Both �gures A.1 and A.2 retain ionospheric signals at ≈2 Hz, ≈15 Hz and ≈1 kHz. Yet, a

higher level of noise can be recovered in �gure A.2 with respect to the seismic event in the �rst

test, and high activity at very low frequency (< 1 Hz). This is caused by dominant external

(solar) forcing, as highlighted by the algorithm classifying the day as stormy (�gure A.4).

The same considerations hold for magnetic �eld observations (not shown). In general,

nothing signi�cant emerges from the comparison between average background spectra and

observations closely prior to EQ.

Case event: July and August 2020 - Vanuatu (Melanesia)

The ionospheric background has been calculated over a cell centered on the point [15° S, 168° E],

corresponding to the island country of Vanuatu in Melanesia. We selected this region because

it is frequently interested by strong seismic activity. In this case, since the satellite guaran-

tees a good coverage over this region, we opted for a 3° × 3° cell. Figures A.5, A.6 and A.7

show respectively the background for all the ionospheric conditions for x, y and z components

of EFD-ELF observations. Each �gure is made up of nine panels, one for every background

condition considered in table 3.1.

As mentioned, the region is a�ected by intense seismic activity and dozens of earthquakes

withMW > 5were registered during the period of CSES-01 data availability. In particular, the

two strongest earthquakes that occurred in this region in the considered period were registered

on July 31, 2019 and on August 05, 2020; both with a magnitude of MW = 6.4. The closest

available observations to these events are orbit 084190 on August 10, 2019 and orbit 138150 on

July 30, 2020, respectively. They are both diurnal orbits occurring during disturbed conditions,

so the appropriate background to be considered is the disturbed diurnal, represented in panels

f) of �gures A.5, A.6 and A.7.

The EFD-ELF spectra of these two orbits are shown in �gures A.8 (August 10, 2019) and A.9

(July 30, 2020). In both, a signal at ≈ 400 ± 120 Hz is detected, on X and Z components in the

former and on all the components in the latter. In this frequency band, the diurnal disturbed

backgrounds of all components show no activity at all.

Case event: November 2022 - Marche (Italy)

The same approach was applied on a 3° × 3° cell (the satellite coverage is good) centered over

central Italy, on the Adriatic coast ([44 ° N, 13 ° E]). This region has been a�ected by several

earthquakes with MW > 3.5 during late 2022 and early 2023, with the strongest earthquake

occurred on November 9, 2022, and havingMW = 5.6.

Figures A.10, A.11 and A.12 show the 9 di�erent EFD-ELF backgrounds obtained for x, y

and z components respectively.

Figure A.13 shows the one to one comparison between observations of November 21, 2022

(orbit 266510, the closest to the strongest earthquake) and the appropriate background, which

is disturbed diurnal. Here, left panels show the observations of orbit 266510 and the right

panels the background for diurnal disturbed orbits (from top to bottom x, y and z components).
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From this comparison, an intense signal at ≈ 80 Hz appears on the X component, without any

counterpart on the background.

3.1.4 A robust de�nition of an anomalous signal

The procedure described in section 3.1, allowed to identify signals emerging from the back-

ground. In order to give a robust characterization of these signals, we analyzed the probability

distribution function (PDF) of ϵrel at the detected frequency. Speci�cally, we compared the ϵrel
PDF with and without the observations closest (in time) to the earthquake. Such procedure

allows to distinguish between rare and anomalous events.

A "rare" event, while falling within the tail of the distribution (and thus de�ned as rare),

is still considered to follow the distribution of events usually observed. Consequently, the

inclusion of a rare event in the calculation of the observed distribution would not materially

alter the shape of the distribution.

In contrast, an "anomalous" event is one that deviates from the distribution of events usu-

ally observed. Measurements derived from anomalous events would distort the shape of the

observed distribution. This is the case exempli�ed in �gure 3.10, which displays the ϵrel PDF
at the frequency identi�ed in the case event of Marche (80 ± 30 Hz). Panel a) shows the

PDF representative of the usual conditions, which does not include the closest observations

to the earthquake. In the PDF shown in panel b), these observations have been included. As

highlighted by the magenta ellipse, the measurements obtained from the orbit closest to the

earthquake change the shape of the observed distribution, and thus they do not belong to that

original distribution. So, the identi�ed signal could be de�ned as anomalous with respect to

the background.

Figure 3.10: ϵrel PDF: a) Without closest observations to the earthquake; b) including closest

observations to the earthquake. The magenta ellipse highlights the high ϵrel value appearing
only in the left panel.

3.1.5 Ionospheric background and EM anomalies: discussion

We developed a procedure to evaluate the ionospheric background relying on the FIF tech-

nique, which represents an optimum tool for non-linear and non-stationary signal analysis

(Ghobadi et al. [105], Cicone and Pellegrino [59]). Such procedure permits to take into account
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the impact of the solar driver and the diurnal variation on background determination, by con-

sidering the nine di�erent ionospheric conditions showed in table 3.1. In addition, the analysis

has been optimized with respect to other works (e.g. Bertello et al. [25], Piersanti et al. [217])

by examining the e�ects of the cell size, which allows to maximize the number of observations

suitable for analysis on the region of interest and by considering a logarithmic scale for the

frequencies.

Our procedure is able to correctly identify the characteristic frequencies of well known

signals in the ionosphere. In the analyzed electric �eld background spectra the following sig-

natures appear:

• ≈ 2 Hz: due to the v × B

• ≈ 8 and ≈ 15 Hz: �rst and second Schumann ionospheric resonances

• ≈ 1 kHz: signature of the plasmaspheric hiss.

The magnetic �eld background spectra only shows the signature of second Schumann res-

onance, since the SCM-ULF quality factor is high only in the range 10− 200 Hz (see Cao et al.
[42]).

The application of the procedure over di�erent geographic locations allowed to assess the

geographical dependence of these signals. The v×B emerging fromMarche (Italy, �gures A.10,

A.11 and A.12) and Crete (Greece, �gure A.1) exhibits a similar behaviour, as expected from

close andmiddle latitude regions. In fact, the signal appears with higher intensity in the X com-

ponent, with less intensity in the Y component and it is very faint in Z. On the Marche region it

appears with high intensity on the nocturnal background spectra. We attributed this behaviour

to the presence of others very intense signals appearing on the diurnal spectra. On Haiti (�g-

ures 3.3 and 3.4), instead, the signal has an opposite behaviour, showing higher intensity on

the Y and Z component. On Vanuatu (�gures A.5, A.6 and A.7) this signal is not clearly seen

regardless of the ionospheric conditions. We attributed such characteristics to the presence of

other very intense signals (especially in the diurnal backgrounds). In addition, the equatorial

ionosphere is characterized by peculiar phenomena, such as the equatorial ionization anomaly

(see e.g. Abdu [1]), whose e�ects may hinder the identi�cation of this signal.

As visible from �gures 3.3 and 3.4 [Haiti], A.1 [Crete], A.5, A.6 and A.7 [Vanutatu], A.10,

A.11 and A.12 [Marche], the signatures of the Schumann resonances exhibit spatial and tem-

poral variations accordingly to what is reported in Volland [275], which links the variability

of the Schumann resonances to the corresponding variability in the totality of the global light-

ning source function. Such signatures may appear on all components with variable intensity,

depending on the intensity of other signals (in particular the plasmaspheric hiss, which is often

dominant and may overwhelm the signature of the Schumann resonance on the spectra).

As from �gures 3.3 and 3.4 [Haiti], A.1 [Crete], A.5, A.6 and A.7 [Vanutatu], A.10, A.11

and A.12 [Marche], the signature of the plasmaspheric hiss is very intense on the Y component

and it appears with less intensity on the other components in all the analyzed regions (with

the exception of Haiti, where it is more intense on X). Such behaviour con�rms that the signal

properties remain essentially constant throughout the plasmasphere (Thorne et al. [258]). The

intensity of this signal is much higher in diurnal spectra (see e.g. �gures A.6), con�rming
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that hiss intensity is stronger on the day side (Thorne et al. [258], Taylor and Gurnett [256],

Meredith et al. [185], Bortnik, Thorne, and Meredith [34]).

The developed procedure also allowed to investigate the dependence of these signals from

the ionospheric level of perturbation induced by the solar activity. As can be seen from �gures

3.3 and 3.4 [Haiti], A.5, A.6 and A.7 [Vanutatu], A.10, A.11 and A.12 [Marche], these signals

generally occur, as expected, with higher intensity during disturbed conditions. Indeed, the

amount of energy coming from the Sun and transferred to the ionosphere is greater during

disturbed conditions (see e.g. Kamide and Baumjohann [142]). The observed behaviour has

the sole exception for the Schumann resonances on Vanuatu (�gures A.5, A.6 and A.7), that are

slightly stronger on quiet spectra. We attribute this behaviour to the fact that the plasmaspheric

hiss is very intense during disturbed conditions, overwhelming other signals.

It is important to underline that particular attention must be directed at those signals ex-

hibiting intermittent occurrence, such as anthropogenic ones. Such signals may not appear in

the background, since they could be switched on only for limited time windows. This could

lead to a misinterpretation of them as natural and anomalous. An example of these signals are

the ones generated by VLF transmitter, such as the NWC transmitter in Australia, which oper-

ates at a 19.8 kHz frequency (see e.g. Němec, Pekař, and Parrot [201]). Figure 3.11 shows the

power spectral density of the EFD-VLF signal �ltered at 19.8 kHz (X, Y, Z components and their

sum from top to bottom) during a CSES-01 passage over Australia. When the satellites is close

to the transmitter (the yellow rectangle highlights the region within 10◦ with respect to NWC

position), the PSD increases, indicating that the transmitter is switched on. Therefore, a com-

plete knowledge of electromagnetic ionospheric environment is needed to correctly interpret

these signals and be able to detect possible anomalies.

Figure 3.11: Power spectral density of the EFD-VLF signal �ltered at 19.8 kHz (X, Y, Z compo-

nents and their sum from top to bottom). The yellow rectangle highlights the region within 10◦

with respect to NWC transmitter position. On the right panel, CSES-01 trajectory with PSD in

the color scale.
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With the exception of the the three mentioned signals (v × B, Schumann resonances and

plasmasperic hiss), the background spectra never shows any other clear signature. This means

that any eventual signal detected in the range from ≈ 50 and ≈ 800 Hz is worthy of consid-

eration for detailed analysis to determine whether it is a possible signal related to the seismic

activity. Indeed, Zong, Tao, and Shen [306] showed that electromagnetic emissions associated

with seismic activity were mainly found in the range from ≈ 50 to ≈ 300 Hz. Within this

context, the detected signals emerging from the background (≈ 250 Hz over Haiti, ≈ 420 Hz

over Vanuatu and ≈ 80 Hz over Italy) appear to be linked with seismic activity. As a con-

�rmation of this, such signals are well �tted by the MILC model (section 1.3.3), exemplifying

litho-iono-magnetospheric coupling during seismic events. Notably, the MILC model accu-

rately predicted the occurrence of these signals during the co-seismic phase. These case studies

expand the range of experimental evidence supporting the MILC model, which has previously

been validated for its ability to accurately predict co-seismic electromagnetic signals (Piersanti

et al. [217], D’Angelo et al. [72]) that induce changes in magnetospheric �eld line resonance

eigenfrequency.

As emerging from the proposed analysis, our methodology leads to a reliable disentangle-

ment of EQ-induced e�ects from ionospheric variations due to the solar forcing, latitudinal and

diurnal/nocturnal dependencies. In fact, our analysis is repeated 9 di�erent times correspond-

ing to the nine di�erent backgrounds (see table 3.1).

In addition, the investigation of the ϵrel PDF under the considered conditions, allows the

analysis to be independent of geomagnetic conditions. This means that by applying our proce-

dure it is possible to overcome the di�culty in detecting signals possibly correlated to seismic

activity during stormy conditions (such as the Crete event described in Recchiuti et al. [225]).

To our knowledge, the proposed procedure represents the �rst methodology to compute

electric and magnetic �eld background of the ionosphere. Even if such procedure requires a

remarkable amount of computational time, it proved to be very e�cient in determining the

ionospheric background under di�erent conditions. The procedure, on one hand, allows de-

tecting known features related to the ionospheric variability in a selected portion of the globe,

on the other hand, it allows detecting signals which are not explained by the typical ionospheric

variations, such as those that could be related to seismic activity.

Anomalies de�nition

To date, some authors relied on the visual comparison between the background and observa-

tions in the proximity of the earthquake for possible anomaly detection. This approach allowed

to identify some interesting signals possibly correlated to the seismic activity:

• a ≈ 333 Hz signal over L’Aquila, Italy (Bertello et al. [25]);

• a ≈ 180 Hz over Bayan, Indonesia (Piersanti et al. [217]);

• a ≈ 250 Hz over Haiti (Recchiuti et al. [225]).

In addition, authors also analyzed such signals to rule out other known sources as their

possible cause (such as solar or atmospheric activity). However, an approach based only on
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the visual comparison between the background and the observations in the proximity of the

earthquake does not allow for a statistically robust de�nition of an anomaly with respect to the

background and it can fail in case of analysis on days characterized by geomagnetic storms, as

was shown for the Crete event (see e.g. section 3.1.3 and Recchiuti et al. [225]).

Within this framework, we developed an analysis tool able to identify an anomalous sig-

nal with respect to the background in a statistically robust way. The proposed technique is

based on the study of the ϵrel (see chapter 2.3.2) probability distribution function. Speci�cally,

we compared the ϵrel PDF obtained by excluding the temporally closest observations to the

seismic activity and the one obtained considering all the observations used for the background

calculation. This is shown in �gure 3.10, which reports ϵrel excluding the closest (in time)

observations to the earthquake (left) and including the closest (in time) observatiosn to the

earthquake (right). As highlighted by the magenta ellipse on the right panel, very high ϵrel
values appear when closest (in time) observations are included. Such values are one order of

magnitude greater than the background values, appearing also very far from their distribution.

Such multimodal behavior of ϵrel PDF suggests that the electric signal of the observations clos-
est (in time) to the earthquake may have a di�erent physical origin, which could be possibly

related to the earthquake via an ionosphere-atmosphere-lithosphere coupling mechanism.

3.2 Short-time signals

The methodology described in section 3.1 proved to be very e�cient in detecting EM signals

characterized by medium-long term trend. However, as described in chapter 1, the ionosphere

is a very complex environment and it is also a�ected by very short-time signals which endure

for a second or less, like the whistlers waves (see section 1.4 and Walker [277]).

The analysis of these types of signals requires a completely di�erent approach. In fact,

due to their short duration, they a�ect a very short portion of the satellite’s orbit. In addition,

as stated in Barbarino and Cicone [18], when a signal contains mono-components that have

rapid varying instantaneous frequencies like chirps or whistlers, it becomes particularly hard

for most techniques to properly factor out these components.

To date, most of the techniques used to automatically detect whistler waves are based on

image recognition, due to the peculiar shape as a chirped falling tone structure of these signals

(e.g. Lichtenberger et al. [167]). However, such technique requires explicit knowledge of the

signal structure. In addition, these machine learning based approaches tend to obscure the

physical interpretability of the results. For these reasons, we developed a new technique, which

is totally based on physical quantities, as described in the following section.

3.2.1 Automatic detection of whistler waves: a physics-based method

a The EFD and SCM onboard CSES-01 satellite can collect information that cannot be accessed

through a simple visual inspection of the EM spectra, due to the high sampling frequency. This

could be clari�ed by the example showed in �gures 3.12 and 3.13, which respectively show elec-

tric and magnetic �eld spectrograms recorded along orbit 141060 on August 18, 2020. These
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spectrograms are obtained with a Fast Fourier Transform (FFT) in time windows of approxi-

mately 0.4 seconds, corresponding to 4096 points for SCM and 2048 for EFD.

(a) EFD spectrograms of the whole orbit. X, Y and
Z component from top to bottom.

(b) Zoom in a time interval of≈ 35 s, with the two
evident signals appearing.

Figure 3.12: Electric �eld spectra of the CSES observation in the ELF band on August 18, 2020.

From top to bottom: X, Y and Z component respectively.

(a) SCM spectrograms of the whole orbit. X, Y and
Z component from top to bottom.

(b) Zoom in a time interval of ≈ 35 s with the two
evident signals appearing.

Figure 3.13: Same as �gure 3.12, but for the magnetic �eld.

Figure 3.12a shows the electric �eld spectra of X, Y and Z component as recorded along

141060 CSES-01 orbit in the ELF band on August 18, 2020. Panel 3.12b, show the same ob-

servations in which the electric �eld components are magni�ed in a time window of ≈ 35 s.
As visible, the zoom shows two signals appearing at ≈ 05:50:15 UT and ≈ 05:50:18 UT, both

characterized by a frequency spanning from ≈ 500 to ≈ 1500 Hz. Such signals emerge in all

the components, even if it is faint in Z. The same considerations hold for the magnetic �eld

too, as can be seen in �gure 3.13, which reports the SCM observations for the same orbit. The

only di�erence is that the signals are more pronounced in the Z component and they are faint

on the other two.
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The absence of signals in the spectra performed on the whole orbit can be attributed to the

limited pixel resolution of the image in relation to the sampling frequency of the signal. As

shown in the recent work by Svenningsson et al. [251], the median duration of whistler waves

ranges between 0.13 s and 0.17 s. Consequently, the temporal windows employed for both EFD

and SCM PSD calculations (0.4 s) represent an optimal time interval for detecting these events.

Within these windows, the presence of a whistler is expected to manifest as an enhanced PSD

across a broad frequency range, consistent with the characteristic rapid descending tone of

whistler waves Storey [250]. To highlight the expected enhancement of PSD across a broad

frequency range, we introduce a novel physical quantity termed the integrated PSD (IPSD),

which is de�ned as follows:

IPSDi =

jMAX∑

j=eb

PSDi fj (3.1)

where i = x, y, z represents the electric or magnetic �eld component and j the frequency
bin. To focus on �uctuations of this quantity, frequencies constituting the baseline are excluded

from the summation. Consequently, the summation extends from the minimum frequency bin

exceeding the baseline (eb) to the maximum value (jMAX ∼ 800 for SCM and jMAX ∼ 1024 for

EFD). The baseline is determined by summing frequencies that retain at least 90 % of the total

PSD. This step is necessary when analyzing EFD data, which include low frequencies. Indeed,

the lowest frequency bins of EFD-ELF data encompass characteristic frequencies of Schumann

Resonances (SR, ∼ 6 − 30Hz, Sentman [238] and the �rst Power Line Harmonic Radiation

(PLHR, 50 − 60 Hz, Karslı and Dondurur [145]). These signatures have been experimentally

detected in EFD data (SR detection described in Recchiuti et al. [225]; PLHR in Zhao et al.

[303] and Ma et al. [174]). If not excluded, the high PSD of these signatures could signi�cantly

compromise the e�ectiveness of the technique. Consequently, for SCM-ELF eb = jMIN = 1,
while for EFD-ELF we typically obtain eb ∼ 30.

As an example of the technique, right panels of �gure 3.14 shows the IPSD (red lines) related

to the spectra of SCM observation along orbit 141060. Here, at ≈ 05:50 UT (in correspondence

to the signals identi�ed in the magni�ed version of the spectra, see �gure 3.13b) a very large

spike appears on the IPSD plot. The same happens for electric �eld observations (see �gure

A.14 in appendix A).

The IPSD is the starting point for the development of a new algorithm able to automatically

detect whistler waves events. This procedure is based on the detection of peaks (which we

relate to the presence of whistlers) in the IPSD using a thresholding algorithm. Speci�cally,

if such a peak exceeds the average value by a �xed threshold, it is selected as an event. By

the visual inspection analysis performed on thousands of orbits, we �xed this threshold at 150

times the average, in order avoid false positives. In this way, all the found events are whistler-

like waves. This criterion is applied on the total IPSD, namely the sum of the IPSD for X, Y and

Z components.

Since, as visible by comparing �gures 3.14 and A.14, the electric �eld spectrograms (and,

consequently, the IPSD plots) are noisier than the magnetic �eld ones, we used the SCM data

for such automatic detection. The high level of noise on the EFD observations is due to the

46



3.2. SHORT-TIME SIGNALS

Figure 3.14: On the left, spectra of the magnetic �eld observations (X, Y and Z components

from top to bottom and satellite’s trajectory). On the right, IPSD (from top to bottom: X, Y, Z

components and their sum). A very large spike appears at ≈ 5:50 UT.

mechanical friction induced by the vibration of the boom-B (greater in summer and during the

daylight because of the higher photoionization, see Diego et al. [76] and reference therein.

Since whistler waves are mostly characterized by a frequency of few kHz (Walker [277]),

we selected observations in the ELF band.

3.2.2 Statistical analysis of detected whistlers

We applied the methodology described in section 3.2.1 on 1175 days from January 01, 2019 to

March 21, 2022 (data from April 2019 were not available at the time of analysis - last access on

the database: February 08, 2024). This results in a dataset of 34847 orbits (≈ 10000 orbits per

year on average), enabling a comprehensive statistical analysis of whistlers.

The analysis is restricted to a latitude band between −40◦ and 40◦ geographic latitude,

in order to exclude high latitude regions where e�ects induced by the solar forcing that may

dominate whistler signatures are more frequent and signi�cant (see chapter 1). Table 3.3 gives

an overview of the results of the statistical analysis. Since CSES-01 is the �rst satellite able

to measure the three components of electric and magnetic �eld simultaneously in the top-

side ionosphere, to our knowledge, this is the �rst analysis that covers such a long period and

amount of whistlers recorded in that region. In fact, usually, these investigations are developed

through data given by geomagnetic stations at ground (see e.g Lichtenberger et al. [167]).

Table 3.3 summarizes the results of statistical analysis, showing that the selection algorithm

identi�es ≈ 0.7 events per orbit (i.e. ≈ 20 events per day). The related histogram, shown in

�gure 3.15 (in which the heights of the bars are normalized to 1), reveals that ≈ 60 % of the
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Days Orbits Selected events Events per orbit Variance

1175 34847 24136 0.6926 1.0906

Table 3.3: Summary of the results of the selection of the events in the time interval from

01/01/2019 to 21/03/2022.

Figure 3.15: Percentage of the number of se-

lected events per orbit.

orbits have no events. This percentage exponentially decreases with the increase of selected

events and varies only moderately by analyzing diurnal and nocturnal orbits separately (�gure

3.16).

To investigate if the variation of the solar activity has an impact on the occurrence of such

events we analyzed separately the distributions of the number of whistlers per orbit emerging

during quiet, disturbed and stormy days. The days are classi�ed as quiet, disturbed or stormy

accordingly to data and thresholds described in chapter 2. The results of this analysis are shown

in �gure 3.17.

The three panels of �gure 3.17 show a very similar distribution, which is also similar to

the one considering all days (�gure 3.15). No signi�cant dependence of whistler occurrence by

variation in the geomagnetic conditions emerges from this investigation.

Figure 3.18 shows the geographical distribution of the detected whistlers, in which panel

3.18a considers all orbits, panel 3.18b only diurnal orbits and panel 3.18c only nocturnal ones.

The comparison between �gures 3.18b and 3.18c reveals that, with minor di�erences, the

same geographical trend is observed between nocturnal and diurnal observations. The occur-

ring frequency is slightly higher in the northern hemisphere with respect to the southern; in

fact, ≈ 55 % of the events were found above the equator.

Figure 3.18 clearly shows that the geographical distribution of the events is not uniform.

There are regions (i.e. central America, Madagascar, southeast Asia...) characterized by a very

high concentration of events and other regions (i.e. saharian Africa, Brazil, Arabian peninsula)

characterized by few events and by large portions of these regions with no events at all. In

order to quantify the geographical variations, we divided the earth’s surface into cell with

longitudinal size equal to 10◦ and latitudinal size equal to 5◦ and veri�ed that the number

of events per cell goes from 0 up to almost 200. Speci�cally, the cell identi�ed by longitude
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Figure 3.16: Percentage of

the number of selected

events for diurnal (left)

and nocturnal (right) orbit.

Figure 3.17: Distribution of events per orbit during quiet (left panel), disturbed (central panel)

and storm (right panel) days.

49



CHAPTER 3. THE CHARACTERIZATION OF THE IONOSPHERE

(a) All orbits.

(b) Diurnal orbits.

(c) Nocturnal orbits.

Figure 3.18: Geographical distribution of the events.
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−20◦ < LON <−10◦ and latitude−15◦ < LAT <−10◦ (corresponding to the Atlantic ocean far

from both the south American and African coasts) contains 0 events, with the adjacent cells

containing 12 events or less. On the contrary, the cell identi�ed by longitude −90◦ < LON <

−80◦ and latitude 25◦ < LAT < 30◦ (corresponding to the Gulf of Mexico) contains 185 events,

with the adjacent cells containing always more than 100 events.

We also investigated the monthly distribution of the events, which is shown in �gure 3.19.

The distribution is normalized by the number of orbits in each months, since not all the months

have the same number of days.

(a) Both the hemispheres.

(b) Northern (left) and southern (right) hemisphere.

Figure 3.19: Monthly distribution of the events.

Figure 3.19a show the distribution for all the observations, while the two panels of �g-

ure 3.19b show separately the distribution for northern (left) and southern (right) hemisphere.

While the monthly dependence is very faint considering all the observations, an evident sea-
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sonal dependence appears when the distribution is split in northern and southern hemisphere.

In both hemispheres the distribution exhibits a peak at the end of the local summer (August

and September in the northern hemisphere, February and March in the southern hemisphere).

All the identi�ed events constitute a large database, resulting very useful to quick verify if

a speci�c phenomena can induce such events. For example, it is known that volcanic eruptions

are associated to various EM phenomena, the most signi�cant one is the strong electric �eld

generated by volcanic ash clouds (Lane, James, and Gilbert [160]). As a consequence, during

eruptions, lightning discharges occur (Johnston [137], Cimarelli and Genareau [62]). Hence, it

is possible to detect whistler waves associated to volcanic eruptions. Indeed, investigating the

geographical distribution of the detected whistlers on 14 and 15 January 2022, we identi�ed 3

events associated to the Tonga-Hunga Ha’apai volcano eruptions. In such days, the volcano

produced several large eruptions causing a 20 km ash clouds in the atmosphere (see e.g. Yuen

et al. [301]). Figure 3.20 shows the location of the whistlers (the red star indicates the location

of the volcano).

Figure 3.20: Events identi�ed by the selection algorithm on 14 and 15 of January 2022 (blue

points). The red star indicates the location of the Hunga Volcano.

3.2.3 Characterization of EM waves

The automatic detection of whistlers described in section 3.2.1 relied only on the analysis of

the spectrograms, allowing for a characterization in terms of spatial and temporal occurrence

of such events. However, the sole analysis of the spectrograms is not able to accurately deter-

mine all the physical characteristics of the detected signal, such as duration, amplitude, fre-

quency, polarization, direction of propagation (Priestley [219]). To this end, we conducted an

in-depth analysis of waveforms, developing two novel methodologies for the identi�cation of

these characteristics. Although the initial focus was on the newly built whistler wave database,

these methodologies exhibit broader applicability and can be employed for characterizing gen-

eral electromagnetic wave phenomena, beyond whistlers.
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Figure 3.21: IPSD for the X component in a time interval of≈ 5 min around 5:50 UT. Two peaks

are distinguishable.

Case 1

The proposed methodology is based on the following steps:

1. removing the mechanical noise a�ecting EFD observations. The task is here accom-

plished through Iterative Filtering technique (IF, Cicone [55]), thanks to its good perfor-

mance in decomposing non stationary and non linear signals (see chapter 2 for further

details);

2. performing a high-resolution spectrogram on a short time window centered on the time

of the IPSD peak;

3. realigning, through a cross covariance analysis (see chapter 2), the electric and magnetic

�eld signals. This procedure is necessary since the two signals are not synchronized

due to the di�erent hardware and software implementations between EFD and SCM (see

Zhima et al. [305], Yang et al. [297]);

4. performing a principal component analysis (see chapter 2) on the electric and magnetic

�eld separately.

Here we show the application of this methodology on CSES-01 data recorded on August

18, 2020, along orbit 141060.

Figure 3.21 shows the IPSD plot for the X component of the electric �eld after the applica-

tion of the IF technique, in a time interval of ≈ 5 min around 05:50 UT. By comparison with

�gure A.14 (IPSD plot, upper panel), the good performance of IF for noise removal can be ap-

preciated. Two very sharp peaks appear, in perfect agreement with the two very energetic

band showed in the magni�ed spectra reported in �gure 3.12b, upper panel.
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The high-resolution IPSD plot shown in �gure 3.21 allows to determine the exact time

of the peak, useful to analyze the waveform in a short time window around the peak. We

investigated both the peaks, but only the results related to the �rst one are reported, since the

same considerations hold for the second one.

Figure 3.22 shows the three components of the electric (left panel) and magnetic �eld (right

panel), in a short time window around the �rst IPSD peak (X, Y and Z from top to bottom). As

it visible on both panels, the IPSD peak is the consequence of oscillating structures enduring

for less than 0.5 seconds.

(a) Electric �eld around the �rst IPSD spike. (b) Magnetic �eld around the �rst IPSD spike.

Figure 3.22: The three components of electric �eld and magnetic �eld in a 500 ms time window

around the �rst IPSD spike.

In order to identify the frequency of these oscillating structures, we performed the spec-

trograms of both magnetic and electric �eld observations in a narrow time window of 400 ms

(including the main oscillations and the subsequent decreasing phase). These spectrograms are

shown in the upper panels of �gure 3.23 (X, Y and Z component from left to right; the color

scale indicating the PSD), while lower panels show the waveform in the same time window.

Electric and magnetic �eld results are shown in panels 3.23a and 3.23b respectively. The two

�elds show very similar results. Di�erences in y-axis between two �elds are due to the di�er-

ent sampling frequency between EFD (5 kHz) and SCM (10.24 kHz). For all components the

signal has an initial frequency of ≈ 2 kHz and rapidly go down, in a typical chirped shape, to

≈ 0.5 kHz in ≈ 150-200 ms. Correspondingly, the �uctuations of the waveform show a very

fast increase up to the maximum amplitude enduring ≈ 150-200 ms.

The spectrograms in �gure 3.23 exhibit the typical chirped structure of the whistler waves.

However, as can be seen in the lower panels of �gure 3.23 and also by comparing �gures 3.22a

3.22b, the two oscillating structures on electric and magnetic �eld are asynchronous. For this

reason, we realigned the signals with the cross covariance technique (chapter 2), whose results

are shown in �gure 3.24. Here, we report in the 9 panels the cross covariance as a function of

the time shift between the two signals component by component. For all the combinations, we

obtained that the electric �eld is anticipated by≈ 155 ms, in agreement with Zhima et al. [305]

and Yang et al. [297]. We used such value to realign the electric and magnetic �eld signals. The

result of this realignment is shown in �gure 3.25, where the magnetic �eld (blue) is multiplied
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(a) Electric �eld. (b) Magnetic �eld.

Figure 3.23: Analysis around the �rst peak in the PSD. Upper panels: spectrograms. Lower

panels: waveform. From left to right: X, Y and Z component.

by a factor of 4 just to make it comparable with electric �eld (red). In �gure, the x-axis is in

milliseconds (the entire length of the time window is 150 ms), while the y-axis is in mV/m

for electric �eld and in nT for magnetic �eld. As can be easily seen, the two signals are now

perfectly aligned. In addition, the major oscillations can be observed on the X and Y component

of the electric �eld and the Z component of the magnetic �eld. Such components also exhibit

the same waveform shape. Therefore, the realigned signal exhibits the characteristics of an

electromagnetic wave.

To test such hypothesis, we performed a principal component analysis (PCA, see chapter

2) on the electric and magnetic �eld separately. The three principal components just obtained

constitute a new orthogonal basis for the space of the data and hereafter they will be denoted

as PC1E, PC2E and PC3E for the electric �eld and PC1B, PC2B and PC3B for magnetic �eld.

Figure 3.26 shows from top to bottom PC1B, PC2B and PC3B with a black dashed line. In

addition, each panel also shows X, Y and Z component of the magnetic �eld in green, blue and

red respectively. As it visible in the top panel, PC1B basically coincides with Z. Central panel

shows how PC2B have the same behaviour of both Y and Z components, while PC3B (bottom

panel) is practically constant.

A further con�rmation comes from �gure 3.27, showing the explained variance, which is

a measure of how much the total variance in the original data is explained by each principal

component. In �gure, the blue bars represent the percentage of the total variance explained by

each principal component (PC1B, PC2B and PC3B from left to right respectively), while the red

circles represent the cumulative explained variance. As in panel a), PC1B explains ≈ 90 % of

the total variance, while the sum of PC1B and PC2B explains basically the 100 % of the variance

(the third principal component is negligible). Such behaviour con�rms that the magnetic �eld

oscillates mainly only along one direction, corresponding to PC1B in the PCA reference frame,

which is close to the Z direction in the original reference frame. Regarding the electric �eld

(panel b), PC1E (left bar) explains basically all the variance, since PC2E and PC3E are negligible.

Figure 3.28 shows in black the original reference versors (X with solid line, Y with dashed

line, Z with dashed dotted line), in blue PC1B (solid line), PC2B (dashed line), PC3B (dashed

dotted line), �nally in red PC1E (solid line), PC2E (dashed line), PC3E (dashed dotted line). The
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Figure 3.24: Cross covariance between electric and magnetic �eld observations. Each panel

reports the cross covariance component by component and the time that maximizes the cross

covariance. Speci�cally, with the indication of the time of the maximum value. A: Ex-By ,

B:Ey-Bx, C:Ez-Bx, D:Ex-By , E:Ey-By , F:Ez-By , G:Ex-Bz , H:Ey-Bz , I:Ez-Bz .

Figure 3.25: The three components of electric (red) and magnetic (blue) �eld for the �rst oscil-

lating structure. The two signals were aligned using the time delay that maximizes the cross

covariance between Ey and Bz .
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Figure 3.26: The three components in both the original reference frame and the PCA reference

frame. The X, Y and Z components are plotted in all panels in green, blue and red respectively.

PC1, PC2 and PC3 are plotted in a black dashed line in the top, central and bottom panel

respectively.

(a) Magnetic �eld. (b) Electric �eld.

Figure 3.27: Percentage of the total variance explained by each PCA component: PC1 (left),

PC2 (central), and PC3 (right). The red circles show the cumulative value.
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Figure 3.28: Base vectors for the three

reference frames. Original reference

frame in black (X with solid line, Y with

dashed line, Z with dashed dotted line).

PCA reference frame for magnetic �eld

in blue and electric �eld in red (PC1with

solid line, PC2 with dashed line, PC3

with dashed dotted line).

�gure shows that PCA reference frame versors for both electric and magnetic �eld identify a

unique reference frame. Indeed, PC1B is orthogonal to PC1E, which coincides with PC3B. PC2B

and PC2E identi�es the same direction. As expected, this signal exhibits the characteristics of

an electromagnetic wave, in which the electric �eld oscillates along PC1E (which is along the

XY plane with a slight tilt along Z) perpendicularly to PC1B. This signal hence appears as a

linearly polarized electromagnetic wave.

Case 2

A second approach, developed to determine the physical characteristics of circular polarized

whistlers, is based on the following step:

1. determining the oscillation plane of the magnetic �eld. Since the signal is a circular

polarized electromagnetic wave, the electric �eld oscillations must lie on the same plane;

2. neglecting the electric �eld observations whose distance from the oscillation plane ex-

ceeds a �xed threshold. After a visual inspection of several events, we de�ned such

threshold at 0.2 * DM , where DM is the maximum distance of electric �eld oscillations

from the plane;

3. �lling the missing part of the signal through piecewise cubic Hermite interpolating poly-

nomia (Chand and Viswanathan [46]);

4. applying an high-pass �lter to remove the possible noise introduced by the interpolation.

The cut-o� frequency has been �xed to 50 Hz after a visual inspection of several events;
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5. projecting the electric �eld observations on the oscillation plane;

6. realigning the signal as in the case 1, described in section 3.2.3.

Here we show the application of this methodology on CSES-01 data recorded on August

14, 2022, along the orbit 219160, during the eruption of the Tonga volcano.

Figures 3.29 and 3.30 show, from top to bottom, the spectrograms and IPSD plots of X, Y

and Z component of magnetic and electric �eld observations in the ELF band, respectively. As

visible by comparing �gures, the electric �eld spectrograms appear noisier than the magnetic

�eld ones. Due to the high level of noise, on the electric �eld observations it is impossible to

identify the selected events, highlighted in both �gures by black dashed vertical lines.

Since such events show the same characteristics, hereafter, we will show results only for

the �rst one.

Figure 3.29: Spectrograms and IPSD plots, SCM-ELF observations (X, Y and Z component from

top to bottom). The black dashed vertical lines highlight selected events.

Figure 3.31 and 3.32 show the waveforms (left panels) and spectrograms (right panels) in a

time window of 1 s around the selected peak (corresponding to≈ 01:42:57.850 UT, highlighted

in both �gures by themagenta dashed vertical line) for magnetic and electric �eld observations,

respectively. In both �gures, X, Y and Z components are from top to bottom.

As from �gure 3.31, themagnetic �eld waveforms (left panels) show an oscillating structure

with falling tone frequency on all the three components. Correspondingly, the spectrograms

(right panels) exhibit the typical chirped structure, con�rming that the detected signal is a

whistler.

The electric �eld observations, instead, shown in �gure 3.32, are a�ected by a high level

of noise, which exhibits a higher PSD appearing roughly at the same frequency of the chirped
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Figure 3.30: Spectrograms and IPSD plots, EFD-ELF observations (X, Y and Z component from

top to bottom). The black dashed vertical lines highlight selected events.

Figure 3.31: Waveforms (left panels) and spectrograms (right panels) in a time window of 1 s

around ≈ 01:42:57.850 UT (highlighted by magenta dashed vertical line). X, Y and Z magnetic

�eld components in the ELF band are from top to bottom.
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Figure 3.32: Waveforms (left panels) and spectrograms (right panels) in a time window of 1 s

around ≈ 01:42:57.850 UT (highlighted by magenta dashed vertical line). X, Y and Z electric

�eld components in the ELF band are from top to bottom.

signal. Speci�cally, the noise is characterized by beats appearing at ≈ 01:42:57.500 UT and ≈
01:42:58.600, clearly visible both in the waveform as huge peaks and in the spectrograms as red

bands at ≈ 1.5 kHz. They are more pronounced in the X and Z components. In addition, two

continuous bands at ≈ 1 kHz and≈ 2.2 kHz appear on all the three components. As explained

in section 3.1.3, the 1 kHz signal corresponds to the plasmaspheric hiss; the ≈ 2.2 kHz signal

could be the second harmonics of the same signal. Due to the noise, the typical chirped shape

of the spectrogram is hidden in the X and Z components, remaining well visible only on Y. In

addition, because of the noise, the 3D behaviour of the electric �eld oscillations strongly di�ers

from the magnetic �eld one, as showed in �gure 3.33b, winch show the 3D perspective view

of the magnetic (left panel) and electric (right panel) signal. As from the right panel, the main

electric �eld oscillations appear to occur along the X direction, in contrast to the magnetic �eld,

where they occur approximately on the YZ plane.

The peculiar behaviour of the electric �eld is con�rmed by the PCA. The percentage of the

total variance explained by each PCA component is shown in �gure 3.34, for magnetic and elec-

tric �eld in the right and left panel respectively. As from the right panel, PC1E explains more

than 90 % of the variance, suggesting the linear polarization, approximately along the X axis.

However, keeping in mind that the mechanical noise a�ecting the EFD is more pronounced on

the X component, it is easy to understand that this behaviour is an artefact induced by the noise.

In fact, even if PC2E and PC3E explains only the≈ 10 % of the variance, they have comparable

intensity, suggesting a residual circular polarization, which would be in agreement with the

magnetic �eld behaviour. The latter (left panel) is characterized by two principal components,

each explaining ≈ 50 % of the variance, con�rming its circular polarization.

61



CHAPTER 3. THE CHARACTERIZATION OF THE IONOSPHERE

(a) (b)

Figure 3.33: 3D perspective view of magnetic (left) and electric (right) �eld oscillations.

(a) Magnetic �eld. (b) Electric �eld.

Figure 3.34: Percentage of the total variance explained by each PCA component for the �rst

event: PC1 (left), PC2 (central), and PC3 (right). The red circles show the cumulative value.
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Figure 3.35: Oscillating plane for the

magnetic �eld and perpendicular di-

rection to the plane indicated by the

black segment.

In order to determine the physical characteristics of the chirped signal (and eventually

link it to its source), we need to remove the noise a�ecting electric �eld observations. To this

scope, we assume that the signal is an electromagnetic wave. Under such assumption, the

electric �eld oscillations should lie on the same plane of the magnetic �eld ones. Therefore,

we used the magnetic �eld observations to determine the oscillation plane, since as shown in

�gure 3.33a its oscillations lie on a plane. The equation of such plane is obtained by �tting

a polynomial surface of degree one to the magnetic �eld observations. The results of such

procedure are shown in �gure 3.35, where the oscillation plane is represented by the yellow

surface, the direction of propagation by the black line and the magnetic �eld observations by

the blue dots.

Therefore, we followed the steps (2-5) described above to clean the electric �eld obser-

vations from the noise, as sketched in �gure 3.36. The �gure shows the application of the

procedure for the X component, but the same was done also for the Z one (not shown). We did

not apply the procedure to the Y component, since, as shown in �gure 3.32, it is less a�ected by

noise with respect to X and Z. In the �gure, the electric �eld observations are shown by blue

dots, the neglected observations by red crosses and the oscillation plane by the yellow surface.

Figure 3.37 shows the e�ects of the various steps (2-5 from top to bottom) of the procedure

on both waveform (left panels) and spectrogram (right panels) of the EFD observations (X

component). Figure 3.38 shows the waveforms (left) and spectrograms (right) for all the three

components of the cleaned signal.

As can be seen by comparing �gure 3.32 and 3.38, the procedure performs very well in

cleaning up the signal. In fact, in the cleaned spectrograms (right panels of �gure 3.38, the

chirped structure of the signal become clearly visible. In addition, the e�ects of the beats a�ect-

ing the X and Z components are completely removed both from spectrograms and waveforms.
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Figure 3.36: From left to right, sketch of the procedure steps used to remove the noise on EFD

observations (X component): 2 - neglecting electric �eld observations whose distance from

the oscillation plane exceeds the threshold, 3 - �lling the missing part of the signal though

interpolation, 4 - applying a high-pass �lter, 5 - 5 projecting onto the oscillation plane.

Figure 3.37: Waveforms (left) and spectrograms (right) for the X component of the electric �eld

after the application of steps 2-5 from top to bottom.
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Figure 3.38: Waveforms (left) and spectrograms (right) for the cleaned signal (X, Y and Z com-

ponents from top to bottom).

Once the signal is cleaned, the same joint electric and magnetic �eld analysis described in

case 1 can be applied.

3.2.4 Ionospheric short-time signals: discussion

To detect short-duration signals, we conducted a joint analysis of spectrograms and IPSD. In

several cases, the latter show signi�cant spikes, enabling the immediate identi�cation of the

timing of potentially interesting signals. Relying on these plots, we developed an algorithm able

to detect whistler waves in the ionosphere. This algorithm allowed to build a large database of

events, speci�cally ≈ 24000 detected whistlers in ≈ 3 years of data. Compared to other works

(e.g. Tarcsai, Szemeredy, and Hegymegi [255], that found 985 whistlers in four years and a

half recorded at Tihany, Hungary) the dataset is orders of magnitude bigger. Therefore, the

detection algorithm presented here represents a very fast and e�cient way to detect whistlers

in the top-side ionosphere on a large time-scale.

Such large number of events allowed us to perform a statistical analysis to study possible

patterns in the occurrence of this kind of events, whose results are summarized as follows:

• ≈ 60% of the orbits have no events, ≈ 20% of the orbits have one event, ≈ 10% of the

orbits have two events and so on, with the number of events per orbits exponentially

decreasing;

• this behaviour shows no geomagnetic conditions dependence at all, demonstrating that

these events are not induced by external forcing;
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• there is a remarkable geographical dependence, in fact, there are regions with a high

density of events (e.g. southeast Asia, central America) and regions with few or no events

at all (e.g. Sahara Desert);

• there is a clear seasonal dependence, in fact, a higher concentration of events is observed

at the end of the local summer.

Such behaviour suggests that a signi�cant portion of these events are attributable to neu-

tral atmospheric processes. Notably, the spatial distribution of these events closely resem-

bles the global lightning distribution recorded by the World Wide Lightning Location Network

(WWLLN) and the National Lightning Detection Network (NLDN), as illustrated in Collier et

al. [63] and Bitzer [32]. Moreover, the seasonal distribution of these events aligns with the

�ndings reported in Dowdy and Kuleshov [77] and in Holle, Cummins, and Brooks [120]. In

the �rst, the authors observed an increase in lightning activity from November to April in

Australia. Similarly, in the second, authors identi�ed a similar trend in summer months in

North America. Consequently, our extensive database of events serves as a valuable resource

for the rapid identi�cation of lightning-related phenomena. As demonstrated in Section 3.2.3,

our selection algorithm e�ectively detected volcanic-induced lightning events.

In order to determine the characteristics of the whistler waves, we developed two di�erent

tools for the joint analysis of electric andmagnetic �eld. In both tools, SCM data are the starting

point, since they are cleaner. In fact, EFD data exhibit high level of noise in the low-latitude

phase of the orbit, especially on the X and Z component. The two tools di�er in the way they

clean up the electric �eld data. In fact, tool 1 relies on Iterative Filtering (see section 3.2.3),

while tool 2 on the physical properties of the EM wave (see section 3.2.3). The latter is faster

(in terms of computational time) and has a better interpretability, since it relies only on physical

considerations. In addition, for the same reason, it is not a�ected by mathematical artifacts due

to the signal decomposition technique. However, it requires the identi�cation of the oscillation

plane from SCM observations. Speci�cally, it is suitable only for waves exhibiting circular (or

elliptic) polarization, but not for linearly polarizedwaves. On the contrary, tool 1 can be applied

to every signal, even if it requires longer computational time. In any case, as shown in sections

3.2.3 and 3.2.3, they both perform exceptionally well in the noise removal, allowing to detect

the typical chirped structure of the whistler waves.

Through the study of the three components of both electric and magnetic �eld and a PCA,

we were able to identify the direction of the main oscillations for both electric and magnetic

�eld con�rming their perpendicular oscillations and therefore obtaining, as expected, the char-

acteristics of an electromagnetic wave. This con�rms the validity of the procedure used to

characterize the oscillation and propagation direction of the signal.

To summarize, our analysis tool is able to:

• identify the chirped signal from the IPSD plot on SCM data;

• �nding its counterpart on EFD data after cleaning it with pre-processing tools;

• study the waveforms of the three components of both electric and magnetic �eld, that

appear as an oscillatory structure;
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• determine the frequency of the oscillatory structures with the spectrograms, that reveal

falling tone chirps;

• determine amplitude and duration of the signal;

• determine the orientation of the signal in the 3D space;

• determine the direction of main oscillations (this step allows us also to verify that these

signal are electromagnetic waves);

• determine the characteristics of the detcted electromagnetic waves (polarization, propa-

gation direction...).

In particular, the exact determination of the propagation direction is an important feature to

investigate the source of such signals, since we are able to determine if the signal is propagating

upward, downward or along the magnetic �eld line.
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Chapter 4

Numerical simulations of

wave-particle interactions in

ionospheric plasmas

In addition to electromagnetic anomalies, increases in particle �ux, referred to as particle bursts

(PBs), have been reported in association with large seismic events (see e.g. Anagnostopoulos,

Vassiliadis, and Pulinets [12], Battiston and Vitale [20]). Indeed, numerous studies over the past

decades have suggested a concurrent occurrence of energetic particle �ux variations and ELF-

VLF electromagnetic activity in correspondence to (or even before) large earthquakes (Pulinets

and Boyarchuk [220], Sgrigna et al. [239], Aleksandrin et al. [5], Anagnostopoulos et al. [11],

Fidani, Battiston, and Burger [83], Sidiropoulos, Anagnostopoulos, and Rigas [242]).

Previous studies have demonstrated that particle precipitation events can be induced through

the interaction of plasma with electromagnetic waves. For instance, Imhof et al. [132], Imhof

et al. [133] reported on the precipitation of energetic electrons from the radiation belts due

to controlled injection of VLF radio waves from the ground. In particular, whistlers are the

main source of particles precipitation via the whistler electron precipitation (WEP) mecha-

nism (Dungey [78], Rodger, Clilverd, and McCormick [228]) due to the resonant interaction

between circularly polarized VLF waves propagating along the geomagnetic �eld lines and

trapped electrons. The interaction results in electrons de�ection in the loss cone and their

consequent precipitation.

However, to date, the underlying mechanisms connecting seismic-related electromagnetic

processes to satellite-detected particle precipitation events remain elusive. In addition, a com-

prehensive analytical model capable of explaining observed EM perturbations and PBs is still

missing. The lack of detailed investigation into these processes introduces uncertainty regard-

ing the expected time delay between the two phenomena. This poses challenges for repeata-

bility and con�rmation of reported �ndings across di�erent studies, even when employing

identical methodologies or analyzing the same parameters (Picozza, Conti, and Sotgiu [213]).

Consequently, the temporal distribution of claimed seismo-related phenomena exhibits signif-

icant variability (Picozza, Conti, and Sotgiu [213]).

To assess these issues, numerical simulations were conducted to model wave-particle inter-
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actions in a plasma environment replicating ionospheric conditions. Speci�cally, the evolution

of the ion velocity distribution function (VDF) was examined to determine the potential for-

mation of fast ion beams, which could lead to particle precipitation.

The following sections provide the theoretical basis for the description of wave-particle

interactions. For a comprehensive exploration of plasma physics, waves in plasmas and wave-

particle interactions, interested readers are referred to Gendrin [101], Goldston [107], Chiuderi

and Velli [54], Stix [249], Tsurutani and Lakhina [262], Koch [153].

4.1 The need for a kinetic modelling of the ions

The appropriate approach for plasma description hinges on the characteristic length scale

(Colonna and D’Angola [64]). The spectrum of plasma treatment ranges from the microscopic,

exact description given by the Klimontovich equation (Klimontovich [152]) combined with the

Maxwell equations, to the macroscopic �uid description provided by magnetohydrodynamics

(MHD, see e.g. Cowling [67], Roberts [227], Moreau [191], Wang et al. [283]). The MHD ap-

proach, treats the plasma as a single, ionized �uid, which is inadequate for investigating WPIs

and thus unsuitable for our investigation. On the other side, while the Klimontovich equation

provides a complete picture of plasma behaviour, its computational demands for large-scale

systems are prohibitive. A good compromise between accuracy and tractability is given by

the the statistical approach of kinetic theory (Brambilla [36], Swanson [253]), which o�ers an

intermediate description between the two approaches, bridging the gap between microscopic

and macroscopic scales.

The standard kinetic theory involves the introduction of the phase space distribution func-

tion fD
α for each plasma specie ³, given by:

fD
α (x⃗, v⃗, t) =

dNα

dx3dv3
(4.1)

where x⃗ and v⃗ are respectively the position and the velocity of the (large) number of N
particles composing the plasma. This quantity represents the probability of �nding a particle

in the in�nitesimal element of the six dimensional phase space dxdydz dvxdvydvz around the
point (x⃗,⃗v) at time t.

Instead of the particle number Nα, it is often used number density nα = dNα/dx
3 and

consequently the velocity distribution function (VDF) is introduced, de�ned as:

fα(x⃗, v⃗, t) =
dnα

dv3
(4.2)

From now on, we will drop the subscript ³.

4.1.1 From the Boltzmann to the Vlasov equation

As detailed in many plasma physics textbooks (e.g. Treumann and Baumjohann [259], Stix

[249], Bittencourt [31]), it is possible to show that, under general conditions, the single-particle

distribution function f satis�es the Boltzmann (or kinetic) equation:
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[

∂

∂t
+ v⃗ · ∂

∂x⃗
+

q

m

(

E⃗(x⃗, t) + v⃗ × B⃗(x⃗, t)
)

· ∂

∂v⃗

]

f(x⃗, v⃗, t) = C
∂f

∂t

∣

∣

∣

∣

∣

C

(4.3)

where the term in the right side represents inter-particle collisions (usual expressions for

this term are the Krook (Bhatnagar, Gross, and Krook [26]) or Fokker-Plank (Belli and Candy

[22]) collision models).

However, ideal plasmas are referred to as collisionless, as they are dominated by collective

interactions rather than collisions. When this condition is valid, electrostatic interactions pre-

vail over the processes of ordinary gas kinetics. For these kind of plasma the collisional term

can be neglected and the right side of the kinetic Boltzmann equation vanishes. Thus, the so

called Vlasov equation (Vlasov [274]) is obtained:

[

∂

∂t
+ v⃗ · ∂

∂x⃗
+

q

m

(

E⃗(x⃗, t) + v⃗ × B⃗(x⃗, t)
)

· ∂

∂v⃗

]

f(x⃗, v⃗, t) = 0 (4.4)

4.1.2 Macroscopic quantities: moments of the VDF

The macroscopic quantities described by �uid models can be obtained by integrating equation

4.2 in the velocity space with an appropriate weight (see e.g. Treumann and Baumjohann

[259]). In particular, the sources of Maxwell equations (i.e. the charge density Ä(x⃗, t) and

current density J⃗(x⃗, t)) can be obtained from the moments of order 0 and 1 of the VDF:

Ä(x⃗, t) = q

∫

dv3f(x⃗, v⃗, t) (4.5)

J⃗(x⃗, t) = q

∫

dv3v⃗f(x⃗, v⃗, t) (4.6)

The Vlasov and Maxwell equations, with Ä and J as functions of the VDF, form a complete

set of non-linear integro-di�erential equations in the variables E⃗, B⃗ and f . Consequently,

variations in the electric or magnetic �eld directly in�uence the motion of charged particles

within the plasma, leading to alterations in their VDF. Conversely, changes in the VDF can also

induce modi�cations in the electric or magnetic �elds. Indeed, the main goal of this study is to

examine the evolution of the VDF in response to plasma perturbations driven by WPIs.

4.2 Wave-particle interactions

WPIs constitute the core of this investigation. Such processes involve the exchange of en-

ergy and momentum between electromagnetic waves and particles, resulting in modi�cations

of particles velocity distribution. One of the most prominent example of WPI is the Landau

damping (Mouhot and Villani [193], Misra and Brodin [189]), which is shown in �gure 4.2.

When an electromagnetic wave interacts with particles in a plasma, it accelerates particles

moving at slightly lower velocities than its phase velocity, vph, and slows down the faster

ones. Consequently, wave loses energy from the former interaction and gains energy from the
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latter (Tsurutani and Lakhina [262]). Since the particles in an equilibrium plasma follow the

Maxwellian distribution (f(vx) =
1√
2πv2

th

exp
(

−v2x
2v2

th

)

, Belmont et al. [23], see �gure 4.1), there

are always more particles with lower velocity (in the absolute value sense; see �gure 4.1). In

the Maxwell distribution, vth is the thermal velocity, i.e. the typical velocity of the thermal mo-

tion of particles that make up a gas. Therefore, the number of particles getting accelerated is

always higher than the number of particles slowed down and the total electromagnetic energy

of the wave is decreasing. This results in a “�attening” of the distribution function around the

wave phase velocity.

Figure 4.1: Maxwellian distribution:

where the slope of the distribution func-

tion is negative, the number of particles

with v < vph is greater than the number

of particles with v > vph.

Figure 4.2: Landau damping: a wave with phase ve-

locity vph = 2vth is interacting with an equilibrium

particle distribution (blue). The interaction results

in the “�attening” of the distribution around vph (or-
ange). From: Cagas [38].

The previous example illustrates the particle-scale nature ofWPIs. However, even waves at

�uid scales can indirectly interacts with the plasma. Speci�cally, EM waves may interact with

one another through wave-wave interaction (WWI) processes, resulting in the generation of

waves at ion (or electron) scales.

4.2.1 The parametric instability as a driver for WPIs

WWIs are fundamental processes in space plasma physics. They involve the exchange of en-

ergy and momentum between di�erent electromagnetic waves, signi�cantly in�uencing the

propagation and characteristics of waves (Vladimirov and Popel [273], Nazarenko, Newell, and

Zakharov [200]). In particular, these processes may be responsible for the generation of new

waves at ion scale, that can be susceptible to wave-particle interactions. Indeed, at the heart

of WWIs lies the concept of nonlinearity, which asserts that the behavior of a system cannot

be fully described by the superposition of its individual components (Nayfeh and Balachan-

dran [199]). When electromagnetic waves interact with each other, the nonlinear properties of

the medium can lead to complex interactions that result in new wave modes, energy transfer,

and wave phenomena that are not present in the absence of interactions (Zaslavski [302]). In

this way, waves at �uid scale can interact and generate (through WWIs) waves at ion scale,

interacting with the plasma. This is the case of parametric instabilities (see Hollweg [121]

and reference therein), which are a class of wave-wave interactions characterized by the decay
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of Alfvén waves of �nite-amplitude. These are nonlinear processes where the coupling be-

tween a mother (or pump) wave and a compressive acoustic-like perturbation (and other elec-

tromagnetic �uctuations) leads to di�erent parametric instabilities, depending on the plasma

characteristics. The most known of these parametric instabilities is the so-called parametric

decay instability (see e.g. Goldstein [106]). This process is characterized by the excitation of

a compressive wave having a larger wave vector ks than the mode kM of the mother wave.

The interaction leads to an energy transfer from the pump wave to the acoustic wave, which

grows in amplitude, and to another re�ected Alfvén wave (daughter wave) with kr < kM . This

three-wave process satis�es the condition: kr = ks − kM so that the re�ected wave is always

backward propagating.

4.3 Numerical simulations of wave-particle interactions in the

ionosphere

For our purposes, modelling the plasma particles VDF is necessary to investigate potential mod-

i�cations resulting from the interaction of the plasma with EM waves. However, as we aim to

simulate a very low beta plasma, our simulations poses a signi�cant computational challenge,

since an elevated spatial resolution is needed. In this context, full particle-in-cell (PIC) simu-

lations represent the most comprehensive numerical tool for simulating the plasma dynamics

down to electron spatial and temporal scales (see e.g. Svidzinski et al. [252], Saito, Gary, and

Narita [235], Chang, Peter Gary, and Wang [47], Camporeale and Burgess [40], Gary, Chang,

and Wang [100], Wan et al. [282], Karimabadi et al. [144], Wan et al. [281], Wan et al. [280]).

However, they employ limited accuracy (in terms of spatial resolution, small number of par-

ticles, small ion-to-electron mass ratio...) due to computational limitations (Franci et al. [86]).

Since for our investigation a high resolution and a large number of particles are needed, and we

do not need to model the dynamics of individual electrons, we opted for a HPIC (hybrid particle

in-cell) code (Verscharen et al. [272], Vasquez and Markovskii [268], Vasquez, Markovskii, and

Chandran [269], Ozak, Ofman, and Viñas [204], Parashar et al. [207], Parashar and Matthaeus

[206]). A hybrid model di�erentiates the treatment of various plasma components by repre-

senting part of the plasma as particles and the rest as a �uid (see Winske [293] for a review). In

particular, for our purposes, it is su�cient to model the ions VDF explicitly, while the electrons

can be treated as a �uid.

Hybrid simulations lie between MHD and full-PIC simulations. Given that the ionosphere

is a multi-species plasma, we have opted for CAMELIA (Current Advance Method Et cycLIc

leApfrog) among hybrid codes. This choice is motivated by CAMELIA’s advantage of enabling

the straightforward treatment of multiple ion species (Matthews [183]). Furthermore, in recent

years, the code has produced signi�cant outcomes that are highly consistent with experimental

�ndings (Franci et al. [88], Franci et al. [90], Franci et al. [86]).

In the following paragraph we provide a brief description of the code. A comprehensive

documentation can be found on the CAMELIA website:

http://terezka.asu.cas.cz/helinger/camelia.html.
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4.3.1 The hybrid code CAMELIA

The CAMELIA code treats ions as macro-particles, statistically-representative portions of the

distribution function in the phase space, while electrons are described as a massless, charge

neutralizing �uid (Franci et al. [86]). In the model, the dynamic of the plasma is governed by

the following Vlasov-�uid equations (Matthews [183]):

dxi

dt
= vi (4.7)

dvi

dt
=

qi
mi

(E+ vi ×B) (4.8)

∂B

∂t
= −∇×E (4.9)

∇×B = µ0J (4.10)

neme
due

dt
= −neeE+ Je ×B−∇pe (4.11)

pe = nekBTe (4.12)

where xi, vi, qi and mi are ion position, velocity, charge and mass respectively; E and B

the electric and magnetic �eld; µ0 the magnetic permeability, J the current density; ne,me, ue
and e the electron number density, mass, �uid velocity, and charge respectively; Je = −neeUe

is the electron current density, pe is the electron �uid pressure, kB is the Boltzmann constant

and Te the electron temperature.

The subscript i may denote individual particles belonging to an ion species with particle

massmi and charge qi. Alternatively, it may refer to collective quantities evaluated for species

i, such as ni and Ji which are de�ned using other related quantities as follows:

ni =

∫

fi(xi,vi) d
3vi (4.13)

(nu)i =

∫

vifi(xi,vi) d
3vi (4.14)

ui =
(nu)i
ni

(4.15)

qc =
∑

i

niqi (4.16)

qm =
∑

i

nimi (4.17)

Ji = qiniui (4.18)

JI =
∑

i

Ji (4.19)

J = Ji + Je (4.20)
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where fi(xi,vi) is the species distribution function; ni, (nu)i, ui, the species particle num-

ber density, "velocity density" and �uid velocity respectively. Qc andQm are the are the charge

density andmass respectively; Ji is the species current density and JI the ionic current density.

The assumption that electrons are a massless, charge-neutralizing �uid implies that:

me = 0 (4.21)

nee = Qc (4.22)

Equation 4.11, using equations 4.10 and 4.20, can be rearranged to obtain an expression for

the electric �eld:

E = −Ji ×B

Qc
+

(∇×B)×B

µ0Qc
− ∇pe

Qc
(4.23)

so that E = E(Qc, Ji, B, Te) is a state function. Substituting 4.23 into 4.9 gives:

∂B

∂t
= ∇× Ji ×B

Qc
−∇× (∇×B×B)

µ0Qc
(4.24)

The �rst term describe induction and the second dispersion. Therefore, the electron pres-

sure in equation 4.12 does not in�uence magnetic �eld evolution.

The code is based on the Current Advance Method and Cyclic Leapfrog (CAM-CL) scheme

by Matthews (for a complete description, see Matthews [183]). In essence, the leapfrog scheme

for particle advance is the midpoint method (Bowers, Dror, and Shaw [35]) applied to equation

4.8 along with a time-centred integration of equation 4.7. A time-step ∆t is introduced, and
quantities relative to t0 are evaluated at di�erent time levels tk as follows:

x(tk) = x(t0 + k∆t) (4.25)

In the end, the di�erential equations are rewritten as di�erence equations:

x1/2 = x−1/2 +∆tv0 (4.26)

v1 = v0 +∆t
q

m
(E1/2(x1/2) + v1/2 ×B1/2(x1/2)) (4.27)

where we have denoted quantities at di�erent time levels with superscript (x(tk) ≡ tk).

4.3.2 Wave-particle interactions: numerical setup

In the code, the characteristic spatial unit is represented by the ion inertial length di, which is

the scale at which ions decouple from electrons and the magnetic �eld becomes frozen into

the electron �uid rather than the bulk plasma. It is de�ned as: di = c/Éi, where Éi =
(4Ãniq

2
i /miϵ0)

1/2 is the plasma frequency of the ion species i (i.e. the oscillation frequency

of ion species i), ni, qi and mi are respectively the number density, charge and mass of the

ion species i and ϵ0 is the permittivity of free space. Units of time are expressed in terms of
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the inverse ion cyclotron frequency Ω−1

i , which is de�ned as Ωi = (4Ãnq2i /mi)
1/2 and rep-

resents the angular frequency of the circular motion of an ion i in the plane perpendicular to

the magnetic �eld B0. The amplitude B of the perturbing wave is expressed in unit of the

ambient magnetic �eld B0 ≡ 1. The velocities are expressed in unit of the Alfvén velocity

vA = B0/(4Ãnimi)
1/2, which is the speed of waves resulting from ions oscillations in re-

sponse to the restoring force provided by an e�ective tension on the magnetic �eld lines (see

Iwai et al. [135], Cramer [68], Chen and Zonca [51]).

Here we summarize the numerical setup of our modelling:

• 1D domain: due to the high computational demands of our simulations, we choose to

employ a one-dimensional domain that coincides with the x direction. It is important

to note, however, that vector quantities (such as the magnetic �eld and ion velocity) are

fully resolved in all three components (x, y, z) at every point within this 1D domain.

• ∆x: we guarantee a spatial resolution ∆x of the order of 5 · 10−2di, in agreement with

other works employing the same hybrid code (e.g. Matteini et al. [182], Franci et al. [89]).

The spatial resolution is de�ned as ∆x = Lbox/Nx, where Lbox is the length of the 1D

domain ( expressed in unity of di) and Nx is the number of cells of the domain.

• ppc: the number of particle per cell. We always employ a ppc = 104 or greater to pre-

vent non-physical e�ects such as numerical heating (Markidis and Lapenta [179], Horkỳ,

Miloch, and Delong [126], Alves, Mori, and Fiuza [10]). This number is of the same order

of magnitude or even greater with respect to other works in literature employing the

same hybrid code (Matteini et al. [182], Franci et al. [89], Franci et al. [87]).

• Perturbing wave: we perturb the plasma with di�erent small-amplitude Alfvén waves

(Alfvén and Lindblad [7]) directed along the ambient magnetic �eld B0 (i.e. in the pos-

itive direction of the x-axis). The wave has amplitude B, wave-number W0 and wave

vector kM = k0W0, where k0 = 2Ã/Lbox is the minimum wave vector distinguishable

with our setup. Wave vectors are expressed in terms of d−1

i . Henceforth, the wave per-

turbing the plasma will be denoted as the "mother" or "pump" wave. Polarization of the

wave can be right (+) or left (-). We investigated also the e�ects of changing the wave

polarization in the evolution of ion VDF.

• Plasma beta: the plasma beta is the ratio of the plasma pressure (pi,e = ni,ekBTi,e to

the magnetic pressure (pmag = B2/2µ0). This value is an input parameter in the code

both for ions species i (´i) and electrons e (´e).

We have selected values that allow for a very good description of the particle distribution

function with low numerical noise (Matteini et al. [182]). Therefore, the con�guration permits

the investigation of both wave-particle and wave-wave interactions, also accounting for devia-

tions of the ion VDF fromMaxwell-Boltzmann equilibrium due to non-linear coupling between

particle and waves.
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4.4 Simulation results

4.4.1 Testing the apparatus

To validate our numerical framework, we initially replicate the �ndings presented in Matteini

et al. [182] before gradually transitioning to our target conditions. In their study, the authors

employed numerical simulations within a hybrid regime to investigate the evolution of Alfvén

waves under modulational and decay instabilities, incorporating the e�ects of ion kinetics.

Their results indicated that ion dynamics signi�cantly in�uence instability growth and satura-

tion, notably with the observation of proton acceleration parallel to the magnetic �eld. Specif-

ically their run B examined the impact of a right-handed Alfvén wave with B/B0 = 5 · 10−2

impacting on a single species plasma with ´i = 0.01 and ´e = 0.1, �nding a parametric decay

and, as a consequence, a ballistic velocity beam aligned with the ambient magnetic �eld. Nev-

ertheless, in replicating these results, we opted for a wave vector kM closer to the ion kinetic

scale, aligning with our objectives. Furthermore, we investigated the impact of the variation

of kM on the evolution of the VDF by employing boxes of di�erent lengths in run A, B and C,

whose input parameters are shown in table 4.1.

run ´e ´i B/B0 W0 Pol. Lbox(di) k0(d
−1

i ) kM (d−1

i ) ppc

A 1 · 10−2 5 · 10−2 5 · 10−2 20 + 121.6 0.05 1.03 104

B 1 · 10−2 5 · 10−2 5 · 10−2 20 + 60.8 0.1 2.07 104

C 1 · 10−2 5 · 10−2 5 · 10−2 20 + 243.2 0.025 0.52 104

Table 4.1: Run A, B and C parameters.

Run A

Figure 4.3 (left panel) shows the temporal evolution of kinetic energy EK (black dashed line),

magnetic energy EM (blue line) and the total energy ET (green line) during the simulation.

This plot serves as a veri�cation of energy conservation, con�rming that the numerical setup

is correct. As energy conservation is consistently observed in our simulations, this analysis

will be omitted from run B onward.

Figure 4.3 (right panel) reports the trend of EK/EK,0, EM/EM,0 and ET /ET,0 with EK,0,

EM,0 and ET,0 being the kinetic, magnetic and total energy at time t = 0 respectively. This

plot illustrates the conservation of total energy while energy is transferred from the magnetic

�eld to the ion kinetic energy. This transfer initiates at t ≈ 100 and continues until t ≈ 300
where the EK reaches a plateau and remains approximately constant. During the initial phase

(t f 50), the plot exhibits numerical noise due to the spatial grid discretization. This is a

common artefact of PIC simulations (Matteini et al. [182]). However, through the choice of a

high number of ppc, the noise level was maintained at a low level of approximately 10−3.

To verify the occurrence of a parametric decay (as in Matteini et al. [182]) and to study the

dynamics of the system it is useful to introduce the energy E+ and E−, associated with the

backward (daughter) and forward (mother) Alfvén propagation and de�ned by: E± = (B±v)2

(both B and v are in Alfvén units, with B expressed in terms of B0 and v in terms of vA,
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Figure 4.3: Left panel: EK (black dashed line), EM (blue line) andET (green line). Right panel:

EK/EK,0, EM/EM,0 and ET /ET,0.

Matteini et al. [182]). In addition, the evolution of the cross helicity Ã = (E+−E−)/(E++E−)
is examined as a measure of the prevailing mode (Matteini et al. [182]).

Figure 4.4a shows the temporal evolution of E+/E−(0) (red line) and E−/E−(0) (blue
line), which exhibit an opposite behaviour increasing (decreasing) in time and having the same

value at t approximately between 200 and 250. At the same time, the cross helicity, whose

temporal evolution is shown in �gure 4.4b, is equal to zero, meaning that backward and forward

waves have the same energy. This behaviour is consistent with �ndings reported in Matteini

et al. [182], con�rming the occurrence of parametric decay.

The outcome of this parametric decay can be elucidated by examining the wave spectrum

at di�erent times (�gures 4.5a, 4.5b and 4.5c). The �gures show the power spectra of the y
component of the magnetic �eld (blue) and density (black) at t = 0, t = 190 and t = 480
respectively. To facilitate a clearer visualization of temporal evolution, the plot for times t > 0
also includes the corresponding values at t = 0 as thinner dashed lines of the same color. The

mother wave perturbing the system has wave number W0 = 20, which corresponds to the

magnetic energy peak at k = 1.03 in the blue line in �gure 4.5a (as highlighted by the blue

thin vertical line). At time t = 0 no other signatures are present in the spectra. The decay

generates a higher frequency compressive acoustic-like wave, as described in Matteini et al.

[182]. This wave appears as a peak on the density (black line) at ks ≈ 2 in �gures 4.5b and

4.5c (evidenced by the vertical black line). Simultaneously, a lower frequency backward Alfvén

wave arises, corresponding to the second peak in the magnetic �eld �uctuations at k ≈ 0.9 in

�gure 4.5b (vertical dashed blue line). As the time progresses, this second peak surpasses the

�rst one, as can be seen in �gure 4.5c. These observations align with the resonant condition

for wave numbers in parametric decay: kr = kM − ks.

A comparative analysis of �gures 4.5b and 4.5c reveals that, subsequent to the linear growth

phase of the acoustic mode ( which persists until approximately t ≃ 190), the instability enters
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(a) Temporal evolution of E+/E−(0) (red
line) and E−/E−(0) (blue line) (b) temporal evolution of cross helicity.

Figure 4.4: E+, E− and cross helicity for run A

a saturation phase, marked by a cessation in the density peak’s growth. Nevertheless, nonlinear

wave interactions continue to occur during this post-saturation regime (Matteini et al. [182]).

This is well illustrated in ion VDF plots presented in �gure 4.6 for times t = 0, 200, 250, 460.
The VDFs are depicted in the plane de�ned by the parallel (∥) and perpendicular (§) direction

with respect to the ambient magnetic �eld (directed along x), with velocities normalized to

the Alfvén velocity (vA) such that the x-axis indicates v∥/vA and y-axis v§/vA. To enhance

the visualization of temporal evolution, the VDF at t = 0 is overlaid as thinner gray contours

for comparison. At t = 200 (�gure 4.6b), when the peak on the density is approximately at

its maximum, the VDF begins to deviate from its initial state and undergo rapid evolution,

as evidenced from �gures 4.6c and 4.6d, representing the ion VDF at t = 250 and t = 460
respectively.

As previously mentioned, a saturation phase commences around t ≈ 300, attributed to

particle trapping, a well-established mechanism for suppressing wave growth in collisionless

plasmas (Matteini et al. [182]). Within this kinetic regime, this process yields two signi�-

cant consequences: �rstly, wave-wave interactions and parametric decay are modi�ed relative

to �uid-based predictions due to kinetic e�ects (Inhester [134], Vasquez [266], Araneda [14],

Nariyuki and Hada [197, 196] and Araneda, Marsch, and Vinas [15]); secondly, trapping and

associated wave-particle interactions stemming from the saturation phase can substantially

in�uence ion dynamics. A direct consequence of trapping is the acceleration of particles that

resonate with the wave, leading to the formation of a faster ion population.

This phenomenon is clearly visible looking at a perpendicular cut of the ion VDF. To this

end, we de�ne a parallel VDF obtained with a perpendicular cut as f̂(v∥) ≡ f(v∥, v§=0) and

a perpendicular VDF obtained with a parallel cut as f̂(v§) ≡ f(v∥ = 0, v§). Figure 4.7 shows

f̂(v∥) at various times. Here, the gray line represents the initial distribution (t = 0), while the
colored curves correspond to t = 200 (4.7a) and t = 460 (4.7b). At t = 200, the distribution
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(a) t = 0 (b) t = 190

(c) t = 480

Figure 4.5: Power spectrum of the y component of the magnetic �eld (blue) and ion density

(black). Values at t = 0 are overlaid as thinner dashed lines of the same color. Vertical lines

highlight signi�cant peaks.
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(a) t = 0 (b) t = 200

(c) t = 250 (d) t = 460

Figure 4.6: Ion VDF at various times. Grey lines represents the initial con�guration.
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(a) t = 200 (b) t = 460

Figure 4.7: Ion parallel velocity distribution. Grey lines represents the initial con�guration.

exhibits subtle deviations from its initial state. Subsequently, since the excited monochromatic

acoustic wave starts to lose its coherence, the trapped particles that are no more con�ned by

the electric potential start to �ll in the phase space, producing a ballistic velocity beam aligned

with the ambient magnetic �eld (Matteini et al. [182]). This process results in the emergence

of a secondary peak at v∥/vA ≈ 0.25, as observed in �gure 4.7b.

Run B

For the second run (B), the simulation box length is halved compared to runA, while themother

wave wavenumber, W0, is maintained at 20, resulting in a doubled wave vector: kM = 2.07.
All other parameters remain constant. Since the instability growth rate depends on the mother

wave properties, a faster parametric decay is expected, given the halved box length, which

reduces the transit time of the wave.

As depicted in �gure 4.8, which illustrates the temporal evolution ofEK/EK,0, EM/EM,0,

and ET /ET,0, a �rst decrease in magnetic energy accompanied by a corresponding increase

in ion kinetic energy is observed at t ≈ 80. This con�rms the faster decay. Notably, a second

decay phase emerges at t ≈ 140.

This behaviour is corroborated by the evolution of E+ and E−, as well as by the cross

helicity, as depicted in Figure 4.9. The cross helicity intersects zero, signifying equal energy in

backward and forward propagating perturbations, twice: at t ≈ 80 and t ≈ 140 (�gure 4.9b).

Correspondingly, E+ and E− exhibit equal values and interchange dominance at the same

times (�gure 4.9a).

Consequently, a double decay process occurs, as substantiated by the wave spectrum evo-

lution illustrated in �gure 4.10. At t = 0 (�gure 4.10a), the spectrum exhibits solely the mother

wave peak at k = 2.07. Subsequently, a rapid decay process generates a higher frequency

compressive wave (ks ≈ 4). A density peak (black line) becomes evident at t = 50 (�gure

4.10a), accompanied by a backward Alfvén wave manifested as a small peak in the blue line at
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Figure 4.8: EK/EK,0, EM/EM,0 and ET /ET,0 vs time for run B.

(a) E+ and E− (b) cross helicity

Figure 4.9: Overview of run B.
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k ≈ 1.9 (�gure 4.10b). The amplitude of this backward daughter wave peak rapidly escalates,

surpassing the original mother wave peak at t = 80 (�gure 4.10c). The rapid evolution leads

to a secondary density peak emerging at k ≈ 3.8 by t = 100 (�gure 4.10d). This peak rapidly

grows, surpassing the �rst density peak at t = 140 (�gure 4.10e). Concurrently, a third peak in
the magnetic �eld develops at at even lower k (k ≈ 1.8, vertical blue dashed-dotted line), rep-

resenting a granddaughter wave. This wave quickly becomes the dominant peak, as illustrated

in �gure 4.10f, showing the spectrum at t = 200.
The occurrence of a double decay is substantiated by the generation of both daughter and

granddaughter waves. The impact on the ion VDF is visualized in �gures 4.11 and 4.12, present-

ing snapshots of ion VDF and f̂(v∥) at t = 80 and t = 200, respectively. The former exhibits

similarities to run A, with the formation of faster ion populations, corresponding to peaks at

v∥/vA ≈ 0.1 and v∥/vA ≈ 0.25. Subsequently, after the second decay and the emergence of

the granddaughter wave, the VDF exhibits a symmetric shape, and ion beams appear also at

v∥/vA ≈ −0.1 and v∥/vA ≈ −0.25.

Run C

For run C, the simulation box length is doubled relative to run A, while the mother wave

wavenumber remains constant, resulting in a halved mother wave vector: kM (d−1

i ) = 0.52.
All other parameters are identical to run A. Consequently, the wave transit time is doubled,

suggesting a slower evolution. Furthermore, kinetic e�ects are expected to be less pronounced

due to the simulation being closer to the MHD regime.

The slower evolution is con�rmed by �gure 4.13, showing the temporal evolution ofEK/EK,0,

EM/EM,0, ET /ET,0 (4.13a), E+ and E− (4.13b), and the cross helicity (4.13c). As expected,

the parametric decay occurs at later times in the simulation compared to previous cases. The

energy exchange between magnetic and kinetic components takes place at t ≈ 750 (�gure

4.13a). Concurrently, E+ and E− attain equal values (�gure 4.13b), while the cross helicity is

equal to zero (Figure 4.13c), indicating equivalent energy in forward and backward propagating

perturbations.

The simulation results closely resemble those of run A, with the sole distinction being a

slower evolutionary process. This is corroborated by the evolution of wave spectrum and VDF,

as depicted in �gure 4.14. In this case, the density peak emerges only after t = 430, coinciding
with the rise of the daughter wave at a lower wavenumber (k ≈ 0.4, �gure 4.14a). At the same

time, the VDF remains virtually unchanged compared to the initial state (�gure 4.14c). The

density peak grows gradually, and the secondary magnetic �eld peak, corresponding to the

daughter wave, attains equivalence with the original peak at t = 750 (�gure 4.14b), accompa-

nied by the emergence of a faster ion population at v∥/vA ≈ 0.2 (�gure 4.14d).
These simulations have served to validate our numerical setup, yielding results consis-

tent with those presented in Matteini et al. [182]. Furthermore, by varying the wave vector

of the mother wave, we have explored its impact on the parametric decay rate and its sub-

sequent e�ects on the ion VDF. As expected, a faster evolution is obtained with the smaller

box. Consequently, following simulations will employ the small simulation box to maximize

kinetic e�ects and obtain a rapid evolution. While these initial simulations provide valuable

insights into the fundamental physics of parametric instabilities, they are not representative of
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(a) t = 0 (b) t = 50

(c) t = 80 (d) t = 100

(e) t = 140 (f) t = 200

Figure 4.10: Power spectrum of the y component of the magnetic �eld (blue) and density (black)

at various time. Values at t = 0 are overlaid as thinner dashed lines of the same color. Vertical

lines highlight signi�cant peaks.
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(a) VDF in the v∥ − v§ plane (b) f̂(v∥)

Figure 4.11: Ion VDF for run B a t = 80.

(a) VDF in the v∥ − v§ plane (b) f̂(v∥)

Figure 4.12: Ion VDF for run B a t = 200.
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(a) EK/EK,0, EM/EM,0 and
ET /ET,0. (b) Evolution of E+ and E−. (c) Cross helicity vs time

Figure 4.13: Overview of run C.

actual ionospheric conditions. Thus, in following simulations, we will modify the parameters

to obtain simulations that model the ionosphere in a more realistic manner.

4.4.2 Towards a more realistic ionospheric environment: lower beta values

The ultimate objective of this study is to model a realistic ionospheric environment at the

CSES-01 satellite altitude of approximately 507 km. To achieve this, ionospheric parameters

were derived from the International Reference Ionosphere (IRI) model (Bilitza [27]). IRI is an

internationally recognized empirical model, sponsored by the Committee on Space Research

(COSPAR) and the International Union of Radio Science (URSI), designed to represent the global

ionosphere based on a comprehensive dataset. For speci�ed location, time, and date, IRI pro-

vides monthly averaged values of electron density, electron temperature, ion temperature, and

ion composition across the ionospheric altitude range.

As input parameters for the IRI model, we selected equatorial latitudes, an early morning

time, and the year 2021 (a period of low solar activity, being far from the solar maximum)

to represent typical ionospheric conditions at 500 km altitude. Based on the IRI model output,

table 4.2 was generated, serving as a reference for our ionospheric conditions. The table lists the

particle species (s), their percentage composition in the plasma (%s), temperature (Ts), density

(ns), cyclotron frequency (Ωg,s), Alfvén speed (vA,s), plasma beta (´s), plasma frequency (És)

and inertial length (ds). We include only electrons, protons, and O+, as these are the primary

species composing the plasma at this altitude. Indeed, as visible from table 4.2, H+ and O+

constitutes over 98% of the ion composition of the ionosphere.

As evident from table 4.2, a realistic ionospheric simulation necessitates a lower plasma beta

compared to previous simulations. Consequently, for following simulations, whose parameters

are listed in table 4.3, the beta value was reduced by one order of magnitude (run D) and two

orders of magnitude (run E) for both ions and electrons. Additionally, the e�ects of increasing

the ppc count were explored in run E2. Other parameters remain identical with those in run B.
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(a) wave spectrum at t = 430 (b) wave spectrum at t = 750

(c) VDF at t = 430 (d) VDF at t = 750

Figure 4.14: Wave spectrum and VDF for run C.

s %s Ts (K) ns(m
−3) Ωg,s (Hz) vA,s(m/s) ´s És (Hz) ds (m)

e - 1.4 · 103 2.3 · 1011 8.4·105 5.8 · 107 1.3 · 10−5 4.3 · 106 11.1

H+ 4.2 1.1 · 103 9.7 · 109 457 6.6 · 106 4.2 · 10−7 2.1 · 104 2.3 · 103
O+ 93.9 1.1 · 103 2.2 · 1011 29 3.5 · 105 9.4 · 10−6 2.4 · 104 2.0 · 103

Table 4.2: Ionospheric parameters.
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run ´e ´i B/B0 W0 Pol. Lbox(di) k0(d
−1

i ) kM (d−1

i ) ppc

D 1 · 10−3 1 · 10−3 5 · 10−2 20 + 60.8 0.1 2.07 104

E 1 · 10−4 1 · 10−4 5 · 10−2 20 + 60.8 0.1 2.07 104

E2 1 · 10−4 1 · 10−4 5 · 10−2 20 + 60.8 0.1 2.07 8 · 104

Table 4.3: Run D, E and E2 parameters.

Figure 4.15: EK/EK,0, EM/EM,0 and ET /ET,0 for run D. Saturation occurs at t ≈ 300.

Run D

Figure 4.15, illustrating the temporal evolution of EK/EK,0, EM/EM,0, and ET /ET,0 for run

D, reveals a rapid transfer of energy from the magnetic �eld to ion kinetic energy, occurring at

approximately t = 20, followed by saturation at t ≈ 300.

This rapid evolution is corroborated by the behaviour of E+ and E−, as well as the cross

helicity, as depicted in �gure 4.16. As expected, the cross helicity reaches zero concurrently

with the energy transfer frommagnetic �eld to ions (at t ≈ 20). At this stage,E+ andE− attain

equal values, indicating balanced forward and backward propagating wave energies. However,

in this case, the cross helicity exhibits multiple zero crossings throughout the simulation, ac-

companied by corresponding changes in the dominance of E+ and E−.

A more complex behaviour with respect to previous simulations is also exhibited by the

wave spectrum, as shown in �gure 4.17. At t = 20 a peak on the density has already grown

at k ≈ 4 (�gure 4.17a) but no secondary peaks are observed in the magnetic �eld, suggesting

a deviation from a pure parametric decay. The density spectrum evolves rapidly, with several

density peaks, corresponding to subsequent harmonics of main peak, appearing at t = 30,
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(a) E+ and E− (b) cross helicity

Figure 4.16: Evolution of E+, E− and cross helicity for run D.

characterized by k ≈ 8, k ≈ 12, k ≈ 16. Correspondingly, two secondary peaks, one at a

lower frequency and the other at a higher frequency with respect to mother wave, emerge in

the magnetic �eld spectrum (�gure 4.17b), as well as harmonics at k ≈ 6, 10, 14 . . .. At t = 40,
the �rst three harmonics on the density are still present, but they exhibit peaks broadened

on a quite large range of k values. Concurrently, the peak corresponding to the mother wave

disappears, and the two other peaks at lower and higher frequencies also broaden (�gure 4.17c).

The peaks decrease and vanish fast; at t = 200 (�gure 4.17d) no major peaks is present, neither

on themagnetic �eld nor on the density, with the exception of a large structure on themagnetic

�eld in a large range from k ≈ 1 to k ≈ 2. At greater k values, both magnetic �eld and density

spectra exhibit a power-law behaviour, with magnetic �eld decreasing more rapidly than the

density.

To assess the e�ect of this peculiar behavior, which di�ers from previous simulations, on

the plasma ions, we studied the evolution of the ion VDF. The results are presented in �gure

4.18.

At t = 20, even if a peak on the density is already present, there is no daughter wave visi-

ble on the magnetic �eld (�gure 4.17a) and the VDF exhibits no deviation with respect t = 0.
At t = 30 and t = 40, two additional peaks emerge in the magnetic �eld spectrum �anking

the mother wave peak, at lower and higher k values (�gures 4.17b and 4.17c). As a conse-

quence, the VDF results symmetrically modi�ed in both sides of parallel direction, with ion

populations generated in both positive and negative parallel velocity domains (�gure 4.18b).

Subsequently, the density and magnetic �eld peaks diminish and vanish before t = 200 (�gure
4.17d). However, velocity beams aligned with the ambient magnetic �eld persist. Indeed, the

VDF at t = 200 (�gure 4.18c) reveals populations of even faster ions in both sides of parallel

direction, although with reduced symmetry. The VDF evolution then exhibits oscillatory be-

haviour, with the oval shape in the v∥-v§ plane undergoing slight expansion and contraction,

as evident from comparing �gures 4.18c and 4.18d. This oscillation stabilizes at later times, with

the VDF at t = 1500 (�gure 4.18e) and t = 2000 (�gure 4.18f) showing minimal di�erences.
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(a) t = 20 (b) t = 30

(c) t = 40 (d) t = 200

Figure 4.17: Power spectrum of the y component of the magnetic �eld (blue) and density (black)

at various time for run D. Vertical lines highlight signi�cant peaks.
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(a) t = 20 (b) t = 40

(c) t = 200 (d) t = 250

(e) t = 1500 (f) t = 2000

Figure 4.18: VDF at various times for run D.92
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Figure 4.19: EK/EK,0, EM/EM,0 and ET /ET,0 for run E.

This peculiar behaviour, characterized by a signi�cant portion of the plasma populating the

distribution tails, is not entirely unexpected. In lower beta plasmas, the ion VDF is con�ned to

a narrow region around v∥ = v§ = 0 (in fact, extrema of the plots are at v∥/vA ≈ 0.6 for runs
A, B, and C, and at v∥/vA ≈ 0.06 for run D, as illustrated in �gures 4.6 and 4.18). Consequently,
the same perturbing wave has a larger impact on the ion velocity distribution and the plasma

reacts faster.

Run E

With a plasma beta even lowered of one order ofmagnitude further as in run E (see table 4.3), we

expect an even larger impact at very fast times. Therefore, run E runs only to t = 100. Indeed,
as shown in �gure 4.19, illustrating the evolution of EK/EK,0, EM/EM,0 and ET /ET,0, there

is transferred energy from the magnetic �eld to the ions already at t ≈ 20.

Cross helicity and E+ and E− (not shown) exhibit behaviour analogous to run D. Cross

helicity intersect the zero at the same time as the energy transfer (t ≈ 20) and multiple times

thereafter, accompanied by corresponding changes in the dominance of E+ and E−.

Figure 4.20 presents snapshots of the most signi�cant stages in the wave spectrum evolu-

tion. At t = 20 (Figure 4.20a), a density peak emerges at k ≈ 4, while the magnetic �eld peak

at k = 2.07, corresponding to the mother wave, remains una�ected. However, a secondary

harmonic begins to develop in the magnetic �eld at k ≈ 6.5. By t = 30 (�gure 4.20b), the

density spectrum exhibits multiple peaks, appearing as harmonics of the peak at k ≈ 4. While

no secondary peak at lower k corresponding to a daughter wave is observed in the magnetic

�eld, the mother wave peak diminishes and broadens. Notably, the magnetic �eld spectrum
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(a) t = 20 (b) t = 30

(c) t = 50 (d) t = 80

Figure 4.20: Power spectrum of the y component of the magnetic �eld (blue) and density (black)

at various time for run E. Vertical lines highlight signi�cant peaks.

at higher k values displays a similar pattern to the density, with multiple evenly spaced peaks

intermediate to the density peaks. Both density and magnetic �eld peaks exhibit rapid growth

and decay, with reduced amplitude and broadening by t = 50 (�gure 4.20c) and complete dis-

appearance by t = 80 (�gure 4.20d). Similarly to run D, a power law behaviour is observed on

both magnetic �eld and density spectra.

Figure 4.21 presents snapshots of the most signi�cant stages of the ion VDF evolution. At

t = 20, when the peak in the density has already developed, there is no evident change in the

magnetic �eld spectrum (�gure 4.20a), and the VDF remains unaltered compared to the initial

state (�gure 4.21a). Then, at t = 30, the VDF begins to expand on both sides of the parallel

direction (�gure 4.21b), with the plasma �lling the tails of the distribution. The broadening

continues, and at t = 40 (�gure 4.21c), the VDF is completely di�erent from the initial time

(indicated by the light gray points) and populations of much faster ions appear in the parallel

plane. This phase is actually oscillatory; the VDF broadens and shrinks in the parallel direction
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(see �gure 4.21d, showing the VDF at t = 50). After this oscillatory phase, the VDF undergoes

further broadening on both sides of the parallel direction, eventually stabilizing as shown in

the VDFs at t = 80 and t = 100 (�gures 4.21e and 4.21f), respectively.

The �lling of the distribution tails can be better appreciated by analyzing the evolution of

the ions parallel velocity distribution, which is shown in �gure 4.22. At t = 30 (�gure 4.22b),

both tails of the distribution exhibit growth. This e�ect is intensi�ed at t = 40 (�gure 4.22c),

with ions populating previously unoccupied regions of the distribution tails. Nevertheless, the

distribution remains centred around v∥/vA = 0, although the peak height diminishes rapidly.

By t = 50 (�gure 4.22d), the peak height is reduced by half compared to t = 0, and a minor

peak appear at v∥/vA ≈ 0.003, corresponding to a fast ion beam. By t = 80, there is basically
no peak, with the plasma occupying the entire phase space (Figure 4.22e).

Run E2

To ascertain that the peculiar outcomes observed in run E were not attributable to numeri-

cal artifacts, an additional simulation was performed with a heightened particle-per-cell count

(ppc = 8 · 104 instead of 104). Indeed, collisions constitute a critical aspect of numerical sim-

ulations. In CAMELIA hybrid code, collisions are not modelled explicitly but numerical noise

can act like a collision operator. By increasing the ppc, eventual numerical noise is mitigated.

The results (not shown) closely resemble those of run E, validating the accuracy of the

original �ndings. Therefore, under these conditions, the impact of the Alfvén wave can induce

e�ects leading to a signi�cant deviation of the ion VDF, culminating in the �lling of the tails

of the distribution and the generation of high-speed ion beams.

4.4.3 Perturbing wave with a smaller amplitude

The identi�cation of fast �eld aligned ion beams generated by the interaction of an Alfvén

wave with the plasma constitutes the key �nding of this study. However, despite the very

low beta values simulated in run E, the previous simulations do not accurately represent iono-

spheric conditions due to the unrealistic perturbation amplitude (B/B0 = 5 ·10−2). In fact, the

geomagnetic �eld has an order of magnitude of 104 nT (Campbell [39]), rendering such per-

turbations of the order of hundreds of nT and thus improbable (Le et al. [163]). To address this,

the amplitude of the perturbing wave was reduced by a factor of 10 in the following simulation

(run F, see Table 4.4), providing a more realistic representation of the ionospheric environment.

Other parameters were maintained identical to run E.

run ´e ´i B/B0 W0 Pol. Lbox(di) k0(d
−1

i ) kM (d−1

i ) ppc

F 1 · 10−4 1 · 10−4 5 · 10−3 20 + 60.8 0.1 2.07 8 · 104

Table 4.4: Characteristics of run F.
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(a) t = 20 (b) t = 30

(c) t = 40 (d) t = 50

(e) t = 80 (f) t = 100

Figure 4.21: Ion VDF for run E.
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(a) t = 20 (b) t = 30

(c) t = 40 (d) t = 50

(e) t = 80 (f) t = 100

Figure 4.22: Ion parallel velocity distribution for run E.

97



CHAPTER 4. NUMERICAL SIMULATIONS OF WAVE-PARTICLE INTERACTIONS IN

IONOSPHERIC PLASMAS

(a) EK/EK,0, EM/EM,0 and ET /ET,0 (b) Cross helicity

Figure 4.23: Overview of run F.

Run F

Figure 4.23a illustrates the temporal evolution of EK/EK,0, EM/EM,0, and ET /ET,0. In this

case, the energy transfer from the magnetic �eld to ion kinetic energy occurs at a later time

(t ≈ 90) compared to run E (t ≈ 20). Correspondingly, the cross helicity (�gure 4.23b) exhibits
an initial increase before intersecting zero multiple times at approximately 15-time intervals.

Figure 4.24 presents two key snapshots of the wave spectrum evolution. At t = 60, a
density peak emerges at k ≈ 4, which subsequently grows to a maximum at t = 120. Concur-
rently, second harmonics develop in both the density (at k ≈ 8) and magnetic �eld (at k ≈ 6).
This wave spectrum con�guration exhibits only a small oscillatory behaviour for an extended

period (the simulation ends at t = 400). In this case, no clear appearance of a daughter wave

can be detected.

With a reduced amplitude perturbing wave, the deviation of the ion VDF from its initial

con�guration is less pronounced and occurs at a slower pace. At t = 200, the ion VDF re-

mains virtually identical to its initial state, exhibiting only small oscillatory deviations from its

original con�guration (see �gure 4.25a). Only by t = 400, subtle changes become apparent.

Indeed, �gure 4.26b reveals a decreased height and broadened shape of the central distribution

peak around v∥/vA = 0, accompanied by the emergence of two (slightly visible) symmetric

populations of faster ions at v∥/vA ≈ 0.01.

Consequently, with a plasma beta of approximately 10−4 and a reduced wave amplitude, a

distinct density spectrum peak is still present, though it appears with a signi�cant time delay

compared to previous simulations. A clear parametric decay, characterized by the emergence

of a daughter wave in the magnetic �eld, is not observed, and the resulting e�ects on the ion

VDF are both subtle and delayed.
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(a) t = 60 (b) t = 120

Figure 4.24: Power spectrum of the y component of the magnetic �eld (blue) and density (black)

at various time for run F. Vertical lines highlight signi�cant peaks.

(a) VDF in the v∥ − v§ plane (b) f̂(v∥)

Figure 4.25: Ion VDF for run F a t = 200.
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(a) 2-D velocity distribution in the v∥ − v§ plane (b) parallel velocity distribution

Figure 4.26: Ions velocity distribution function for run F a t = 400.

4.4.4 Spectrum of waves

The presence of a perfectly monochromatic wave is not a common situation in the ionosphere.

Indeed, as discussed in chapter 3, the ionosphere is characterized by a complex electromagnetic

environment, with the presence of several signatures at di�erent frequencies and waves with

rapidly varying frequencies such as whistlers. For this reason, for the subsequent runs, we

consider a spectrum of waves perturbing the plasma, rather than a monochromatic wave, with

the aim of modelling a more realistic situation in the ionosphere. Furthermore, we investigate

the e�ects of inverting the wave polarization. Therefore, for run G, we consider the same

parameters as run F, but in this case, we perturb the plasma with a spectrum of Alfvén waves

with wave numbers from Wmin = 19 to Wmax = 21, corresponding to wave vectors from

kmin = 1.96 d−1

i to kmax = 2.17 d−1

i . Moreover, since we have veri�ed that a 104ppc are

su�cient to avoid numerical artifacts, we return to that number of particles per cell to reduce

the computational time. Subsequent run (H) has the same parameters as run G but with the

wave spectrum polarization reversed (left-handed instead of right-handed), as shown in table

4.5.

run ´e ´i B/B0 Pol. Lbox(di) kmin(d
−1

i ) kmax(d
−1

i ) ppc

G 1 · 10−4 1 · 10−4 5 · 10−3 + 60.8 1.96 2.17 1 · 104
H 1 · 10−4 1 · 10−4 5 · 10−3 - 60.8 1.96 2.17 1 · 104

Table 4.5: Run G and H parameters.
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(a) t = 0 (b) t = 120

(c) t = 250 (d) t = 500

Figure 4.27: Power spectrum of the y component of the magnetic �eld (blue) and density (black)

at various time for run G.

Run G

Figure 4.27 presents key snapshots of the wave spectrum for run G. At t = 0 (�gure 4.27a),

the wave spectrum exhibits a solitary, broad and pronounced peak in the magnetic �eld, cor-

responding to the mother Alfvén waves. At t = 120, a spectrum of compressive modes on the

density arises, identi�able as three closely spaced peaks on the black line from k ≈ 4 to k ≈ 5
in �gure 4.27b. Correspondingly, a second harmonics in the magnetic �eld appears at k values

from approximately 6 to 7. These structures undergo minor oscillations as time progresses and

persist for extended periods (at least until t = 500 when the simulation ends, see �gures 4.27c

and 4.27d). As in run F, there is no clear appearance of a daughter Alfvén wave nor the clear

occurrence of a parametric decay.

The parallel and perpendicular ion velocity distribution functions at the �nal simulation

time (t = 500) are shown in �gure 4.28. The VDF evolution is similar to that described for run
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F, with a slow and minor departure from the initial con�guration. Nevertheless, the impact

of perturbing the plasma with a wave spectrum, rather than a monochromatic wave, while

subtle, is non-negligible. Speci�cally, the VDF exhibits a slightly more pronounced deviation

from its initial state compared to run F, characterized by a more substantial reduction in the

distribution peak centred around v∥/vA = 0 and its more evident broadening.

(a) f̂(v∥) (b) f̂(v§)

Figure 4.28: Parallel and perpendicular velocity distribution at t = 500 for run G.

Run H

Figure 4.29 presents four representative snapshots of the power spectrum evolution. At t =
60 (�gure 4.29a), the system exhibits a con�guration analogous to that observed in run G at

t = 120, characterized by the emergence of a multi-peak in the density spectrum within the

wave-vector range k ≈ 4 to k ≈ 5. This indicates a more rapid evolution compared to the

previous case. Unlike run G, where this con�guration undergoes only minor oscillations with

increasing time, here the density peak rapidly ampli�es and successive harmonics develop at

t = 90 (�gure 4.29b) in both the magnetic �eld (k ≈ 6 − 8 and k ≈ 10 − 12) and density

(k ≈ 8− 10 and k ≈ 12− 14). These structures continue to intensify, with a fourth harmonic

appearing in the magnetic �eld at t = 150 (�gure 4.29c). At later times, they broaden and

gradually diminish, as illustrated in �gure 4.29d, representing the wave spectrum at t = 400.
As in run G, no clear evidence of parametric decay or the generation of a daughter Alfvén wave

is observed.

The faster and more complex evolution of the system due to the reversed polarization is

con�rmed by the VDF (�gure 4.30) and the parallel velocity distribution (�gure 4.31). At time

t = 150, the VDF in the v∥ − v§ plane exhibits a widening in the parallel direction (�gure

4.30a) relative to the initial state. Consequently, the central peak of the parallel velocity distri-

bution broadens and decreases in amplitude (�gure 4.31a). This scenario bears resemblance to

observations in run G at t = 500. However, in the present case, subsequent simulation stages

reveal the emergence of ion beams at v∥/vA ≈ 0.01 and v∥/vA ≈ 0.017, as shown in �gures

4.30b and 4.31b.
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(a) t = 60 (b) t = 90

(c) t = 150 (d) t = 400

Figure 4.29: Power spectrum of the y component of the magnetic �eld (blue) and density (black)

at various time for run H.
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(a) t = 150 (b) t = 450

Figure 4.30: VDF in the v∥ − v§ plane for run H.

(a) t = 150 (b) t = 450

Figure 4.31: Ion parallel velocity distributions for run H.
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4.4.5 Realistic ionospheric composition

As shown in table 4.2, at CSES-01 altitude (500 km), the plasma is composed primarily of O+

ions (≈ 94%). However, among other minor ion populations, there is also a non-negligible

concentration (≈ 4.2%) ofH+ ions. To more accurately simulate ionospheric conditions, sub-

sequent simulations considered a two-species plasma composed of heavier ions (95% number

density) and 16 times lighter ions (5% number density). Therefore, run I replicates run H but

with a two-species plasma. Additionally, in subsequent simulations, to model a realistic WPI in

the ionospheric environment, the plasma beta was further reduced tomatch values from the IRI

model (run J), and subsequently, an even smaller amplitude spectrum of perturbing waves was

considered (run K). For all these runs, whose parameters are shown in table 4.6, the spectrum

of perturbing waves has wavenumbers from Wmin = 19 to Wmax = 21 and left-handed po-

larization. In table 4.6, we indicate the beta value of all the plasma components: electrons (´e),
oxygen ions (´O), and hydrogen ions (´H ). Hereafter, with di we denote the inertial length of

the more abundant species (O+).

run B/B0 ´e ´O ´H Lbox(di) nO nH ppc

I 5 · 10−3 1 · 10−4 1 · 10−4 5 · 10−6 60.8 0.95 0.05 1 · 104
J 5 · 10−3 1 · 10−5 1 · 10−5 5 · 10−7 60.8 0.95 0.05 1 · 104
J2 5 · 10−3 1 · 10−5 1 · 10−5 5 · 10−7 60.8 0.95 0.05 5 · 105
K 2 · 10−3 1 · 10−5 1 · 10−5 5 · 10−7 60.8 0.95 0.05 1 · 104

Table 4.6: Run I, J, J2 and K parameters.

Run I

This run replicates run H but with a two-species plasma. The time evolution of the wave

spectrum is reported in �gure 4.32. Here, two density spectra are presented: the O+ spectrum

is indicated in black and theH+ spectrum in gray. At t = 60, a triple peak emerges in both the

O+ andH+ densities (�gure 4.32b) at k ≈ 4. Simultaneously, the second harmonic appears in

the magnetic �eld at k ≈ 6− 7. At later times, subsequent harmonics appear in both densities

(black and gray lines) and the magnetic �eld (�gure 4.32c, t = 100). These structures reach

their maximum in number and intensity at approximately t = 270 (�gure 4.32d) before slowly
decreasing (�gure 4.32e, t = 550). At t = 1000 (�gure 4.32f), only a broad peak corresponding
to the �rst harmonic persists in both the densities and the magnetic �eld. As in the previous

run, there is no clear evidence of a daughter Alfvén wave.

Figure 4.33 shows key moments in the evolution of the VDF for both ion species (O+ on

the left panels andH+ on the right panels). As in the previous run, no variation in the VDF is

observed immediately after the rise of the density peak. In fact, at t = 100 (�gure 4.33a), the

VDF is essentially identical to its initial state. The �rst e�ects on the VDF become apparent in

�gure 4.33b, representing the VDF at t = 230, with particles moving towards the distribution

tails and the formation of distinct ion velocity beams (particularly for H+ ions). These ion

beams persist for a long time with some oscillations, as evidenced by �gures 4.33c and 4.33d,

depicting the VDFs at t = 530, and t = 1000, respectively.

105



CHAPTER 4. NUMERICAL SIMULATIONS OF WAVE-PARTICLE INTERACTIONS IN

IONOSPHERIC PLASMAS

(a) t = 0 (b) t = 60

(c) t = 100 (d) t = 270

(e) t = 550 (f) t = 1000

Figure 4.32: Run I: power spectrum of the y component of the magnetic �eld (blue),O+ density

(black) and H+ density (grey) at various time. Dashed lines indicate values at time 0, while

solid lines at time t.
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(a) t = 100

(b) t = 230

(c) t = 530

(d) t = 1000

Figure 4.33: VDFs in the v∥-v§ plane at various times for run I. O+ ions on the left and H+

ions on the right of each panel.
107



CHAPTER 4. NUMERICAL SIMULATIONS OF WAVE-PARTICLE INTERACTIONS IN

IONOSPHERIC PLASMAS

The e�ects on the VDF and the emergence of fast ion beams are better appreciable when

observing the evolution of the parallel velocity distribution, shown in �gure 4.34 at times t =
230, t = 300, t = 500, and t = 1000. For O+ ions (upper panels), the e�ect is similar to that

seen in previous simulations: the distribution spreads on both sides of the parallel direction,

and the peak centred around 0 is lowered. Compared to the initial time, there are fewer particles

with v∥/vA ≈ 0 andmore particles in both tails of the distribution. The evolution of the parallel

velocity distribution ofH+ ions is more strongly a�ected by interactions with the Alfvén wave

spectrum with respecto to O+ ions, although the deviation from its original con�guration

begins at the same time. For H+, at t = 230 and t = 300, two distinct ion beams can be

detected at approximately v∥/vA = ±0.03 and v∥/vA = ±0.06. At later simulation times

(t = 500), a larger portion of the plasma �lls the distribution tails, and only the beam at

v∥/vA = ±0.06 remains apparent. This e�ect persists at longer times, with the tails even

increasing at t = 1000 (�gure 4.34d).

Run J

In this run, we further reduced the plasma beta, adopting realistic ionospheric values for all

plasma components. As shown in table 4.6, the beta values are very close to those provided by

the IRI model and shown in table 4.2. Other parameters remain unchanged compared to run I.

Key snapshots of the wave spectrum evolution are shown in �gure 4.35. Similarly to run

I, a triple peak in the density is visible at t = 70 at k ≈ 4 (�gure 4.35a). However, in this

case, a rapid growth of successive harmonics occurs in both ion densities (O+, black line;H+,

gray line) and the magnetic �eld (blue line), as evidenced in �gures 4.35b, 4.35c, and 4.35d,

depicting the wave spectrum at t = 90, t = 120, and t = 140, respectively. Subsequently,
these structures broaden and decrease (�gure 4.35e, t = 200) until they essentially vanish

(�gure 4.35f, t = 1000). In this �gure, the power law behaviour of the three spectra can be

appreciated, with the density spectra of the two ion species exhibiting a smaller slope than the

magnetic �eld spectrum.

Figure 4.36 shows the evolution of the ion VDFs. For both ion species, the VDF completely

broaden along both sides of the parallel direction, with a more rapid e�ect on H+ ions (right

panels).

The �lling of the distribution tails is better illustrated in �gure 4.37, depicting the evolution

of ion parallel velocity distributions at t = 140, t = 200, and t = 1000. Here, we can observe

the rapid depletion of the central region (centred around 0) and the �lling of both distribution

tails by both ion populations. The �gure highlights the di�erent rates at which this process

occurs for the two plasma components. In fact, at t = 140 and t = 200 (�gures 4.37a and

4.37b, respectively), a narrow central peak is still present in the O+ ions (upper panels), while

the H+ distribution (lower panels) is already �attened.

Run J2

To ensure that the behaviour observed on run J is not induced by numerical noise, we replicated

the run with an increased number ppc (from 104 to 5 · 105). The obtained results are identical

to run J, con�rming the accuracy of the original �ndings.
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(a) t = 230 (b) t = 300

(c) t = 500 (d) t = 1000

Figure 4.34: Ions parallel velocity distribution for run I.O+ ions andH+ ions in the upper and

lower panels respectively.
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(a) t = 70 (b) t = 90

(c) t = 120 (d) t = 140

(e) t = 200 (f) t = 1000

Figure 4.35: Run J: power spectrum of the y component of the magnetic �eld (blue),O+ density

(black) and H+ density (grey) at various time. Dashed lines indicate values at time 0, while

solid lines at time t.

110



4.4. SIMULATION RESULTS

(a) t = 90

(b) t = 120

(c) t = 140

(d) t = 1000

Figure 4.36: Ion VDF in the v∥-v§ plane at various time for run J. O+ on the left and H+ on

the right of each panel.
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(a) t = 140 (b) t = 200 (c) t = 1000

Figure 4.37: Ion parallel velocity distribution for run J. O+ and H+ in the upper and lower

panels respectively.

Run K

Run J models a realistic ionospheric environment, both in terms of plasma compositions and

plasma beta. To simulate also a realistic amplitude of the perturbing waves, in run K we repli-

cate run J but with a B/B0 of the mother waves lowered to 2 · 10−3.

Figure 4.38 shows the key moments of the temporal evolution of the wave spectrum. The

behaviour is similar to run J, but the evolution occur at slower pace. In fact, the peak on both

ion densities (O+, black line andH+, grey line) at k ≈ 4 becomes appreciable only at t = 100
(�gure 4.38a). Then, subsequent harmonics starts to grow (�gure 4.38b, t = 230) and reach

their maximum amplitude approximately at t = 500 (�gure 4.38c). All the structures decrease

slowly (see �gure 4.38d, depicting the wave spectrum at t = 1300), con�rming the slower

evolution.

Figure 4.39 shows the evolution of both ion parallel velocity distributions. At t = 300,
the peak centred around zero is lowered and �attened for both plasma species (�gure 4.39a).

Subsequently, the center of the distribution begins to empty out, and two symmetric peaks

appear on both sides of the parallel direction, at v∥/vA ≈ ±0.005 for O+ ions and v∥/vA ≈
±0.01 for H+ ions (see �gure 4.39b, corresponding to t = 370). At later times, the behaviour

of the two ion populations slightly diverges: forO+, we observe a symmetric distribution with

respect to zero, but with a lower central peak and larger tails compared to the initial time. The

situation forH+ is more complex, as peaks on both sides of the parallel direction rapidly rise,

corresponding to the generation of new populations of faster ion beams (�gure 4.39c, t = 790,
corresponding to approximately 10 seconds). These peaks undergo minor oscillations at longer

times, as depicted by �gure 4.39d, showing the parallel velocity distribution at t = 1300.
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(a) t = 100 (b) t = 230

(c) t = 500 (d) t = 1300

Figure 4.38: Run K: power spectrum of the y component of themagnetic �eld (blue),O+ density

(black) and H+ density (grey) at various time. Dashed lines indicate values at time 0, while

solid lines at time t.
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(a) t = 300 (b) t = 370

(c) t = 790 (d) t = 1300

Figure 4.39: Ion parallel velocity distribution for run K. O+ and H+ in the upper and lower

panels respectively.
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4.5 Modeling WPI in ionospheric environment: discussion

To investigate the potential mechanisms responsible for the concurrent occurrence of EM

anomalies and PBs, we performed hybrid simulations of low-beta plasma perturbed by Alfvén

waves, with a particular focus on the evolution of the ion VDF. The obtained results are sum-

marized in table 4.7.

To conduct realistic simulations, three key aspects were considered. Firstly, a very low-

beta plasma was modelled. As shown in table 4.2, ionospheric components exhibit plasma beta

of the order of 10−5 for electrons and O+ ions, and 10−7 for H+ ions. Runs J and K model

plasmas with these beta values. Notably, to the best of our knowledge, this is the �rst successful

simulation of such a low-beta plasma using a hybrid code. For comparison, previous studies

adopted ´i = ´e = 0.01 (Franci et al. [89]), ´i = 0.01 and ´e = 0.1 (Matteini et al. [182]),

´i = 0.005 (Fu et al. [93]), ´i = 0.01 (Gao et al. [99]).

Secondly, a realistic ionospheric composition at 500 km was incorporated, modelling a

plasma composed of 95% heavier O+ ions and 5% lighter H+ ions. In all simulations with

the double-species plasma (runs I, J, K), a faster and more pronounced modi�cation of theH+

VDF from its initial state was observed. This is attributed to the combination of lower mass and

signi�cantly lower beta ofH+ compared toO+. Indeed, in lower-beta plasmas, the ion VDF is

con�ned to a narrower region around v∥ = v§ = 0 (e.g., the VDF extrema are at v∥/vA ≈ 0.6
for runs A, B, and C, and at v∥/vA ≈ 0.06 for run D, as illustrated in �gures 4.6 and 4.18).

Consequently, the same perturbing wave exerts a larger impact on the lower beta ion VDF.

Thirdly, the plasma was perturbed by a realistic wave. Given the ubiquitous Earth’s mag-

netic �eld of approximately 104 nT, realistic ionospheric perturbations constitute only a small

fraction of the ambient �eld. Furthermore, as detailed in chapter 3, the ionosphere is �lled

with various signatures at di�erent frequencies, including rapidly varying waves like whistlers.

Therefore, run K employed a spectrum of perturbing waves with an amplitude of B/B0 =
2 · 103, a realistic value for ionospheric magnetic perturbations (see, e.g., Le et al. [163]). As

shown in �gure 4.39, even such a small perturbing wave spectrum can induce fast ion beams.

To validate our numerical setup, initial simulations replicated the con�guration described

in Matteini et al. [182], successfully reproducing their observed parametric decay with the

emergence of a density mode at approximately double the mother wave number (kM ) and a

daughter wave at lower kr . These �ndings align with the parametric decay resonant condition:

kr = kM − ks. Concurrently, a population of accelerated ions formed.

Subsequent simulations systematically varied parameters to investigate their impact:

• Wave number (kM ): Runs A, B, and C are characterized by identical parameters, except

for the wavenumber of the mother wave kM . Reducing kM (Run C), attenuated kinetic

e�ects due the proximity to the MHD regime. A parametric decay similar to run A is

observed, with the same evolution of the VDF but at a slower pace. Conversely, increas-

ing kM (Run B) accelerated VDF evolution. Notably, Run B exhibited a double decay,

with the appearance of a daughter and a granddaughter wave and the corresponding the

generation of ion beams on both sides of the VDF. This e�ect is described in Tsurutani

[261], and granddaughter waves have been found in several works (e.g., Kojima et al.

[154] and Umeda, Saito, and Nariyuki [265]).
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Run Summary Results

A Test of the

setup

Single parametric decay at t ≈ 200, with the rising of a daughter wave at

lower k. Correspondingly, modi�cation of the positive side of the parallel

velocity distribution with the generation of populations of faster ions.

B Double kM
with respect to

run A

Double decay, faster evolution. First decay → daughter wave at lower k
→ fast ion beams (positive side). Second decay → granddaughter wave at

even lower k → ion beams (negative side).

C Halved kM
w.r.t. run A

Single decay, same as run A but slower evolution.

D Reduced beta

w.r.t. run B

Single decay, even faster evolution w.r.t. run B. Generation of a daughter

wave at lower k. Rapid generation and destruction of several harmonics in

density andmagnetic �eld. Widening of the VDF in both side of the parallel

direction.

E Reduced beta

w.r.t. run D

Same behaviour of run D, but with an even faster evolution, more harmon-

ics on the wave spectrum and VDF completely spread out along the parallel

direction.

F Reduced B/B0

w.r.t. run E

Density peak at t = 60 and second harmonics at t = 120 on the spectrum.

No daughter wave. Minor modi�cation of the VDF, with the central peak

slightly lower and barely visible beams on both side of the parallel direction

at t g 400.

G Spectrum of

Alfvén waves

Rising of a triple peak at t = 120 and correspondingly the second harmonic

on the magnetic �eld. E�ects on the VDF slightly increased.

H Reverse polar-

ization w.r.t run

G

Faster evolution w.r.t. G. Appearance of several harmonics. Remarkable

evolution of the VDF, with generation of fast ion beams at t > 400.

I As run H

but with two

species plasma

Same behaviour of run H for theO+ ions. Generation of fast proton beams

in both sides and �lling of the tails of the H+ VDF.

J Lower beta

w.r.t. run I

(reaching real-

istic values)

Similar situation as run E with the fast appearance of several harmonics

on the spectrum and a VDF completely spread out along both sides of the

parallel direction.

K As run J but

with lowered

B/B0

Several harmonics in both the density and the magnetic �eld rise and de-

crease with a slow evolution. Remarkable deviation of both species VDF

from its original con�guration. ForH+, lot of the plasma in the tails of the

VDF and generation of fast ion beams at t g 700.

Table 4.7: Summary of simulation results.
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• Plasma beta: Very low-beta plasma simulations (runs D-K) displayed deviations from

standard parametric decay behaviour. The ion VDF evolves later than the density peak,

maintaining approximate symmetry around v∥/vA = 0. Additionally, especially from

runs F to K, no clear daughter wave is observed. This e�ect can be explained by referring

to the resonant condition: kr = ks − kM . When ´ j 1, then kr ≃ kM , and thus

no daughter wave can be distinguished from the original pump wave. However, the

�rst harmonic in the density always arises at approximately 2kM , regardless of the clear

occurrence of parametric decay. Finally, at low beta values, the ion VDF typically exhibits

a decrease and spread of the peak centred at v∥/vA = 0, which becomes a plateau (runs

D, F, G, H, I, K).

• Combined beta and amplitude: As mentioned before, the same perturbation is more

e�ective on a lower beta plasma. In fact, comparing simulations with the same param-

eters (in particular same perturbing wave) but lower beta values (run E with respect to

run D; run J with respect to run I), we observe the fast rise of several harmonics in both

the density and magnetic �eld spectrum accompanied by rapid VDF broadening. In these

cases, the plasma completely �lls both tails of the distribution. This behaviour suggests

intense electric �elds driven by high-pressure gradients, shooting particles in both di-

rections. The e�ect vanishes with reduced wave amplitude (run F with respect to run E).

Moreover, the mother wave magnetic �eld peak disappears as the VDF �attens.

• Initial wave spectrum: In addition to representing a more realistic situation in the

electromagnetic environment, compared to monochromatic waves, a wave spectrum in-

duces more pronounced VDF modi�cations. Potential mechanisms explaining this phe-

nomenon include ponderomotive e�ects driving the plasma towards the static approx-

imation (n ∝ B2), as described by Spangler and Sheerin [247] and Spangler [246]. In

addition, the breakdown of this approximation due to B2 modulation (Machida, Span-

gler, and Goertz [175] and Nariyuki and Hada [198]) andmodulational instability of wave

packets (Machida, Spangler, and Goertz [175], Vasquez [267], Velli et al. [270], and Buti

et al. [37]) may also contribute. Finally, Nariyuki and Hada [196] explained how an alter-

native way for the mother wave energy dissipation can be provided by the modulational

instability driven by incoherent modes.

• Wave polarization: Inverting the polarization from right-handed to left-handed (from

run H to G) leads to a faster and more pronounced evolution of the ion VDF. This is

explained by the fact that left-handed polarized waves have the same sense of rotation

as the cyclotron motion of positively charged particles (Verscharen, Klein, and Maruca

[271]).

All of these �ndings should be considered as preliminary results, and further investigation

is needed. In fact, we focused on the observations of fast ion beams due to WPI interactions

induced by a small amplitude wave impacting an ionospheric plasma, and a full investigation

of all the plasma physics e�ects resulting from the simulations is beyond the scope of this

thesis. Nevertheless, the results are fully satisfactory in terms of linking EM waves and PBs in

a ionospheric environment. In fact, the �ndings identify two primary scenarios:
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1. High-amplitude waves (B/B0 g 5 × 10−3): Rapid and complete VDF spreading for

both ion species.

2. Low-amplitude waves (B/B0 f 2×10−3): Slower and less pronounced VDF changes,

primarily a�ecting lighter ions with the formation of fast ion beams after approximately

t = 300.

While scenario 1 represents extreme conditions associatedwith severe spaceweather events,

scenario 2 is more common due to the frequent occurrence of such perturbations (Le et al.

[163]). The generated ion beams, with velocities of the order of magnitude of 103 m/s, possess

the potential to induce particle precipitation, establishing a possible link between EM anoma-

lies and PBs. Furthermore, the highly realistic simulation (run K) has demonstrated a notable

�nding. Ion VDF evolution is relatively slow, exhibiting signi�cant changes with respect its ini-

tial con�guration only after t g 300 time units, corresponding to approximately 10.5 seconds.

This outcome suggests caution when attributing concurrent observations of EM anomalies and

PBs to a common origin. A quantitative estimation of the expected time delay is crucial before

drawing de�nitive conclusions.
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The potential correlation between ionospheric anomalies and seismic activity is a contentious

topic within the scienti�c community. Despite numerous claims of seismo-related ionospheric

anomalies (Molchanov and Hayakawa [190], Pulinets and Boyarchuk [220], Hayakawa [114],

Pulinets et al. [221], Yao et al. [299]), several critical factors can in�uence the reliability of

such analyses. This thesis addresses and overcomes key limitations of previous investigations,

representing a signi�cant advancement in the detection of ionospheric anomalies associated

with seismic activity.

Accurate anomaly identi�cation necessitates a precise de�nition of the background state.

Only deviations from this background can be considered potential anomalies. Furthermore,

since the spectrum of ionospheric variations extends across a large frequency range, it is crucial

to consider both short duration ( < 1 second) and medium-long duration (> 1 second) signals.

The methodology outlined in chapter 3 of this thesis and in Recchiuti et al. [225] represents

the �rst robust characterization of the ionospheric EM environment at approximately 500 km

altitude formedium-long duration signals. It presents several major strengths and key advance-

ments compared to previous studies. First, such methodology has been validated through the

accurate identi�cation of known ionospheric signatures over di�erent geographical regions.

Furthermore, given the strong dependence of the ionospheric environment on solar activity,

the proposed background calculation methodology incorporates solar activity data and diur-

nal ionospheric variability. The identi�ed signatures exhibit variations consistent with existing

literature, validating the method’s e�ectiveness under all ionospheric conditions.

Developed in MATLAB but adaptable to other programming languages, the method is fully

automated, facilitating global application. With approximately 300 core-hours of computation

time per cell (considering approximately 4 years of data in the ELF band), the ionospheric

background can be calculated for electric and magnetic �elds on a 3◦× 3◦ grid covering the

entire Earth. Minor modi�cations enable its application to other physical quantities measured

by the CSES-01 satellite, such as particle �ux.

To ensure an accurate characterization, the background procedure includes only observa-

tions geographically proximate to the seismic region under investigation, excluding potentially

unrelated local anomalies. Additionally, a preliminary study of satellite orbits optimized the

geographical cell size, and a logarithmic frequency grid was employed for optimal represen-

tation of frequencies in the range of interest (approximately 100-300 Hz; Zong, Tao, and Shen

[306]).

A primary outcome of this research is the identi�cation of distinctive signatures emerg-
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ing from the background in proximity of seismic activity. These signatures were discerned

through comparison of background and observations in the proximity of the earthquake. The

investigation encompassed a wide range of seismic events, geographic locations, and geomag-

netic conditions, con�rming the versatility of the proposed technique and its e�ectiveness in

all scenarios.

However, while the identi�ed signatures exhibit distinctive characteristics, their de�nitive

classi�cation as anomalies would be misleading, due to the lack of statistical robustness. This

is one of the most critical aspects in the literature, hindering the reproducibility of certain

results, as highlighted by e.g. Picozza, Conti, and Sotgiu [213]. Indeed, previous studies in

this �eld often relied on subjective visual inspection (e.g. Bertello et al. [25]) for anomaly de-

tection. This approach is in�uenced by the choice of parameters, such as color scales, and is

inherently susceptible to human bias. Additionally, some research has employed a simplistic

method based on a �xed number of standard deviations without considering diurnal or ge-

omagnetic variations (e.g. De Santis et al. [74]). However, such analyses often neglect the

investigation of the underlying distribution function of the data, which may di�er from the

normal distribution. Standard deviation is a reliable metric for describing dispersion only in

normally distributed data and, for non-normally distributed variables, alternative dispersion

indicators are preferable (Madadizadeh, Asar, and Hosseini [176]). Misinterpreting standard

deviation as if calculated from normally distributed data can lead to erroneous conclusions

when dealing with non-normal distributions. To overcome these limitations, we propose a

novel de�nition of anomaly. Our approach is based on the analysis of the ϵrel distribution at

the identi�ed frequency. Only if this distribution is signi�cantly altered by observations in the

proximity of the earthquake can the corresponding signature be classi�ed as a seismic-related

anomaly. This contribution represents a signi�cant advancement in the �eld, representing the

�rst statistically robust de�nition of anomaly. According to this de�nition, an anomaly has

been identi�ed for the Marche earthquake. Speci�cally, the ϵrel distribution exhibits a bimodal

form when the nearest observations to the earthquake are incorporated, suggesting a di�erent

origin for the signal detected in the proximity of the earthquake. Adopting this de�nition in

future analyses will signi�cantly enhance the reliability and reproducibility of research in this

area.

In addition, this thesis presents the �rst accurate characterization of short-duration iono-

spheric EM signatures in this �eld. A novel algorithm for whistler identi�cation is introduced,

o�ering distinct advantages over methods commonly employed in the literature. Indeed, un-

like conventional techniques based on image recognition, the proposed algorithm relies solely

on physical quantities. This approach has a twofold advantage: �rst, it enhances interpretabil-

ity, basing event selection criteria on signal energy content. Second, it signi�cantly improves

computational e�ciency, facilitating the classi�cation of large number of events and a com-

prehensive statistical analysis.

Taking advantage of the high sampling frequency of CSES-01 instruments, the proposed

analysis tools enable the generation of high-resolution whistler spectrograms. This capability

facilitates a more precise determination of whistler characteristics, such as dispersion, com-

pared to previous studies. Moreover, these tools, applicable to general EM waves beyond

whistlers, accurately identify wave properties including amplitude, polarization, propagation
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direction etc. Given the invaluable role of whistlers in mapping and monitoring the ionosphere

and magnetosphere (Park, Carpenter, and Wiggin [208], Helliwell [116], Sazhin [236], Ferencz

[82]) and their potential as precursors to natural hazards (see Wang et al. [288] and reference

therein), the developed tools and the newly constructed whistler database represent a signi�-

cant milestone for future investigations.

Finally, this thesis establishes, for the �rst time in the �eld, causal link between EM anoma-

lies and PBs. Indeed, while several studies have reported coincidences or temporal associations

between ionospheric anomalies (particularly EM anomalies and PBs) and strong earthquakes,

they have often lacked a clear explanation of the underlying connection and the expected time

delay between the two phenomena.

The presented simulations, modelling and investigating wave-particle interactions in an

ionospheric plasma perturbed by a low-amplitude wave, represent (to the best of our knowl-

edge) the �rst successful model of a plasma with ionospheric characteristics using a hybrid

code. Speci�cally, our simulations are conducted in an ultra-low beta plasma regime (orders

of magnitude lower than those considered in previous space plasma simulations) and model a

multi-species plasma resembling real ionospheric composition at 500 km. This allowed us to

investigate a parameter space that has not been previously explored, enabling the study of the

e�ects of these conditions on wave-particle interaction processes.

The simulations demonstrate that, under realistic conditions, even a small (compared to

usual ionospheric disturbances) amplitude wave can induce the generation of fast ion beams

with velocities of approximately 103 m/s. Consequently, electromagnetic perturbations akin

to those observed in the ionosphere (chapter 3) possess the potential to trigger particle precip-

itation detectable by ionospheric satellites. These simulations reveal a previously unidenti�ed

link between the two phenomena, addressing a signi�cant gap in the �eld. Moreover, the re-

sults suggest that signi�cant particle �ux variations are more likely to be observed forH+ ions

than O+ ions due to the more pronounced deviation of their VDF from the initial state. Cru-

cially, the simulations provide the �rst estimate of the time delay between wave impact and

ion beam generation. Considering the time di�erence between the impact of the waves and

the generation of fast ion beams observed in the more realistic simulation (run K), this thesis

shows how the underlying mechanism connecting EM anomalies and PBs is not instantaneous,

with a characteristic delay of the order of magnitude 10 seconds. This �nding emphasizes the

importance of exercising caution when attributing simultaneous EM anomaly and PB events

to a common origin. Rigorous analyses of ionospheric anomalies associated with seismic phe-

nomena must account for this temporal o�set.

The established connection between EM anomalies and PBs paves the way for a novel,

more rigorousmulti-instrumental approach to detecting seismo-related ionospheric anomalies,

which could represent a signi�cant breakthrough in the �eld.

By addressing and overcoming themajor challenges in this area, this thesis represents a sig-

ni�cant advancement in improving our of knowledge of lithosphere-ionosphere-magnetosphere

coupling. Further development and application of presented techniques to a large dataset of

events could provide the key to unlocking the complex interplay between the ionosphere and

seismic processes.
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Future directions

The research presented in this doctoral thesis lays the groundwork for several future studies,

some of which are already underway.

The global ionospheric background and its variations

As previously outlined, the ionospheric background calculation procedure is fully automated

and applicable to any global region. The background calculation algorithm is currently opera-

tional on the IAPS-INAF server, with the goal of determining the global background level. This

will enable investigations into regional variations of the ionospheric background, including

latitudinal, longitudinal, and hemispheric dependencies. Additionally, the seasonal variation

of the global background level and its solar cycle dependence can be explored. With CSES-01

data collection ongoing since 2018, a su�cient dataset is now available for such analyses.

Moreover, the ionospheric background can be calculated using other instruments aboard

the CSES-01 satellite by adapting the procedure developed for the electromagnetic background.

Application to a large dataset

Upon establishing the global background level, the developed anomaly detection procedure

can be applied to a comprehensive earthquake dataset. This will enable the identi�cation

of anomalous signal occurrences, their spatial distribution, and temporal characteristics, in-

cluding frequency and duration. A comprehensive interdisciplinary investigation correlating

anomalous signal properties with earthquake parameters (magnitude, depth, etc.) has the po-

tential to signi�cantly advance the �eld, elucidating the connection between seismic activity

and the ionosphere. Furthermore, extending the analysis of ϵrel distribution function to the

pre-seismic period may lead to the identi�cation of precursory anomalies, a crucial step to-

wards earthquake forecasting.

Investigation of the characteristics of the anomalies

Since the identi�ed EM anomalies exhibit the characteristics of EM waves, the whistler anal-

ysis procedures outlined in section 3.2 can be adapted to comprehensively characterize these

signals. In particular, a statistical analysis of propagation direction based on a large dataset is
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crucial for elucidating the origin of these EM anomalies. Upward propagation would suggest

a terrestrial source, meaning that they are injected from below. Otherwise the most proba-

ble explanation is the the excitation of a new ionospheric mode triggered by seismic activity,

resonating at the observed frequency.

In this investigation, a rotation of both electric andmagnetic �eld components in the mean-

�led aligned (MFA) coordinate system can be useful to determine the direction of propagation

with respect to the ambient geomagnetic �eld.

Classi�cation of EM chirps via CNN

Spectrograms (0.6-second time intervals) generated for all whistlers detected using the algo-

rithm presented in section 3.2 consistently revealed the characteristic falling tone chirp associ-

ated with whistler mode propagation. However, these spectrograms exhibited diverse features.

As illustrated in �gures 4.40, 4.41, and 4.42, while all examples display the falling tone chirp,

variations in chirp de�nition, duration, and frequency content are evident. The presence of

multiple chirps and lower-frequency bands in some cases suggests distinct source mechanisms.

In collaborationwith ESA-ESRIN, we are currently developing amachine learning-based classi-

�cation system to attribute each signal to its corresponding source. Known sources of whistler

waves include "standard" lightning, transient luminous events (TLEs), and lightning induced

by volcanic activity.

Figure 4.40: Example of a very

de�nite and very brief falling

tone chirp.

Figure 4.41: Example of a sig-

nal made by various chirps

and a lower frequency band.

Figure 4.42: Example of a

broadened chirp with a lower

frequency band.

A multidisciplinary approach, incorporating the analysis of lightning maps, could further

enhance this investigation.

Extended whistler analysis

In this study, whistler analysis was con�ned to latitudes between -40◦ to 40◦. To expand our

understanding of whistler occurrence near the polar cap, where ionospheric conditions are

signi�cantly in�uenced by solar activity, future investigations should extend the analysis to

higher latitudes (up to ±65◦, the operational limit of CSES-01 instruments). Furthermore, the

upcoming launch of CSES-02 in December 2024, equipped with continuously operating instru-

ments, will enable further exploration of whistler characteristics within the polar cap.
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Ionospheric electron density deduced from whistler

The whistler database can be leveraged to determine and investigate ionospheric electron den-

sity pro�les, as extensively documented in the literature (Carpenter [45], Liemohn and Scarf

[168], Angerami and Carpenter [13], Allcock [9], Carpenter and Anderson [44]).

Improving the WPI numerical simulations

In a plasma, charged particle trajectories are known to followmagnetic �eld lines (e.g. Rossi and

Olbert [230]). Consequently, the 1D simulations presented in this thesis accurately represent

particle motion along one-dimensional �eld lines. However, there are various mechanisms

through which this constraint can be violated (see Minnie et al. [188] and reference therein).

Moreover, recent studies have explored hybrid simulations in 2D and 3D, investigating both

agreements and discrepancies between these two approaches (e.g. Franci et al. [91]), con�rming

the importance of dimensionality in these simulations.

Consequently, even though the computational requirements may be challenging to meet,

numerical simulations of WPI in the ionosphere can be enhanced by incorporating 2D or 3D

domains and electron VDF analysis using full-PIC code or test particle simulations (Trotta et al.

[260] and reference therein).

Comparison between simulations and observations

The simulations presented in this thesis represent a preliminary step toward direct compar-

isons between numerical model results and observational data. This approach is commonly

employed in solar wind and magnetospheric physics to evaluate the e�ectiveness of theories

and models in describing and predicting observed phenomena. While CSES-01 observations

do not include particle velocity distribution functions (VDFs), the satellite carries instruments

capable of measuring both electromagnetic �elds (HPM, SCM, EFD) and plasma characteristics

(LAP, PAP, HEPP, HEPD). This enables similar comparisons at the same observational point

and time.

To enhance simulation accuracy, actual electromagnetic waves measured by SCM and EFD,

characterized using the techniques described in chapter 3, can be input into the simulations.

The expected e�ects of these detected signals on the plasma can then be simulated. Signals

exhibiting rapid frequency variations, such as whistlers, are anticipated to have a more sig-

ni�cant impact on the plasma distribution compared to those with constant or slowly varying

frequencies, as shown in Khachatryan et al. [149]. The simulated modi�cations to plasma char-

acteristics for various waves can be compared with actual observations.
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Appendix A

Characterization of the ionosphere:

extra �gures

This appendix contains �gures regarding the characterization of the ionosphere that, for the

reader’s convenience, have been extrapolated from the main body of the thesis.

A.1 Inospheric backgrounds

A.1.1 Crete

Figure A.1: Average environmental background for disturbed conditions over the 6°x6° consid-

ered (EFD). Ionospheric signals already detected for the Haitian case event can be found again.

Figure A.2: CSES-01/EFD spectra for Sept 27, 2021, seventeen hours before the event, on the

same 6° × 6° LAT-LON cell. In this case, no clear signal emerges from the background.
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Figure A.3: CSES-01 or-

bit (blue line) �ying over

the EE, 17 hours before

the earthquake. The black

point represents the EE.

Figure A.4: SYM-H index for Sept

27, 2021. This day is classi�ed as

stormy.

A.1.2 Vanuatu
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A.1. INOSPHERIC BACKGROUNDS

Figure A.5: The nine di�erent background for the region of Vanuatu (X component). a) ALL;

b) QUIET; c) DISTURBED; d) DIURNAL; e) QUIET DIURNAL; f) DISTURBED DIURNAL; g)

NOCTURNAL; h) QUIET NOCTURNAL; i) DISTURBED NOCTURNAL. Apart from nocturnal

spectra, two evident signals emerge from these spectra, the≈ 8 Hz, which is the 1st Schumann

ionospheric resonance, and the ≈ 1 kHz, which is the signature of the plasmaspheric hiss.
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Figure A.6: The nine di�erent background for the region of Vanuatu Island (Y component). a)

ALL; b) QUIET; c) DISTURBED; d) DIURNAL; e) QUIET DIURNAL; f) DISTURBED DIURNAL;

g) NOCTURNAL; h) QUIET NOCTURNAL; i) DISTURBED NOCTURNAL. The signature of

plasmaspheric hiss is evident in the diurnal observations but it is faint in the nocturnal ones.
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Figure A.7: The nine di�erent background for the region of Vanuatu Island (Z component). a)

ALL; b) QUIET; c) DISTURBED; d) DIURNAL; e) QUIET DIURNAL; f) DISTURBED DIURNAL;

g) NOCTURNAL; h) QUIET NOCTURNAL; i) DISTURBEDNOCTURNAL. Again, the signature

of the plasmaspheric hiss shows a very di�erent behaviour between nocturnal and diurnal

observations.

Figure A.8: CSES-01/EFD spectra for orbit 084190 (August 10, 2019) just after days of strong

seismic activity, on the same 3° × 3° LAT-LON cell. A clear ≈ 400 ± 120 Hz signal is detected

on X and Z components.
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Figure A.9: CSES-01/EFD spectra for orbit 084190 (July 30, 2020) just before a strong earthquake

occurred on August 5, 2020, on the same 3° × 3° LAT-LON cell. A clear ≈ 400 ± 120 Hz signal

emerges again from the background, this time on all the components.

A.1.3 Italy (Marche)
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A.1. INOSPHERIC BACKGROUNDS

Figure A.10: The nine di�erent background for the italian region of Marche (X component).

From top to bottom: all the observations, only diurnal observations and only the nocturnal

ones. From left to right: all geomagnetic conditions, only quiet days and only disturbed days.

Diurnal spectra reveal only the ≈ 1 kHz signal, which is the signature of the plasmaspheric

hiss. It is not intense in this case, but slightly clearer during quiet conditions. The large very

intense band at very low frequencies probably hide the presence of the other signals. In fact, the

2 Hz signature of the satellite’s motion into a magnetic �eld and the Schumann resonances (8

and 15 Hz) are visible only during nocturnal observations (lower panels, with higher intensity

during disturbed conditions).
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Figure A.11: The nine di�erent background for the italian region of Marche (Y component).

From top to bottom: all the observations, only diurnal observations and only the nocturnal

ones. From left to right: all geomagnetic conditions, only quiet days and only disturbed days.

Diurnal and nocturnal spectra are very di�erent; in the former, the signature of the plasmas-

pheric hiss (1 kHz) can be observed clearly, in the latter, this signal is faint but the 2 Hz (es-

pecially during quiet conditions) and the 8 and 15 Hz (especially during disturbed conditions)

become visible.
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Figure A.12: The nine di�erent background for the italian region of Marche (Z component).

From top to bottom: all the observations, only diurnal observations and only the nocturnal

ones. From left to right: all geomagnetic conditions, only quiet days and only disturbed days.

Diurnal observations clearly show the presence of the Schumann resonances and the plasma-

spheric hiss. Nocturnal spectra are quiet clean.
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Figure A.13: Left panels: spectra for orbit 266510. Right panels: background for diurnal dis-

turbed orbits. X, Y and Z components from top to bottom, respectively. An intense signal at ≈
80 Hz appears on the X component.
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A.2. SHORT TIME SIGNALS

A.2 Short time signals

Figure A.14: On the left, spectra of the electric �eld observations (X, Y and Z components from

top to bottom and trajectory of the orbit). On the central panels, plot of the integrated PSD

(from top to bottom: X, Y, Z components and their sum). On the right, trajectory of the orbits

on the geographical map. On the integrated PSD plot a very large spike is present at ≈ 5:50

UT.
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