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A B S T R A C T   

The dynamic behaviour of saturated coarse-grained soils has recently received wide attention because of its 
impact on the seismic performance of geotechnical and structural systems. This is due to the peculiarities of their 
cyclic response (e.g., liquefaction, ratcheting and volumetric-deviatoric coupling). Consequently, the seismic risk 
mitigation of the built environment requires efficient predictive models applicable in design and assessment. To 
this end, several constitutive models have been developed for a realistic description of the cyclic soil behaviour. 
From this perspective, this paper describes the implementation and testing of the bounding surface plasticity 
model developed by Papadimitriou and Bouckovalas (2002) in OpenSees as a means for advanced assessment of 
soil-structure systems. The implemented model includes essential features of the cyclic soil response. Moreover, a 
modified fabric tensor evolution equation is introduced for improving the response and numerical stability in 
boundary value problems, at the cost of an extra model constant. The workflow concerning the integration of the 
model into OpenSees is presented, followed by instructions about its use in boundary value problems. A 
comprehensive verification of the model response is discussed. The numerical simulations demonstrated the 
robustness of the implemented code in capturing soil behaviour from small to large strain levels.   

1. Introduction 

As a key element for a reliable assessment of geotechnical systems 
undergoing large deformations, an accurate description of the dynamic 
response of coarse-grained soils still represents a challenging issue in 
earthquake engineering. The cyclic soil behaviour is indeed charac-
terised by salient features, such as the cycle-by-cycle degradation in 
shear stiffness and the regain of shear stiffness and strength manifested 
under increasingly larger shear strain excursions. As a consequence, 
several constitutive models have been developed over the years ac-
cording to different analytical frameworks. A fruitful compromise be-
tween the accuracy of the numerical predictions and direct applicability 
to boundary value problems is represented by meso-scale constitutive 
models, which have mainly been developed within the framework of 
multi-surface plasticity (Prevost, 1978; Yang et al., 2003; Yang and 
Elgamal, 2008), generalised plasticity (Pastor et al., 1990; Ling and Liu, 
2003), hypo-plasticity (Niemunis and Herle, 1997; Mašín, 2014) or 
bounding surface plasticity (Manzari and Dafalias, 1997; Papadimitriou 

and Bouckovalas, 2002; Limnaiou and Papadimitriou, 2022). 
Bounding surface plasticity turned out to be particularly effective in 

describing soil response, under both monotonic and cyclic loading, from 
the scale of the elemental volume to large domains. The combination of 
the Critical State theory (Schofield and Wroth, 1968) with the concept of 
bounding surface plasticity (Dafalias and Popov, 1975; Dafalias, 1986) 
represents a recurrent feature of the analytical formulation. Wood et al. 
(1994) provided a unified indicator of these concepts by expressing the 
peak stress ratio, i.e., the ratio q/p’ of the maximum deviatoric stress to 
the mean effective stress, as a function of the state parameter Ψ = e-ecs 
(Been and Jeffries, 1985), where e is the current void ratio and ecs is the 
corresponding Critical State value at the current p’. In addition, to 
reproduce likely dilatancy-related effects on the stiffness and strength 
properties of coarse-grained soils, Manzari and Dafalias (1997) proposed 
a two-surface, bounding surface model employing the concept of Phase 
Transformation Line (PTL) developed by Ishihara et al. (1975). The 
analytical framework was validated with reference to a sandy soil under 
both drained and undrained conditions. The bounding surface 
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framework was further developed in numerous subsequent studies. 
Among others, Papadimitriou and Bouckovalas (2002) and Dafalias and 
Manzari (2004) introduced the effect of fabric evolution in the hard-
ening regime through the definition of a specific tensorial fashion, 
validating the improved formulation against experimental data of 
Nevada and Toyoura sands. Furthermore, in Papadimitriou and Bouck-
ovalas (2002), the formulation was augmented with i) an empirical 
index directly scaling the plastic modulus to consider fabric effects on 
the hardening response of the soil and ii) a Ramberg–Osgood nonlinear 
elastic formulation in the small-strain regime. 

By virtue of a manageable analytical framework, the above bounding 
surface plasticity models were implemented in numerical codes and 
efficiently used in advanced simulations of the responses of large-scale 
soil-structure systems. In fact, the Dafalias and Manzari (2004) model, 
commonly known as SANISAND, was implemented in a number of 
frameworks, such as Plaxis (Brinkgreve et al., 2021) by Martinelli et al. 
(2015), and OpenSees (McKenna et al., 2010) by Ghofrani and Arduino 
(2016), to simulate boundary value problems. This initiated research- 
and practice-oriented developments in the field, such as constitutive 
models based on the PM4Sand framework, describing the plane-strain 
cyclic response of sandy and silty soils (Boulanger and Ziotopoulou, 
2017; Boulanger and Ziotopoulou, 2019). 

To the authors’ knowledge, the model by Papadimitriou and 
Bouckovalas (2002) was implemented in FLAC (Itasca, 2019) by 
Andrianopoulos et al., (2010a), a version known as NTUA-SAND, that 
introduced the following modifications into the formulation. A vanish-
ing yield surface was considered in lieu of the narrow yield surface 
surrounding the current stress state in the original version, and an 
adaptable stress projection related to the last load reversal was intro-
duced as a mapping rule. In particular, the latter is a typical feature of 
the so-called SANISAND-R constitutive models (see Papadimitriou et al., 
2019, for a complete description), where the suffix “R” stands for 
“reversal surfaces”. In this view, the original formulation of the model by 
Papadimitriou and Bouckovalas (2002) is regarded as a SANISAND-type 
model because the last load reversal is not introduced in the mapping 
rule. Further modifications implemented in NTUA-SAND with respect to 
the original model consist of the interpolation rule and the fabric tensor 
evolution laws. NTUA-SAND efficiently simulates a wide range of 
boundary value problems, namely, the response of a footing resting on a 
liquefiable deposit (Karamitros et al., 2013a, 2013b; Dimitriadi et al., 
2017; 2018), the lateral spreading of piled foundations (Chaloulos et al., 
2013; 2014), the effectiveness of soil improvement techniques (Papa-
dimitriou et al., 2021; Papadimitriou et al., 2022), and the uplift of 
buried pipelines induced by soil liquefaction (Marinatou et al., 2017). 
Although the results shown in those studies are very promising with 
regard to predicting the evolution of the effective stress–strain response 
and liquefaction triggering, the original formulation is not available in 
any numerical environment. In fact, it was implemented in Abaqus by 
Miriano (2010) and Miriano et al. (2016) as an external subroutine, not 
included in the official release, to simulate the response of an anchored 
diaphragm under drained conditions. However, the source code was not 
published, limiting its practical impact. 

In light of the above, this paper presents a detailed workflow for the 
implementation and use of the Papadimitriou and Bouckovalas (2002) 
model in the open-source, finite-element analysis framework OpenSees 
(McKenna et al., 2010) as an essential step for its application in 
earthquake-related problems. 

The paper is structured as follows: Section 2 describes the main as-
pects of the analytical framework of the reference model. Section 3 ex-
plains the model implementation in OpenSees, providing details 
regarding the adopted procedure, the integration schemes and addi-
tional guidelines for its use in finite element simulations. In Section 4, 
the implementation is verified at the element level by comparing the 
model response with those related to the existing implementations. 
Section 5 describes i) the edit introduced into the formulation to 
improve both the model response and the numerical stability in 

boundary value problems, ii) the performance of the new source code 
with respect to the dynamic response of a liquefiable soil deposit, 
comparing it with experimental data and the SANISAND response. 
Finally, Section 6 provides concluding remarks. 

2. The Papadimitriou and Bouckovalas (2002) constitutive 
model 

The Papadimitriou and Bouckovalas (2002) model represents the 
multiaxial generalisation of the bounding surface constitutive frame-
work developed by Papadimitriou et al. (2001), with slight changes 
detailed later in the section. Here, the model is referred to as NTUA-
Sand02 to distinguish it from the modified version of the model, NTUA- 
SAND (Andrianopoulos et al., 2010a). Although the main characteristics 
of NTUASand02 are recalled in the following, the reader can refer to 
Papadimitriou and Bouckovalas (2002) for a more comprehensive 
description. 

The state of soil is determined by means of the state parameter Ψ = e- 
ecs by Been and Jeffries (1985), where the void ratio at Critical State 
varies with the effective stress through the following logarithmic 
function: 

ecs = (ecs)a − λln
(

p′
patm

)

(1)  

where p’ and patm are the effective mean and atmospheric pressure, 
respectively, and (ecs)a and λ are model constants to be calibrated using 
standard monotonic laboratory tests (Papadimitriou et al., 2001). 

The plastic response develops when the current stress state lies on the 
conical yield surface surrounding it and the stress increment is directed 
outwards from the surface. The evolution of the hardening response is 
controlled by the distance between the current stress state and the three 
surfaces of dilatancy, Critical State, and bounding, according to the 
mapping rule schematically shown in Fig. 1a. Each surface is described 
by a cone with the apex at the origin of the stress space (Fig. 1a). The 
projection of these surfaces on the π-plane is shown in Fig. 1b, where ri 
indicates the deviatoric stress ratio between the ith principal effective 
stress, si, and the mean effective stress, p’. The conical yield surface is 
defined through the back-stress ratio tensor α, which defines its incli-
nation with respect to the hydrostatic axis, and by the parameter m 
defining its size. Except for the Critical State surface, the other surfaces 
evolve in the stress space according to a kinematic hardening law con-
trolling the evolution of α (rotation of the yield surface) when plastic 
strains occur. 

The other surfaces present the same wedge-shaped formulation in 
the π -plane and have different slopes in the p’-q plane (q = deviatoric 
stress) in compression and extension; that is, Mi

c ∕= Mi
e, with i = c,b, 

d representing the Critical State, bounding and dilatancy surfaces, 
respectively. These stress ratios are interrelated as Mb

c,e = Mc
c,e +kb

c,e〈− ψ〉

and Md
c,e = Mc

c,e + kd
c,eψ , where kb

c and kd
c are model constants and kb,d

e =

Mc
e

Mc
c
kb,d

c . 
In addition to the stresses and strains, the internal (state) variables 

listed in Table 1 are the tensor α, the void ratio e and the fabric tensor F. 
The non-associativity of the flow rule is restricted to its volumetric 
component. Along the lines of bounding surface plasticity models 
(Manzari and Dafalias, 1997), the distances between the back-stress 
ratio α and its image on the model surfaces projected along the n di-
rection are defined as: 

di =
(
αi − α

)
: n (2)  

in which αi is referred to as the image back-stress ratio tensor, i.e., the 
image points of the current back-stress ratio on the bounding (i = b), 
Critical State (i = c), and dilatancy (i = d) surfaces, while tensor n is the 
outward normal to the yield surface, collinear to r- α. The size of the 
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surfaces depends on the state parameter, whereas their shape is 
controlled by the Lode angle θ based on a radial mapping rule. The latter 
is formulated in terms of stress ratio tensor invariants r = r − α. 
Consequently, these three surfaces are expressed as: 

αi =
̅̅̅̅̅̅̅̅
2/3

√
αi

θn (3)  

where αi
θ = g

(
θ, ci)Mi

c − m and g
(
θ, ci) is an interpolation function of the 

Lode angle and of the ratio ci = Mi
e/Mi

c. 
Two novel aspects of the model are represented by the nonlinear 

Ramberg–Osgood formulation to simulate more realistically the small- 
strain soil behaviour (elastic regime), differently from much more 
commonly used linear elastic relationships, and by the definition of a 
scalar parameter, hf, scaling the plastic modulus to consider the fabric 
tensor evolution (Papadimitriou and Bouckovalas, 2002). 

According to the nonlinear Ramberg–Osgood formulation, the elastic 
shear and bulk moduli, Gt and Kt, respectively, are functions of the mean 
effective stress, the void ratio, Poisson’s ratio and a scalar variable T that 

introduces shear modulus degradation as a function of the distance be-
tween the current deviatoric stress ratio (r) and its value at the last load 
reversal (rref) on the π -plane (Papadimitriou and Bouckovalas, 2002). 

The scalar parameter hf acts as a macroscopic effect on the plastic 
strain rate of the fabric evolution occurring in the micro-structure of 
sandy soils during shearing. It is given as: 

hf =
1 + 〈F : I〉2

1 + 〈F : n〉
=

1 + 〈fp〉
2

1 + 〈f : n〉
(4)  

where f and fp indicate the deviatoric and volumetric parts of the fabric 
tensor F, respectively. The plastic modulus, Kp, is defined as: 

Kp = p⋅hb⋅hf ⋅db (5) 

The plastic modulus Kp depends closely on the distance db (see Eq. 
(2); also enclosed in the scalar variable hb) and becomes negative when 
db < 0 to simulate deviatoric stress-ratio softening. This feature implies 
that the bounding surface can be crossed by the current stress state, as 
originally proposed by Manzari and Dafalias (1997). 

The NTUASand02 formulation requires the definition of the 15 pa-
rameters reported in Table 1. The relative values in the table refer to the 
calibration carried out by Papadimitriou and Bouckovalas (2002) for 
Nevada sand against the experimental data of the VELACS project 
(Arulmoli et al., 1992). 

3. Implementation in OpenSees 

3.1. General structure of the source code and incremental response 

The features discussed in the previous section make NTUASand02 
particularly suitable for simulating the cyclic response of coarse-grained 
soils from small- to large-strain levels. Therefore, the model was 
implemented as a new multiaxial material in the open-source analysis 
framework OpenSees (McKenna et al., 2010); this platform is continu-
ously under development for advanced assessment of soil-structure 
systems subjected to natural hazards. The source code is composed of 
two C++ files: a header file, where all the functions and variables are 
declared to make the new feature communicating with the others in the 
framework, and a main file developing the functions that compute the 
material current state and the incremental response. The set of functions 
that form the code are described in Appendix A, while only the ones 
directly invoked in the computation of the incremental response are 
reported below. 

In solving the incremental response, in the main file of NTUASand02, 
the stress, strain, fabric, and back-stress ratio tensors are initialised; that 
is, the fabric and back-stress ratio tensors are set as null tensors, whereas 
the stress tensor is set as hydrostatic with diagonal elements assuming 

Fig. 1. Constitutive framework in both triaxial (a) and deviatoric (b) planes (from Papadimitriou and Bouckovalas, 2002).  

Table 1 
NTUASand02 constitutive parameters, with values calibrated for Nevada sand as 
proposed by Papadimitriou and Bouckovalas (2002), and state variables.  

Parameter Meaning Value Tcl syntax 

(ecs)a CSL Location in the e-ln(p) space 0.809 $ecs_a 
λ CSL Location in the e-ln(p) space 0.022 $lambda_c 
Mc

c Critical state strength in triaxial 
compression 

1.25 $Mc 

Mc
e Critical state strength in triaxial 

extension 
0.9 $Me 

B Elastic shear modulus constant 200 – 
520* 

$B 

a1 Non-linearity of the elastic shear 
modulus 

0.67 $a1 

γ1 Strain limit of elastic modulus 
degradation 

0.00025 $gamma1 

ν Poisson’s ratio 0.31 $nu 
kb

c Effect of Ψ on peak stress ratio 1.45 $k_bc 
kd

c Effect of Ψ on stress ratio at PT 0.3 $k_dc 
Ao Dilatancy constant 2.1 $A0 
ho Plastic modulus constant 5000 $h0 
Ho Fabric index constant 68000 $H0 
ς Effect of major principal stress on fabric 

index 
1.0 $zeta 

m Yield surface constant 0.0625 $m 
σ Stress tensor (state variable)   
ε Strain tensor (state variable)   
α Back-stress ratio tensor (state variable)   
F Fabric tensor (state variable)   
e Current void ratio (state variable)   

* Values used under monotonic and cyclic conditions, respectively. 
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the cut-off value of the mean effective pressure pmin’, the latter taken as 
10-4 times the atmospheric pressure. This represents a lower bound 
required for numerical stability to avoid the unacceptable condition p’ ≤
0, typically occurring for sandy soils under undrained cyclic loading. 
The selected value for pmin’ was compatible with that chosen by Taborda 
et al. (2014). 

Once the analysis begins, the trial strain is taken from the de-
formations of the finite element through the function setTrialStrain, 
which is fully developed in external C++ files available in the OpenSees 
framework. Once the trial strain tensor is obtained, the function integrate 
is recalled, where the integration type is selected based on a switch that 
takes the value assigned to the command updateMaterialStage in the 
script of the finite element analysis. The integration can be performed 
using either the elastic (updateMaterialStage = 0 implies that the function 
elastic_integrator is used) or the elastic–plastic tangent stiffness matrix 
(updateMaterialStage = 1, corresponding to the function explicit-
Integrator). In the latter case, the full elastic–plastic formulation is 
activated. Different explicit integration schemes can be adopted for the 
elastic–plastic integration, as discussed in the next section. At the end of 
each analysis step, the stress, strain, back-stress ratio and fabric tensors 
are computed according to the constitutive relationships. The procedure 
iterates until convergence is attained, where the state variables are 
committed and represent the initial values for the successive analysis 
step. 

3.2. Integration schemes 

The hardening rule and the plastic potential gradient are integrated 
into the code by adopting explicit schemes. For the NTUASand02 ma-
terial, three explicit algorithms are implemented: Forward Euler, 
Modified Euler with substepping (Sloan et al., 2001), and 4th-order 
Runge-Kutta. The Modified Euler scheme is set as the default as a 
good compromise between accuracy and computational time. A concise 
description of the key features of the algorithms is provided. In addition, 
the reader can refer to Sloan et al. (2001), Anandarajah (2011), Ghofrani 
(2018), Chen and Arduino (2021) and Fierro (2022) for further details. 

In the Modified Euler scheme, the strain increment ε̇ obtained from 
the finite element can be divided into a number of subincrements ε̇n so 
that the integration refers to the pseudo-time interval ΔTn =

Tn − Tn− 1(where 0 ≤ ΔTn ≤ 1) as: 

ε̇n = ΔTn(ε̇) (6) 

Hence, the explicit Euler method performs a first update of the stress, 
back-stress ratio, and fabric tensors. Subsequently, a more accurate 
estimation is computed through the second-order accurate Modified 
Euler procedure, and the local truncation error Rn is evaluated as the 
norm of the difference between the increments calculated using modi-
fied Euler and forward Euler techniques, normalised to the norm of the 
variable itself. The subincrement is accepted if Rn ≤ STOL, where STOL 
= 1 × 10-7; otherwise, it is rejected. In the former case, the next pseudo- 
time step is calculated as ΔTn+1 = qΔTn. The variable q is calculated as 
q = 0.8

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
STOL/Rn

√
, and must satisfy the conditions q ≤

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
STOL/Rn

√
and 

0.1 ≤ q ≤ 0.5 (Sloan et al., 2001; Anandarajah, 2011). It is worth noting 
that a value ΔTmin = 1x10− 3 is assumed for robustness as the minimum 
allowable pseudo-time subincrement. 

Using explicit schemes, it is well known that under plastic loading, 
the consistency condition, written as ḟ = 0 (f being the yield function), is 
not ensured. This is an issue known as the yield surface drift. Therefore, 
it is convenient to set a stress correction procedure to force the stress 
state lying on the yield surface: in the present study, the solution 
developed by Sloan et al. (2001) was implemented. It is worthwhile to 
mention that before applying the stress correction, the current mean 
effective pressure is evaluated. If the condition p’ < pmin’ holds, the 
stress tensor is forced to be hydrostatic with elements along the diagonal 
equal to pmin’, whereas the back-stress ratio tensor, α, translates to a 

quantity equal to the difference between the stress at the previous step 
and the hydrostatic stress tensor. The stress correction algorithm starts 
considering the initial values of stress σo, back-stress ratio αo and fabric 
tensor Fo and a given strain increment Δε together with an initial 
pseudo-time step ΔT1 = 1. The procedure developed by Dowell and 
Jarratt (1972) was employed to deduce the yield surface intersection. 
The solution is calculated accordingly by defining Δσ, Δα, and ΔF, and if 
the tolerance STOL is not exceeded, then the subincrement is accepted; 
otherwise, a smaller step size is considered. Once the solution is 
accepted, the yield surface is updated by using the committed stress and 
hardening variables. The end of the integration procedure for the single 
step is reached once ΣΔT = 1. 

On the other hand, the 4th-order Runge-Kutta integration scheme is a 
four-stage method that provides 4th-order accuracy. This feature implies 
a computationally more demanding algorithm. It computes the stress 
correction for avoiding the yield surface drift, as described for the 
explicit schemes, with no internal substepping. 

3.3. Use of NTUASand02 in finite element analysis 

NTUASand02 is a multiaxial material that can be assigned to hex-
ahedral or tetrahedral brick elements (three-dimensional conditions) or 
quadrilateral elements (plane-strain conditions). Using the Tcl pro-
gramming language to script the finite element model in OpenSees, 
NTUASand02 is defined through the following command line:  

• nDMaterial NTUASand02 $matTag $nu $VoidRatio $Mc 

$lambda_c $ecs_a 

$P_atm $m $h0 $A0 $B $a1 $gamma1 $Me $k_bc $k_dc $H0 

$zeta 

$SoilDen <$kappa $integrationScheme>

in which the syntax $Var returns the value assigned to the parameter 
Var, and the correspondence between the terminology used above and 
the material parameters is listed in Table 1. The variable $matTag rep-
resents the material tag, while the parameters inside the Macauley 
brackets are optional: $kappa = 2.0 by default (Papadimitriou and 
Bouckovalas, 2002); $integrationScheme = 1 by default, corresponding to 
Modified Euler with substepping; otherwise, it can be set equal to 5 for 
Forward Euler, or to 4 for the 4th-order Runge-Kutta scheme. 

Different response quantities can be monitored, such as the stress, 
strain, back-stress ratio, and fabric vectors in Voigt notation through the 
following command lines:  

• recorder Element -ele $nElem -time -file stress.out 

stress  

• recorder Element -ele $nElem -time -file strain.out 

strain  

• recorder Element -ele $nElem -time -file alpha.out 

alpha  

• recorder Element -ele $nElem -time -file fabric.out 

fabric 

where $nElem represents the tag of the element which NTUASand02 
is assigned to. The use of an elastic or elastic–plastic formulation of the 
material, both cases including the nonlinear Ramberg–Osgood rela-
tionship, can be considered by setting the updateMaterialStage command 
(see Section 3.1.1) equal to 0 or 1, respectively, as follows:  

• updateMaterialStage -material $matTag -stage 0/1 

Finally, under dynamic loading, the development of the inertial ef-
fects in the finite element including NTUASand02 can be activated using 
the following syntax: 
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• updateMaterials -material $matTag Consolidation-

Stage 1 

4. Validation of the implementation 

NTUASand02 was validated against the results of various laboratory 
investigations, comparing it with the predictions of different versions of 
the model available in other numerical codes (see Section 1). For the 
sake of conciseness, in the following the discussion is limited to some of 
the experimental data performed within the VELACS project (see Arul-
moli et al., 1992) on Nevada sand, namely, three undrained monotonic 
triaxial tests, two drained monotonic triaxial tests, two cyclic triaxial 
tests and an undrained cyclic direct simple shear test. Notably, details of 
the integration strategy considered in the original implementation of the 
model and a full description of the initial conditions of the soil in the 
simulated tests are missing in Papadimitriou and Bouckovalas (2002). 

The analyses on NTUASand02 were carried out, unless otherwise 
stated, using a Modified Euler scheme with substepping and drift 
correction. The calibration of the input parameters refers to the one 
proposed by Papadimitriou and Bouckovalas (2002) for Nevada sand 
(Table 1), while the state variables were initialised as described in 
Section 3. 

4.1. Drained monotonic triaxial tests 

Two drained monotonic triaxial tests were simulated to assess the 
implementation and demonstrate the ability of the model to reproduce 
the experimental response. These tests were used in Andrianopoulos 
et al. (2010a) to validate NTUA-SAND. Both laboratory tests were per-
formed considering a confining pressure of 80 kPa and relative densities 
Dr = 40 % and 60 %, which correspond to void ratios of 0.73 and 0.66, 
respectively. 

In OpenSees, the soil sample is modelled through a hexahedral 
element with a single-point stabilisation technique (SSPbrick elements, 
McGann et al., 2015), assigning boundary conditions that reproduce 
those in a drained triaxial test. In the consolidation stage, the confining 
pressure was applied as nodal loads. Then, an increasing vertical set-
tlement was impressed to the top nodes of the element simulating the 
triaxial compression of the deviatoric stage. A load-control integrator 
with a Newton algorithm was employed. The flag ConsolidationStage was 
switched to 1 at the end of consolidation (see Section 3.1). Boundary 
conditions were enforced through the Transformation constraint handler 

(McKenna et al., 2010), and a tolerance of 10-5 was used to control the 
convergence test. The latter was based on the maximum increment of 
the nodal displacements along two consecutive iterations. 

Fig. 2 compares the response simulated with the proposed NTUA-
Sand02 implementation in OpenSees in the axial strain-volumetric 
strain space, the simulations by Andrianopoulos et al. (2010a) in 
FLAC, and the experimental data from the VELACS project (Experi-
mental Data). A fairly good agreement can be observed between 
NTUASand02 and the simulations provided by Andrianopoulos et al. 
(2010b). It is worth mentioning that no perfect match is expected be-
tween the curves obtained with NTUASand02 and NTUA-SAND, being 
the models similar but not identical. The final volumetric strain was the 
same at the end of the test, whereas a dilative response was observed in 
the simulations obtained using OpenSees only. Furthermore, both sim-
ulations provide a modest underestimation of the final volumetric 
strains compared to the experimental data for e = 0.66, while a reliable 
estimate is obtained when e = 0.73. 

4.2. Undrained monotonic triaxial tests 

The second step of the verification of NTUASand02 consists of the 
simulation of three undrained monotonic triaxial tests carried out in the 
VELACS project on Nevada sand with an initial void ratio of 0.66 and 
considering different effective confining pressures p’ = 40, 80, and 160 
kPa. The same tests were adopted by Papadimitriou et al. (2001) and 
Miriano (2010) to validate their implementations. These tests are 
simulated in OpenSees by adopting a SSPbrickUP element (McGann 
et al., 2015), which is a hexahedron with a single stabilised Gauss point 
in the centre and accounting for the hydro-mechanical coupling of the 
response. The displacement-control test is conducted using an explicit 
Newmark integrator with parameters γ and β equal to 0.5 and 0.25, 
respectively, and considering 104 steps (that is, an increment per step of 
the displacement applied to the top-nodes of the brick element of 10-4 

m). 
Fig. 3a compares the responses of the simulations in OpenSees, the 

analyses carried out by Miriano (2010) and those by Papadimitriou et al. 
(2001), in terms of the relationship between the deviatoric stress and the 
axial strain. The NTUASand02 undrained response is in a very good 
agreement with that associated with the code by Miriano (2010). 

More specifically, a perfect correspondence between these two 
implementations is obtained for effective consolidation pressures of 40 
kPa and 80 kPa, while slight differences emerge for p’=160 kPa. When 

Fig. 2. Drained monotonic triaxial tests performed considering a confining pressure of 80 kPa and an initial void ratio of 0.73 and 0.66. Comparison among the 
experimental data, the NTUASand02 implementation in OpenSees and the simulations by Andrianopoulos et al. (2010b). 
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comparing the NTUASand02 results with those computed through the 
original implementation by Papadimitriou et al. (2001), some discrep-
ancies are more evident, although still not significant. In addition to the 
slightly different formulations of the two models (see Section 1), the 
discrepancies above are also attributed to the limited information pro-
vided in the original paper regarding the initialisation of the state 
variables. 

Among the simulated tests, for conciseness, the one corresponding to 
an effective mean pressure of 80 kPa was used as a reference to validate 
the three implemented integration schemes: Modified Euler with stress 
correction and error control, Forward Euler and 4th-order Runge-Kutta. 
Fig. 3b demonstrates the perfect agreement between them. 

4.3. Undrained cyclic direct simple shear 

This section investigates the ability of NTUASand02 to simulate the 
behaviour of sandy soils under undrained cyclic loading. The undrained 
cyclic direct simple shear (DSS) test reported in Arulmoli et al. (1992) is 
first simulated. The load-control test is performed on a soil sample of 
Nevada sand with a relative density of 60 % (e = 0.66). The test con-
siders an effective consolidation stress of 160 kPa and a shear stress in 
the consolidation stage of 5.9 kPa. This stress state represents the initial 
state for the subsequent stage, consisting of 26 cycles of harmonic shear 
stress with an amplitude of 13.7 kPa. 

The test was simulated in OpenSees by considering a four-node 

plane-strain element with hydro-mechanical coupling (quadUP) loaded 
with an appropriate combination of normal and shear forces to repro-
duce the experimental load pattern described above. To avoid inertial 
effects, an additional Rayleigh damping was introduced, which was 
calibrated to have a damping ratio of 10 % (Ghofrani and Arduino, 
2016) in correspondence of the frequencies 0.025 and 10 Hz. 

Fig. 4 shows the simulated soil response in the shear-normal stress 
space (τ- σ’v) and in terms of hysteretic loops (τ- γ). The NTUASand02 
response is compared with the results computed in the original work by 
Papadimitriou and Bouckovalas (2002) and by Miriano (2010). The 
latter does not start exactly from the initial conditions of the original 
work and the experimental test (Arulmoli et al., 1992), as the load bias 
was therein neglected (i.e., the shear stress at p’=160 kPa is zero instead 
of 5.9 kPa). The implementation in OpenSees provides a satisfactory 
agreement with the reference responses, particularly with the one 
associated with Miriano’s code (2010). Both implementations exhibit a 
stiffer response at low strain levels compared with the original one. The 
response at high strain levels is well captured by NTUASand02, as well 
as the peculiar butterfly-shaped stress path on the occurrence of lique-
faction. The moderate discrepancies are attributed to the different so-
lution strategies adopted. 

4.4. Undrained cyclic triaxial test 

NTUASand02 was finally employed to simulate the undrained cyclic 

Fig. 3. (a) Comparison between the simulations of undrained monotonic triaxial tests obtained by Papadimitriou et al. (2001), in blue, Miriano (2010), in grey, and 
in OpenSees, in red; and (b) comparison of the use of the different integration schemes of the implemented source code. (for interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 

Fig. 4. (a) τ - σv’ and (b) τ - γ relationships for the cyclic undrained DSS test carried out in Papadimitriou and Bouckovalas (2002), in blue, Miriano (2010), in grey, 
and in OpenSees, in red. (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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triaxial test carried out in Papadimitriou and Bouckovalas (2002). A 
Nevada sand sample with a void ratio of 0.66 (Dr = 60 %) was utilized in 
the test. In OpenSees, the material is assigned to a hexahedral finite 
element that has four integration points and provides a coupled hydro- 
mechanical response (brickUP-type elements). The loading process 
consists of an anisotropic consolidation (p’=80 kPa, q = 26 kPa), fol-
lowed by the application of a cyclic deviatoric stress with amplitude q =
43.1 kPa. 

The resulting stress paths and hysteresis loops obtained with 
NTUASand02 are compared in Fig. 5 with the simulations performed by 
Papadimitriou and Bouckovalas (2002), demonstrating the fairly good 
agreement between them. In detail, during the first cycle, NTUASand02 
leads to a faster development of excess pore water pressure. Moreover, 
comparing the results in Figs. 4 and 5, an opposite trend can be noticed. 
In the former case, a slower increase in pore water pressure is provided 
by NTUASand02 compared to the response by Papadimitriou and 
Bouckovalas (2002) and vice versa for the case in Fig. 5. This lack of 
coherence can be ascribed to i) the different analysis approaches used, as 
the analysis performed in Papadimitriou and Bouckovalas (2002) con-
siders a single-element response at constant volume while a coupled 
hydro-mechanical finite-element approach is employed in OpenSees, 
and ii) to the possible different initialisation of the earth pressure co-
efficient at rest (value not provided in Papadimitriou and Bouckovalas, 
2002). 

Fig. 6 compares the NTUASand02 response using the different inte-
gration schemes implemented. As expected, the responses overlap dur-
ing the first three cycles, that is, from small- to medium-strain levels, 
while differences and stability issues arise on the occurrence of lique-
faction (see Fig. 6c,d). However, the scatter between the results obtained 
using the Forward Euler and Modified Euler integration schemes can be 
minimized by increasing the number of steps. In terms of computational 
times, the Modified Euler integration scheme requires, on average, 2.89 
ms per step, Forward Euler 2.64 ms per step and 4th-order Runge-Kutta 
runs a single step in 4.07 ms. In light of the above, the Modified Euler 
method with substepping appears to be the most convenient integration 
scheme for using NTUASand02. 

In Fig. 7a,b, the stress paths and hysteretic loops of NTUASand02 are 
depicted together with the experimental data, while Fig. 7c,d show the 
time history of the excess pore water pressure ratio, ru, and its evolution 
with the axial strain, respectively. Specifically, ru is given as the ratio 
between the excess pore water pressure Δu and the initial vertical 
effective stress σv’. NTUASand02 can satisfactorily reproduce the 
experimental data, especially the evolution of ru, except for the small- 
strain response for which more marked discrepancies occur. This is 
mainly associated with a non-optimal calibration of the input parame-
ters of NTUASand02 (Table 1). In fact, some parameters, namely h0 and 
H0, are calibrated by means of trial-and-error. Notwithstanding, these 

parameters strongly affect the material response (some insights can be 
found in Fierro et al., 2022) and a sensitivity study on their influence, 
omitted for brevity, showed that the considered calibration may be 
significantly improved. 

4.5. Shear modulus decay curve 

As an essential ingredient for assessing the capability of a constitu-
tive model to describe the dynamic response of soils from small- to large- 
strain levels, the shear modulus decay curve provided by the imple-
mented NTUASand02 is now discussed. To investigate the evolution of 
the shear modulus, Gs, with the shear strain, γ, using the reference 
calibration (Table 1), cyclic tests on a volume element under drained 
triaxial and simple shear conditions were carried out. The analyses are 
named Cyclic Triax and Cyclic DSS, respectively. The finite element is 
described by a SSPbrick hexahedron and each analysis consists of a series 
of cyclic tests, each characterised by an increased amplitude of the input. 
An effective mean pressure p’=180 kPa is taken as the consolidation 
stress. For the Cyclic Triax analysis the secant shear modulus is deter-
mined as Δq/(2 (1 + ν) Δεa), where Δq and Δεa are the amplitudes of the 
deviatoric stress and axial strain in each test, respectively, whereas the 
shear strain is calculated as γ = Δεa (1 + ν); as per the Cyclic DSS 
analysis, the Gs/Gmax- γ relationship derives directly from the response 
quantities. 

In Fig. 8, the resulting evolutions of the secant shear modulus, Gs, 
normalised with respect to the relative small-strain value Gs,max, ob-
tained with the Cyclic Triax and Cyclic DSS analyses (continuous and 
dashed red lines, respectively) are compared with the experimental data 
provided in Arulmoli et al. (1992) for Nevada sand and with the curves 
obtained numerically by Papadimitriou and Bouckovalas (2002), P&B. 
The variability of the shear modulus with the shear strain appears well 
simulated by the proposed implementation of NTUASand02 up to γ =
0.01 %, corresponding to Gs/ Gmax = 0.85. For larger amplitudes, the 
normalized shear modulus is underestimated by NTUASand02, even 
compared to the implementation of Papadimitriou and Bouckovalas 
(2002), confirming again the need for a more accurate calibration pro-
cedure of the model parameters under cyclic loading. 

The analysis setting plays a role as well. Compared to triaxial con-
ditions, the Cyclic DSS analysis leads to moderate underestimation of the 
normalized shear modulus for shear strains γ > 0.01 %, with maximum 
differences of 13 %. Overall, the cyclic triaxial test matches better the 
experimental data. 

5. Use of the implemented NTUASand02 to determine the 
seismic response of a saturated soil deposit 

Considering the experimental data obtained with the geotechnical 

Fig. 5. (a) Stress paths in the p’-q space and (b) hysteresis loops obtained by Papadimitriou and Bouckovalas (2002), in blue, and through the OpenSees imple-
mentation, in red. (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

T. Fierro et al.                                                                                                                                                                                                                                   



Computers and Geotechnics 166 (2024) 106030

8

Fig. 6. Comparison between the stress paths and the hysteretic loops obtained with the proposed NTUASand02 implementation considering different integration 
schemes for (a,b) the entire analysis and (c,d) when liquefaction is attained. 

 

Fig. 7. (a) Stress paths in the p’-q space, (b) hysteresis loops, (c) excess pore water pressure ratio time history, and (d) its evolution with the axial strain obtained 
from experimental data (Arulmoli et al., 1992), in black, and using the new material in OpenSees, in red. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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centrifuge Model Test No.1 realised within the VELACS project, the 
ability of the implemented constitutive model to simulate the site effects 
in a liquefiable soil deposit was investigated. 

In the present study, the original formulation of the fabric tensor 
evolution of NTUASand02 was amended with the following key aspect 
improving the model response and the numerical stability at liquefac-
tion in boundary value problems. In detail, in the evolution law of the 
deviatoric part of the fabric tensor f, defined as: 

df = − H〈− dεp
v〉[Cn+ f] (7) 

C, originally taken as a variable C = max
⃒
⃒
⃒fp

⃒
⃒
⃒
2
, is now assumed as a 

parameter equal to 5 for avoiding too rapid variations of f when lique-
faction occurs, causing in turn anomalous hardening responses and 
convergence issues. This feature ameliorates the cyclic response, at the 
cost of the additional model constant C requiring trial-and-error 
calibration. 

Furthermore, in the modified version of NTUASand02 the Lode angle 
θ was implemented as cos(3θ) =

̅̅̅
6

√
⋅trn3. This represents an equivalent 

expression to the one in Papadimitriou and Bouckovalas (2002), 
expressed explicitly in terms of the unit-norm deviatoric stress ratio n, 
thus avoiding numerical instabilities under complex loading paths. The 
use of a constant C coefficient was previously proposed by Miriano 
(2010) and Miriano et al. (2016) to investigate the seismic response of a 
diaphragm wall; in that case it was taken equal to 130. 

The modified formulation of NTUASand02 (named Modified 
NTUASand02 from here onwards) is employed to simulate the seismic 

Fig. 8. Comparison among the normalised shear modulus reduction curve 
obtained in OpenSees, in red, using both cyclic triaxial and direct simple shear 
tests, the experimental data by Arulmoli et al. (1992), in black, and the data 
reported in Papadimitriou and Bouckovalas (2002), blue line. (for interpreta-
tion of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 

Fig. 9. (a) Schematic layout of the centrifuge model Test No.1 of the VELACS project (lengths at the prototype scale), (b) acceleration time history applied to the base 
of the model; (c) 1D soil column implemented in OpenSees. 
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response of the saturated soil deposit of Test No. 1 (Taboada and Dobry, 
1994; Andrianopoulos et al., 2010b; Limnaiou and Papadimitriou, 
2022). At the prototype scale, the case study is shown in Fig. 9a. It 
consists of a 10 m soil deposit of Nevada sand with a relative density Dr 
= 40 %, which corresponds to a void ratio e = 0.73. The permeability 
coefficient is k = 2.1 × 10-5 m/s, while the water table is located 1 m 
above the ground level. The centrifuge model was instrumented with 
eight pore water pressure transducers, four horizontal accelerometers, 
four vertical accelerometers, two vertical linear variable differential 
transformers (LVDT), and four horizontal LVDTs to monitor the response 
along the vertical axis of the model and closer to the lateral boundaries. 
The deposit was subjected to the acceleration time history in Fig. 9b, 
having a duration of 19.3 s and a PGA of 0.235 g. The seismic input is 
approximately sinusoidal with a predominant frequency of about 2 Hz. 

The free-field site response of the case study was reproduced in 
OpenSees at the prototype scale by implementing the one-dimensional 
soil column in Fig. 9c. It is composed of twenty 0.5 m × 0.5 m quadri-
lateral elements providing a coupled hydro-mechanical response, named 
SSPquadUP in the OpenSees framework (McGann et al., 2012), including 
the Modified NTUASand02. 

Impervious boundaries were assigned at the bottom and laterally 
(the water flow points to the ground level). The base nodes are fixed in 
the vertical direction and are subjected to the considered seismic input 
in the horizontal one. The nodes along the column can displace hori-
zontally and vertically, and those at the same elevation are constrained 
to undergo the same displacement. A pore water pressure of 9.81 kPa 
and an equal, compensating vertical pressure were applied to simulate 
the position of the ground water table at an elevation of 1 m. 

To compare the performance of the Modified NTUASand02 with 
models available in the literature, an additional dynamic analysis was 
carried out by considering the widely used SANISAND model (Dafalias 
and Manzari, 2004), implemented in OpenSees by Ghofrani and Arduino 
(2016). The material parameters selected for the Modified NTUASand02 
are reported in Table 1, with parameter B = 520 as in Papadimitriou and 
Bouckovalas (2002). On the other hand, the calibration carried out by 
Taiebat et al. (2010) for Nevada sand was adopted for SANISAND, 
corresponding however to a lower small-strain stiffness exhibited by 
SANISAND compared to the considered one in the test. The relative list 
of parameters is reported in Table 2. The initial void ratio was set equal 
to 0.724, corresponding to Dr = 45 % (Andrianopoulos et al., 2010b). 

The permeability at the model scale corresponds to 2.1 × 10-5 m/s, 
whereas the permeability at the prototype scale was taken as N times the 
former one, where N is the multiplier of the gravity acceleration used in 
the centrifuge test. As a result, k was set equal to 1.05 × 10-3 m/s 
(Andrianopoulos et al., 2010b). A small Rayleigh damping was intro-
duced in the numerical analyses to attenuate spurious effects at high 
frequencies. The Rayleigh damping formulation was calibrated to have a 
damping ratio of 3 % in correspondence of the frequencies 2 Hz and 20 

Hz, corresponding approximately to the significant first and third nat-
ural frequencies of the soil column. 

The responses of the Modified NTUASand02 and SANISAND are 
compared with the experimental data in Figs. 10 and 11 in terms of 
acceleration time histories and excess pore water pressure ratio ru = Δu/ 
σ’vo, respectively. The proposed implementation reproduces satisfacto-
rily the highly nonlinear response observed experimentally. In terms of 
acceleration time histories at the two considered depths z = 2.5 and 5 m, 
the proposed code and SANISAND provide very similar results. At z =
2.5 m, the analysis with the former shows some unrealistic peaks in a 
very narrow time interval. Nonetheless, this inaccuracy occurs when the 
soil exhibits pronounced liquefaction and localises near the ground level 
only. 

As per the excess pore water pressure, the proposed code is able to 
simulate realistically the time evolution of ru in close proximity to the 
ground level, while some major discrepancies occur at z = 5 m. The 
Modified NTUASand02 captures well the progressive increase of the 
pore water pressure up to 6.5 s but underestimates the residual value of 
about 60 %. By contrast, the SANISAND response is affected by signifi-
cant oscillations of ru in the entire soil volume interested by liquefaction, 
and a slightly faster development of excess pore water pressure, indi-
cating the promising response of the Modified NTUASand02. The dis-
crepancies between numerical simulations and experimental data 
magnify after 5 s, that is about when the superficial soil starts experi-
encing liquefaction. This is an expected result as the considered 
constitutive models are not particularly prone to capture the post- 
liquefaction behaviour. 

6. Concluding remarks 

The paper described the workflow related to the implementation of 
the advanced, bounding surface constitutive model NTUASand02 
(Papadimitriou and Bouckovalas, 2002) in the open-source, finite 
element analysis framework OpenSees, including an essential validation 
of the model against available experimental data and previous imple-
mentations. Compared to the latter ones, mainly developed in inde-
pendent constitutive drivers or introducing simplifying assumptions in 
the constitutive response for implementation purposes, this paper con-
tributes to make widely available an efficient model for describing the 
meso-scale behaviour of coarse-grained soils in a variety of earthquake 
engineering problems, such as liquefaction triggering, ground response 
and soil-structure interaction analysis under complex conditions, 
seismic assessment of slopes. NTUASand02 can work under plane-strain 
and three-dimensional conditions. Several integration schemes were 
implemented to address with flexibility the incremental response of the 
model according to the specific boundary value problem under exami-
nation. NTUASand02 was tested in a number of laboratory tests under 
monotonic and cyclic loading to evaluate the effectiveness of the 
implementation in OpenSees and also the ability of the model to simu-
late the soil response under a wide range of loading conditions at the 
finite element level. 

It was demonstrated that NTUASand02 can realistically simulate the 
evolution of the pore water pressure under undrained conditions from 
small-strain levels up to the attainment of the soil strength. In particular, 
the simulations in the case of monotonic and cyclic triaxial tests showed 
excellent results, with some slight differences compared with the 
benchmark case studies mainly attributed to the different numerical 
environments used. More evident discrepancies with available codes 
occur in a direct simple shear mode, although the identification of the 
relative causes cannot be objectively assessed because of the lack of 
complete information about initial conditions and the problem settings 
of the simulated tests. Finally, it was shown that the implemented 
constitutive model is able to simulate efficiently site effects and the 
occurrence of liquefaction in boundary value problems. The dynamic 
analyses highlighted a good agreement with available experimental data 
in a broad range of strains. 

Table 2 
Assumed set of parameters of the SANISAND model (Taiebat et al., 2010).  

Parameter Meaning Value 

G0 Elastic material constant 150 
ν Poisson’s ratio 0.05 
Mc Critical-state stress ratio 1.14 
c Ratio of critical-state stress ratio in extension and 

compression 
0.78 

λc State line constant 0.027 
e0 Void ratio at p’ = 0 0.83 
ξ State line constant 0.45 
h0 Plastic modulus constant 9.7 
ch Plastic modulus constant 1.02 
nb Plastic modulus constant 2.56 
A0 Dilatancy constant 0.81 
nd Dilatancy constant 1.05 
zmax Fabric-dilatancy tensor parameter 5.0 
cz Fabric-dilatancy tensor parameter 800  
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The necessary ingredients for the utilization of NTUASand02 in finite 
element analyses using OpenSees were provided. The description of the 
implementation workflow of the new source code allows users to readily 
extend it with the latest developments in the field, promoting an open- 
source use of advanced geomechanics in large-scale finite element 
applications. 
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Appendix A. Functions composing the new source code in OpenSees 

The main file of the NTUASand02 source code contains methods (i.e., C++ functions or subroutines belonging to the same class that execute a 
prescribed instruction) that are useful for defining the elastic–plastic response. The latter can be grouped as follows:  

• Full constructor: it assigns the initial values to the material constants. In addition to the input parameters, those defining the type of integration 
scheme adopted in the finite element analysis are provided.  

• Methods called when convergence is achieved at the generic analysis step, i.e., commitState, revertToLastCommit and revertToStart. The former 
defines the committed state variables during plastic loading (such as void ratio and/or stress, back-stress ratio, fabric tensors); revertToLastCommit 
is used to keep the internal variables unchanged during neutral loading or unloading; and revertToStart allows the user to set the internal variables 
to the initial values during the analysis (particularly useful in staged analyses).  

• Methods handling the material response, such as getType, getOrder, getCopy, and getStressToRecord. The former ones are related to the problem type 
(i.e., plane-strain or three-dimensional); getCopy creates a new instance by cloning an object (e.g., a material object to be assigned to an element 
provides a clone of itself to the calling element), while getStressToRecord sends committed values to the finite element.  

• Method initialize: the method initialises the member variables, consisting of the material constants, the tensors describing the state of the material 
and the variables related to the integration schemes.  

• Methods setResponse and getResponse handle the output quantities recorded in the analysis, that is, the stresses, total and elastic strains, back-stress 
ratio and fabric tensors, while method Print sends back the material tag, material name, and material parameters to the output stream.  

• Methods sendSelf and recvSelf are essential for using the material with parallel computing because they allow parallel processes communicating 
during the analysis. In sendSelf, all variables of the materials are defined, and during the analysis, they are sent to the other processes running in 
parallel, and then recvSelf returns the committed information.  

• Methods setParameter and updateParameter allow for the reassignment of a parameter in different stages of the analysis.  
• Virtual methods that aim at sending back elastic and plastic strain tensors (getEStrain and getPStrain), stress tensor (getStress), tangent stiffness 

tensor (getTangent), current material state (getState), back-stress ratio tensor (getAlpha) and fabric tensor (getFabric). 

Additional functions were implemented for computing the updated material state within the iterative procedure at each analysis step. In particular, 
the function g calculates the interpolation function that accounts for the effect of the Lode angle in the definition of the wedge-shaped surface, while 
the yield surface is defined using the function GetF. The state parameter is calculated using the method GetPsi, while the normal to the yield surface is 
determined using GetNormalToYield. The elastic moduli are calculated through GetElasticModuli. This method evaluates whether the first shearing 
occurs or if the material has just experienced a shear reversal, to compute the value of T accordingly (see Section 2). To this end, an additional variable 
called mConsolidationStage was implemented in the code. When it is set to 0, a gravity analysis is performed, whereas the system is subjected to 
dynamic loading when mConsolidationStage = 1. Through parsing from the script including the OpenSees finite element model, the latter variable can 
be updated at the end of the gravity analysis. In this manner, the eventual early identification of shear reversals is avoided, and no further tolerances to 
detect this phenomenon under cyclic loading are needed. Then, the GetLodeAngle method determines the current Lode Angle in terms of invariants. 

The calculation of the incremental response requires another fundamental method, named GetStateDependent. It applies the mapping rule to find 
the distance of the current back-stress ratio from the wedge-shaped surfaces controlling the hardening response (see Section 2) and evaluates the 
plastic flow. To this end, the stress ratios Mc,e

(b,c,d) and the interpolation functions αi
θ (Eq. (3) are computed to obtain the image back-stress ratios (Eq. 

(2). Finally, the scalar variable hf (Eq. (4) accounting for the fabric evolution and the magnitude of plastic volumetric strains is determined. 
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