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Abstract

The dissertation is aimed at offering an insightbithe agent-based methodology
and its possible application to the macroecononmialgsis. Relying on this method-
ology, | deal with three different issues concegninmeterogeneity of economic
agents, bounded rationality and interaction.

Specifically, the first chapter is devoted to désethe distinctive characteristics of
agent-based economics and its advantages-disadyasitdn the second chapter |
propose a credit market framework characterizedhgypresence of asymmetric in-
formation between the banks and the entreprendwanalyze how entrepreneurs’
heterogeneity and the presence of Relationship iBgnknfluences the macro prop-
erties of the designed system. In the third chalpieork to take the core of Keynes’s
macroeconomics into the computer laboratory, ingpeit of a counterfactual his-
tory of economic thought. In particular, |1 devoteigh effort in the behavioural
characterization of the three pillars of Keynest®eomics — namely the MEC, MPC
and LP — relying on his clear refusal of perfectioaality in the decision making
process. The last chapter adds to the literatueg #ssesses the impact of monetary
policy under the hypothesis of agent’s boundecdratiity. Indeed, | design a quasi
rational process through which inflation expectasoare updated, and then | ana-
lyze how this hypothesis interacts with the effycatdifferent monetary policy re-

gimes.
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Introduction

Introduction

“The economy is an evolving, complex, adaptiveaiyit system. Much
progress has been made in the study of such systemsvide variety of fields,
such as medicine an brain research, ecology ahaoblyidn recent years. To people
from one of these fields who come to take an istene ours, economists must
seem in the grips of an entirely alien and cerjaimpromising methodology. In
these other fields, computer modelling and expentaten is accepted without
much question as valuable tools. It was possilileady 15 years ago, to hope that
economists would find them valuable as well [Lefjafvud, 1993]. But the inter-
vening years have not witnessed a stampede intd-bgsed economics.” (Leijon-
hufvud, 2006, pag.1627)

This dissertation is my personal first tentativevuark towards what Leijonhufvud called
“Agent Based Macroeconomics”. It is a tentativeéhia sense that the agent based methodology is
both in its “technical infancy” (Lejionhufvud, 20P&nd it is still considered controversial by the
majority of the profession.

Nonetheless, | found particularly inspiring the yioeisly cited Lejionhufvud’s article,
and | decided to go deeper into the understandifgpw agent-based modelling can help us in
disentangling the inner characteristics of comgesnomic systems.

Which are the reasons to consider real economiesraplex systems?

If  was to put it very briefly, | would highlightree interrelated points.

First, real people are heterogeneous. Probablyamebdng back their economic behav-
iour to some reasonable and homogeneous macro ibahabut this cannot overcome the fact
that they are inherently different. The inner dsigr makes them behave in a variety of manners
at the very micro level.

Second, people are not unbounded rational. Reabeuc agents are neither able to per-
fectly forecast the future, nor they are able tdggen very complex computation, so that it is

guite controversial assuming them to choose thrdhghresolution of optimizing processes. In-
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deed, bounded rational people are not necessaalyonal, in the sense that most people follow
reasonable economic patterns, and most of the til@ysdo not degenerate in some crazy con-
duct. Their bounded rationality can be traced badke incapability of processing all the infor-
mation they would need to take rational economisiens.

Third, the former characteristics imply interactidteople interact because of their het-
erogeneity, and therefore because interacting taeyovercome their lack of knowledge and
their incapability of processing information. Iraetion becomes a way through which coping
with bounded rationality.

The three features taken together render any edorgystem complex, adaptive and dy-
namic.

Indeed, the chapters of this thesis try to asdesstudy of the economy as a complex
system taking as reference point the latter issues.

Since traditional DSGE models perform poorly inktag these problems, | am working
in the spirit of Leijonhufuvd’s words, that is, inaat showing that agent based economics en-
dows economists with the possibility of building aeds that better assess such complex systems.
These models then present us with a better undeiathof the macroeconomic dynamics result-
ing from micro behaviour characterization.

Chapter 1 offers an overview about what agent basedels are and why they can be
considered good alternatives to general equilibraptimizing models, highlighting the differ-
ences between ABM and assumption-based economipsriicular, they will be presented both
the advantages of this new methodology and theldisdages of it. Finally, | will show why the
older Classical Economics can be considered aseuggor of the principles on which agent
based economic is built on.

The three subsequent chapters deal in differenswaty the issues characterizing com-
plex economies.

Chapter 2 tries to shed light on the implicatiohkaving heterogeneous entrepreneurs in
an asymmetric information framework regulated byaRenship Banking. On one hand, the Fi-
nancial Fragility literature points at demonstrgtthat economic fluctuations can be traced back
to the presence of asymmetric information in theditrmarket although neither considering het-
erogeneous entrepreneurs, nor differentiating tesiple contractual arrangements that regulate
bank-firm interactions. On the other hand, bothttleoretical and the empirical literature about
Relationship Banking do not consider heterogenagesits and do not study the macroeconomic
impact of such credit relationship. Aiming at ovaréng these limitations, | build a model in
which the economy is populated by entrepreneursavbdeterogeneous both in their productive

capacity and in their opportunistic attitude. Im@r to produce they have to ask for credit to a



Introduction

bank, which is not able to distinguish good enteaepurs ex-ante. Then, | envision two treat-

ments. In the first one, the bank faces asymmaeatf@mation by charging each entrepreneur

with the same interest rate since it is not abldisoriminate among them. In the second one, the
bank has the possibility of discriminating entreyaers ex-post upon their being good long term
clients or not: in the former case, the bank chameepreneurs with a lower interest rate. The
two situations will be separately analyzed in orteassess which situation is better in terms of
aggregate efficiency and macro dynamics.

Chapter 3 offers an interpretation of Keynes's itidns in the spirit of conducting a
counterfactual history of economic thought. In jgattr, the agent based model deals with one
of the most controversial and neglected issueb@General Theorynamely, agents’ bounded
rationality in the form of limited information pressing. The economy is designed such that all
economic decisions are mediated by the Market ®enti, that is, they are taken not through op-
timization processes but through heuristics basegearsonal feelings and common sense. The
three pillars of the General Theory are modelletight of this assumption: the Marginal Effi-
ciency of Capital, the Marginal Propensity to Cansuand the Liquidity Preference change
along with the Market Sentiment and in turn impager the economy. Simulations are con-
ducted in order to study whether the frameworlbig & produce a coherent aggregate dynamics
resembling the principal characteristics that Keynighlighted.

Chapter 4 wants to analyze the implications of m&sg bounded rational agents for the
design of monetary policy. Indeed, the theoretfcainework upon which monetary policy has
been designed in the last years still results isfaatory in considering agents’ bounded rational-
ity. The learning literature has offered some depmients with respect to traditional DSGE
models, but its principle of cognitive consistemeynains controversial; not only, a part from ex-
pectations formation, the learning literature asssitihhe rest of economic decisions to be regu-
lated by optimization processes. My contributi@esg in the direction of taking seriously into
account bounded rationality in the design of a frasork over which monetary policies are to be
tested. Indeed, | stay with the model developethénprevious chapter, and complement it with
the additional hypothesis that agents form inflatixpectations basing upon Market Sentiment;
therefore, | let the Market Sentiment to be in tinftuenced by inflation dynamics. In this way
the system envisions a mechanism for the macrdartjes to feed back into the micro behav-

jour.
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Chapter 1

An insight into Agent-Based Economics

In the following | will offer a brief and generaVverview about agent-based economics.

In particular, in section 1, | will introduce whah agent-based model is describing its prin-
cipal characteristics as a tool through which médifferent issues in different fields can be tack-
led. The second section is twofold: first | presea principal features and the main drawbacks
that have characterized macroeconomics in thedlastears, and second | will show how it ap-
pears natural to use ABM to overcome these inctersiges.

Finally, in the last section, the validity of thensplexity approach in using agent-based
techniques is reinforced by looking back to Clesseconomics: it will result how the seed of it
was already present in the pioneer works of thédBriSchool, and in particular in Keynes' and

Marshall’s way of thinking about economics.

1. What are Agent Based Models?

Let me introduce the topic presenting the definitaf agent-based economics offered by
Tesfatsion (2006):

“Agent Based Economics is the computational stufdyconomic processes modelled as

dynamic systems of interacting agents”

Indeed, it is worth noting that agent-based modsdsnot an exclusively prerogative of eco-

nomic theory, but of the social science in genanal the natural science too.
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Coming them from a social scientist or a natura,agent-based models share some gen-
eral basic characteristics.

The protagonists on stage are agents, which at@ngobut pieces of software endowed
with data and behavioural rules. Agents can behamytable to interact with other agents, so that
we can have agents as biological entities, physictiies, individuals or groups of individuals or
institutions too.

Agents are moved by a specific goal determinedhleymodeller, and they have try to
reach the goal given the data, the behaviouras rathel the institutional constraints they are con-
fronted with. Therefore neither they are guidedhsy modeller in their search nor they are com-
pelled to be successful in it, that is, they arecompelled to pursue optimality.

Agents’ behavioural rules are algorithms that gowbe way in which they react to external
stimulus as well as to interaction. In this sertbey are methods following which decisions are
taken, given the particular characteristics the elleddecided to give the agent.

Accordingly, whatever agents’ identification the distler chooses, the essential feature to
have an agent-based model is the fully specifinatioactors on stage: agents are able to interact
only if they are fully specified, that is, onlytifiey are endowed with all the rules and initial re-
sources they need.

This is not as assuming perfectly rational, onfutiformed, agents, being them individuals
or biological entities: it just means that agertsudd know how to react to stimuli. They are not
compelled to be rational, or to choose the bestti@ato the stimulus, but rather to choasee-
action and not to remain deadpan. Or, the agent can desidpan, only if his behavioural rule
tells him that to a particular stimulus he haseact by doing nothing.

Therefore, the ultimate goal of specifying behaxv@uules is to let agents interact inde-
pendently on the modeller’s influence.

Having fully specified and interacting agents givise to the most important characteristic
of agent-based models, i.e., they atgriamically completethe modelled system must be able to
develop over time solely on the basis of agentautiions, without further intervention from the
modeller”. (Tesfatsion, 2006)

The previous features can be summarized inbthteom-up approachthat translates into
modelling entities from the bottom (behaviourales)l, making them interact and analyzing the
aggregate properties that arise.

This aggregate properties share the characteoktieingself emergingthat is, the aggre-
gate behaviour cannot be inferred from the condéithe particular entity: aggregate emergent
regularities finally influence the individual's dsions through a feed-back mechanism, resulting
in a “downward causation” (Gallegati, Richiardi 3)0
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It is worth noting that even if | defined agentspgeces of software, agent-based models do
not need to be computational. One of the first modt famous agent-based model ever designed,
Schelling’s Segregation, was born as a pencil ampkpmodel, and just subsequently was trans-

lated into a computer code.

2. Why Agent Based Models and not DSGE for a modern ntaoeconomics?

The previous section has contributed to outline éesential components of agent-based
models. Even it has be remarked that they are mpoemgative of economics, their use in the
profession can help in assessing some on the NassiChl economics most controversial as-
pects.

Indeed, the latter are briefly documented in tHiowang.

. The economy is organized on the basis of decergdhlnarkets populated by a
fixed number of price-taking firms and a fixed nwenlof price-takers consumers. There ex-
ists a coordinating price mechanism, the so calledioneer, which determines the vector of
prices so that all markets instantaneously clelae. ductioneer offers different price vectors
until he finds the one for which buyers’ and sallgrlans are consistent and markets clear.
All this happens in a meta time, that is, theneddiming in thetatonnemenprocess.

All agents interactions are passively regulatedhsyprice mechanism, and the possibility

for strategic behaviour is not contemplated.

. Agents are globally rational, that is, they areedbl rationally deal with the com-
plexity of the economy: they can instantaneousbcess all the information they receive so
that the aggregate equilibrium reflects all thaientions and desires. They are endowed
with perfect foresight about future states of tharld; and they always hold correct future
variables’ expectations. Given their rationalitye tdecision making process translates into
solving optimization problems, being them intertemgb or not, in which the only guideline
is self-interest, and in which the dependence efssawn choice on others’ behaviour does
not play any role.

It is assumed the existence of a RepresentativatAgRepresentative Consumer or Repre-

sentative Firm) who incorporate all the relevanarelsteristics of the population. Indeed,

aggregate behaviour is then derived as the sinyptergtion of the Representative Agent al-
locations.

. The equilibrium consists in a vector of fully flede prices and a list of individ-

ual plans such that at those prices, all the iddiai plans are consistent, and therefore all
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markets clear. Moreover, the same is true in artenporal fashion, that is, the price vec-
tor is such that, given the existence of Arrow-ebsecurities and agents’ perfect foresight,
all future individual plans are mutually consistehis equilibrium is unique and stable, un-
affected by dynamic adjustments. Moreover, all guiim are Pareto efficient in that they

maximize a well defined social welfare function.

The framework constituted the core of all the macamomics done over the past 40 years.
It has gone under various extensions and tentegivisions, nonetheless the really grounding hy-
pothesis have not been questioned.

Although problematic in some sense, as we will $ieig, conceptualization is mathemati-
cally simple enough to be easily handled and te gasily understanding policy implications.

However, nowadays it appears to many economistgdpaesenting the economy in such a
way is simplistic rather than simple, and it i®dts with real economies, that is to say, the prin-
cipal criticisms against the traditional approadmaerns “the intuitive foundations of the ab-
stractions being made” (Colander, 1996).

What are in details the major objections againstithditional framework?

One of the most important concerns regards theafallee Auctioneer. Following thi&aton-
nementprocess it happens that, quite unrealisticallg, ¢bnfiguration of the equilibrium price
vector comes before any kind of transaction, exghan trade: there is no reason in the economy
to have exchanges, since all the relevant interaiedis are done by the “Benevolent Dictator”.
For the same reason, there is no means of congydére timing of these transactions because
they are all regulated at the same time by theiéneer.

The models that incorporate the Auctioneer areatte to develop over time solely upon
agents’ interactions because there is no interaeti@ll. The framework performs well as long as
the Benevolent Dictator moves the pieces, but Bedse disappeared, the economy would col-
lapse because there would not be any vector of peigulating the markets.

The absence of interaction is therefore a conseguehthe Representative Agent hypothe-
sis: if we assume the existence of a super naaget who encompass all the relevant charac-
teristics of the population, then it is simply ingsible to have interaction. Truly, heterogeneity is
the normality in real world, and it is unrealistlinking of resuming all the characteristic fea-
tures of a society into a single agent.

The origin for this hypothesis come from Reductomi for which a complex system is
nothing but the sum of its part, and an accourit ©fin be reduced to accounts of the individual

constituents. Upon this view, the RepresentativerAgssumption took place and flourished. In-

! See Mehrling (2006)



Chapter 1 — AgentBased Economics

deed, the hypothesis gives the opportunity to engtg simplify the analysis, since most of the
aggregation problems of choices of different indinals can be overcome. “Macroeconomists
(and many applied microeconomists and economatagisoutinely assume the existence of one
[agent], seeing it as a necessary (though acceptabil required for the sake of tractability.]...]
Representative consumer models are typically enaplayhen one wants to ignore the complica-
tions caused by aggregation”(Lewbel, 1989).

As Kirman (1992) pointed out, there are severabmststencies about the RA assumption.
First, referring to the works by Jerison (1984, 29% can be shown that individual maximizing
choices are not necessarily consistent with theimiaixg choice of a RA endowed with the
simple sum of individuals initial budget constraiaind similar preferences.

Second, the RA hypothesis is not suitable for thelyesis of distributional problems. It is
plausible that changes in the income policy witeef differently the components of the society;
on the contrary, in the RA world, it is assumed thaome changes affect all individuals in the
same way, so that the analysis boils down to thticstomparison of the RA'’s choice before and
after the policy implementation, evaluating thei@olin terms of the best option for the RA.
Then, using such models to drawn policy implicagiomay lead to misleading conclusions.

Finally, there are also some problems concerniagethpirical validation of the models us-
ing the RA assumption since what the researchestsg is a double hypothesis. On one side he
is testing one particular economic assumption,douthe other side, he is also implicitly testing
the hypothesis that the aggregate dynamics analyamede summarized as the result of the be-
haviour of one single Representative Agent. Thaughexplain why in some cases RA models
are not able to replicate or even come to rejatiesstylized facts.

All these remarks point to the fact that “the regr@ative consumer [agent] is a purely
mathematical result and need not have economieotnf_ewbel, 1989), so that as Kirman as-
serted “the representative agent approach is ydtallved because it attempts to impose order on
the economy through the concept of an omnisciatitidual.” (Kirman, 1992)

The Representative Agent is a super-rational iddizi who has access to all the informa-
tion he needs to make his decision, and in this kneais able to perfectly foresight every possible
future state of the world. This assumption is exely important for traditional models to exist.
Nonetheless, even considering the literature absyinmetric information, it appears clear that
the models are inconsistent if agents are not falfipnal, since they solve the problem of arising
uncertainty due to limited information by assumiagents to be able to calculate exactly the
probability of occurrence of every possible altéirrea

Indeed, the fully rationality assumption appeac®irsistent with real world economic func-

tioning. As Leijonhufvud (1996) asserted, tradiabeconomics describes “the behaviour of in-

10
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credibly smart people in unbelievably simple st rather far away from the complexity of
modern economies.

Along this line of reasoning, many psychologistsl @&xperimental economists have pre-
sented evidence about the inconsistencies of tienadity axioms that guide individuals’ deci-
sion making. In particular, most of the developrsarame from the criticism about expected util-
ity theory, for which agents, when facing uncetygimmake their decision considering each
alternative’s utility and their probability.

Nevertheless, various paradoxes have been offeeddcain refute the theory, such as the
famous Allais’s paradox. If you ask people to makehoice in two different experiments each of
which consisting in the choice over two predetesdigambles most people will first choose a
particular option, say 1A, and then a differeni@mtsay 2B, but this is inconsistent with the ten-
ets of expected utility theory, since the theorgdicts people should be indifferent between the
two situations because they give the same expetiidg. This paradox together with other ex-
ampleg and lot of experimental evidence, starting with fioneering work by Kahneman and
Tversky (1979, 1981), demonstrate that people dcenshoices under uncertainty not relying on
exact calculations but rather on heuristics andqureal rules of thumb.

According to Epstein (2006), we can distinguish twamnponents of bounded rationality,
namely, bounded information and bounded computiogp. Nevertheless, since the calcula-
tions involved in the Allais’ gambles are not tli#ficult, these paradoxes show that we do not
need to confront people with very difficult calciibeas to have them behaving not in a fully ra-
tionality fashion.

This is not as saying that people are irrational,d9imply that they act following a different
type of rationality, that is, there is room to dissthe “homo economicus” in favour of the “al-
gorithmic man” (Leijonhufvud, 1996).

The “algorithmic man” idea has been originally hybtito life by Herbert Simon (1955,
1978) who firstly introduced the notion of “procedurationality” as opposed to “global rational-
ity” with which the RA is endowed. He asserted tivatcan define the behaviour of an agent as
rational when it is the result of a correct reasoning. Weenfronted with new situations agents
collect all the possible information at which tHegve access and analyze it in order to find a rea-
sonable guideline that could lead them to the fawddition. In such a framework, it is natural to

have an algorithmic representation of both thegdegirule and the behaviour of the agents.

2 Let imagine in the first experiment people havehoose between gamble 1A “Win 1 million with 100%
probability” and gamble 1B “Win 1 million with 89%robability, Win nothing with 1% probability, Win 5
million with 10% probability”; in the second experént they have to choose between gamble 2A “Win
nothing with 89% probability, Win 1 million with 24 probability” and gamble 2B “Win nothing with
90% probability, Win 5 million with 10% probability

% See for example the Saint Petersburg ParadoedElteberg Paradox
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Moreover, it appears natural to describe individugd inductive agents rather than deduc-
tive as all RAs are. If they had to be deductivésjragents should have been supplied with all
the necessary information needed to deduct thenapttourse of action. Instead, if we admit
economic agents to be “simple people [that] copgé micredibly complex situations”, we have to
“build” them as inductive units, that cope with thgstem making inference on the basis of
bounded rationality and limited information (Leifaurfvud, 1996).

This view is at odds with the previously presernteukts: the focus here is on thay in
which agents make their decision, and not on tie #quilibrium solution.

Recalling Simon, it can be that the final solutiwould not be globally optimal, but onig-
dividually optimal, since it satisfies the agent rather tmaximizes his utility. This is counterin-
tuitive for the RA, but it is not for real peopléharhave to take decisions in extremely uncertain
environments and who are most of the time prevkfntan the access to relevant information. In
the real world as a complex system, proceduradmatity is a rational way of thinking because it

avoids immobility, so that agents are at least tbbect in a way that satisfies their needs.

Finally, advocates of traditional economics coulgle that their models have been success-
ful for long time because they do are able to oapd economic stylized facts and to give answers
to political economic questions. Indeed, it canrdeognized that “standard economic theory is
useful in a myriad of ways, despite its unrealistssumptions about people cognitive capabili-
ties,becausehe interaction of ordinary people in markets veften does produce the incredibly
smart result” (Leijonhfvud, 1996).

Nonetheless, some problems arise for the analyseéweal economic systems do not dis-
play the “incredibly smart result” and the modeld in explaining those episodes.

Episodes of hyperinflation cannot find an explaoratin the traditional models since they
are the result, among other factors, of having Hedrrational and limited informed agents cop-
ing with a growing complex environment, feedingtimn the complexity with their interaction
(Leijonhfvud, 1997).

Departing from the inconsistencies just discussatknt years have witnessed the develop-
ment of the complexity approaGiwhich main tenet is that “An economy is an evadyicom-
plex, adaptive dynamic system” (Leijonhufvud, 2006)

Treating the economy as a complex adaptive systemnmassuming that the system is

composed by heterogeneous interacting units, wistlibit emergent properties at the aggregate

4 To have an overview of the way in which the comjileapproach challenges Neoclassical economics,
see Gaffeo et al. (2007).
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level; a system which includes “reactive units,, iumits capable of exhibiting systematically dif-
ferent attributes in reaction to changed enviroradezonditions” (Tesfatsion, 2006).

In particular, the greatest departure from theiti@thl economics lays in admitting a role
for emerging properties. If we remove the reducdtibidea that the dynamics of the whole can be
described as the dynamics of the individual elerribien we have to confront ourselves with the
guestion of where the macro dynamic comes frort, riéflects the micro behaviour functional
form and if not, how this macro dynamics can beveer (Gallegati, Richiardi, 2008).

Indeed, emergence comes into play only if we dibtiae idea of the RA and the absence of
interaction. The very notion of emergence impliest t‘'The whole is more than the sum of its
parts” (Aristotele) because it is assumed that@tery bottom level there is some heterogeneity,
being it in agents’ characteristics or in the partars’ distribution, and that this heterogeneity
makes agents interact among them and with the @mwient they live in. The final result of this
interaction is the macro dynamics.

Taking emergence seriously means to revolutionieeway in which economic models
should be constructed. Since there is no more roormodels that deductively prove the exis-
tence of an equilibrium price vector upon a sevey strong assumptions, we should look for
economic models capable of inductivelynstructingan equilibrium from the micro behaviour of
agents (Axtell, 2000). What is needed is a bottgnapproach through which the model’s build-

ing starts from the lowest level and then “climbds8 macro dynamic mountain.

Recalling the initial presentation about what AgBased models are, now it appears natu-
ral to use such devices in assessing the issisegiray the complexity approach.

Agent-based modelling can be considered as thessagetools through which developing
theories of complex worlds since they do not ddeamplexity in favour of simplification, but
rather they seek for the abstractions to maintaiolose association to real world agents. In this
respect lays the major departing point from presimodels. Traditional models can be consid-
ered “abstraction-based” (Miller, Page, 2008), ibathey rely on strong assumptions about the
agents that populate them; on the contrary, agestdd models entail the idea that these assump-
tions are no longer necessary, since the modddggins with the observation of real agents’ be-
haviour and terminates into the translation of doehaviour into computational codes.

Following, “The ACE methodology is a culture dish the study of economic systems
viewed as complex adaptive systems [...] . As puldure dish laboratory experiment the ACE
modeller starts by computationally constructingeaonomic world comprising multiple inter-
acting agents. The modeller then steps back torabdke development of the world over time”

(Tesfatsion, 2006). Then, the regularities obsearedemergent since they are the result of hav-
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ing agents interacting, and are not derived fromithposition of some driving forces such as
equilibrium seeking condition.

This corresponds to apply the bottom-up approadtémomics, that is, describe the behav-
iour of each single agent and then let agentsantdogether, in contrast with the Neoclassical
top down approach consisting in imposing high Isvelles and discussing the implications of
these impositions.

ABMs enable economists to construct models in whkecbhnomic agents interact among
them and with the environment. They are purposivthé sense that they are goal directed but
they do not necessarily are fully rational. They ba heterogeneous in their personal character-
istics or in their initial endowments, or it cas@lbe that endowments’ heterogeneity comes in as
an emergent property due to heterogeneity in agealsvioural rules.

Moreover, ABMs permit the understanding of the feek mechanism through which the
macrostructure influences the micro behaviour afrag; they are essentially microeconomic
models, that looks for macro regularities and esmlthe macro level to step in into the determi-
nation of micro behaviours.

The economic agents that populate ABMs are “allgonic men”: they are assumed to act in
a complex environment and they come to some decanalyzing the limited information they
have access to and following very simple behaviauwlas, most of the time consisting in rules
of thumb or heuristics.

Indeed, ABMs agents do not necessarily need toobeded rational because it can be pos-

sible to have emergent regularities just by lettiifeerent individuals interact.

ACE is still a developing methodology, nonethelesse of its advantages are well recog-
nized.

The possibility to represent agents as interagjoad-oriented entities is considered of great
importance since it enables the study of the behmwf an economic system in the presence of
cooperation or competition among its componentsitsobehaviour under specific hypothesis
about the market structure or the institutionahagement that would be impossible in a tradi-
tional framework. Along this line, another greavaitage is the possibility to deeply model in-
stitutions and social structure: in this regard,Me8Bhelp “evaluating whether designs proposed
for economic policies, institutions, and processiisresult in socially desirable system perform-
ance over time” (Tesfatsion, 2006).

Therefore, having agents interacting means thatddsigner does not have to intervene
anymore in the model, since the interaction isuhigue responsible for the autonomous devel-

opment of it, once initial conditions have beencsed.
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The independency of ABMs is principally due to thet that agents can be endowed with a
greater degree of autonomy than traditional conssifirens. “An autonomous agent is a system
situated within and part of an environment thatsssrthat environment and acts on it, over time,
in pursuit of its own agenda and so as to effedtithsenses in the future” (Franklin, 1996): ac-
cording to this definition both traditional consume@nd ABM agents are autonomous, but the
latter, equipped with behavioural rules as welirgtial conditions, have the capability of acting
without any further external intervention, whileetformer do need the Auctioneer to take over
their business.

Therefore, computational agents are not only autans referring to traditional ones but
also referring to all the other agents in the sarodel, since each decision process is private and
agents are let alone in taking their decisions.

While computational agents are far from being adersid human replications, it is true that
this new methodology “[...] allows a flexible desigf how individual entities behave and inter-
act, since the results are computed and need nstlised analytically ” (Leombruni,Richiardi,
2005) so that it is possible to accurately desiggnitive processes, learning rules and social be-
haviours.

Then, using ABM is quite easy to study the evolutmf an economic system in which
agents are interacting upon a well characterizéxari, or in a well defined physical space, as
well with the possibility of having agents belongjito different spaces interacting, that is, there
is the possibility of constructing models with mdhan two real countries involved in the eco-
nomic activity.

ACE modelling permits the focus on the path fokalby the economic system rather than
its equilibrium configuration, so that it is no lggr necessary to limit the economic analysis to
models for which an equilibrium can be derived.t®m contrary, through ABMs it is possible to
construct and analyze models that do not possedgically tractable equilibrium: “since the
model is “solved” merely by executing it, thereuks an entire dynamical history of the process
under study. That is, one need not focus exclugigelthe equilibria, should they exist, for the
dynamics are an inescapable part of running thetagedel ” (Axtell, 2000).

From a technical point of view, there is no complagreement about how simple is to build
an ABM model in computational terms. To write dotive code of such a model call for some
knowledge about the programming language, and smeetthe complexity of the behavioural
rules is not so easily translated into the linethefcode. Nonetheless, compared to other compu-
tational models, the writing of an ABM is not somgalicated since what one really needs is to
write agents’ behavioural methods and then hetig ddth most of the work. Agents will be dif-

ferent but they will share the same behaviourad,rab that it is necessary to write it down just
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once: this results in a code composed by not so/iia@s and in a model in which there could

be a multitude of agents.

Two principal critiques are presented against ABMst, it is claimed that simulations’ re-
sults are difficult to interpret since a clear angblicit structural form for the agent-based model
lacks. That is, what is claimed is that, given dlifficulty in traducing behavioural rules into a
mathematical model, it is quite impossible to remothe input-output implicit transformation
function and clearly identifies the sources oféhgergent regularities.

Indeed, as Leombruni and Richiardi (2005) showutations models can be described by a
well defined set of mathematical functions, evethd resulting structural functions describing
the macro regularities are quite impossible to malate algebraically.

Therefore, it is possible to analyze the behaviduhe structural function by simulating the
set of equations composing the model for diffeqgatameters and initial conditions. Upon the
artificial data set created, we can end up spexjfg particular reduced form for the model to be
fitted on the artificial data for which we can estite parameters. Having recovered the meta
model, it is then easily possible to interpret dated data.

Another concern is directly related to this intetprg procedure, namely that simulations
results are not representative of all the outcothesmodel can produce, that is, they are very
sensitive to model specification since as we maewmfthe initial set of parameters, results can
change dramatically leading sometimes to the appearof singularities. Indeed, the same con-
cern applies to the true model of the economy: désgelf unknown, it is possible that at a point
in time the model generates unexpected outcoméhagostylized facts change. Moreover, we
should not worry too much about extreme resultegard by some “evil” combinations of pa-
rameters since these combinations in the real wogldains extremely rare (Leombruni,
Richiardi 2005).

Once the artificial dataset is created, the sinedlamodel can be calibrated, that is, it is pos-
sible to keep comparing the simulated outcome thighreal data changing the structural parame-
ters until the distance between simulated datarealdones is minimized. This is the same as the
structural estimation offered by econometric litare.

Second, ABM opponents claim that the richer spediiibns of agent based models often
leads to underidentification. Indeed, simulationsdeis are used to represent complex econo-
mies, so that it would be meaningless to build genabased model posing much restrictions. In
this regard, the problem of underidentificatiolPABMs is often unavoidable and it could be that

“analytical models that claim to be immune are sirmes only poor models” (Richiardi, 2003).
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3. The agent—based nature of this dissertation

In the previous paragraphs | have offered some kihdcanonical” definition of what
agent-based models are.

Nonetheless, there is no clear consensus about ageatt-based models should be and in
which occasion the agent-based label should benpeef to other definitions.

Within this discussion, | endorse the view of Jasliipstein when defining agent-based
modelling as

“a new computational technique for modeling sosydtems in which we populate land-
scapes with artificial people. We basically buittifecial societies where people differ from one
another...they can be connected in networks, butrherery diverse. They can have partial or
even bad information (what we call bounded ratibyalthey use simple local rules in deciding
how to behave. They move around and interact waighbors, and the basic idea is that if we're
interested in some social phenomenon - like anespici or distribution of wealth or a settlement
pattern - we try to grow it in an artificial sogtetomposed of individual agents. They can be
young ones, old ones, sick ones, healthy ones,ongs, poor ones. We can make this society
look as realistic as we like and try to generatenfthe bottom up the large-scale, macroscopic
phenomena that we care about.” (Epstein, 2008)

Not entirely artificial societies developing withamwell defined landscape, the models de-
veloped in the following chapters try to capture thner characteristic of artificial economies. In
particular, great attention is devoted to the dpson of agents and their micro behavioural
rules.

As it will be noted, such rules are mostly exprdsse terms of differential equations.
Though, they still can be labelled agent-basedvior main reasons. First, | exerted much effort
in behaviourally characterizing the agents andrthes that they follow, rather than assuming
perfectly rational individuals. Second, the airmof models is to explain and describe the emer-
gence of macro regularities rather than only exypigi them. The latter could be obtained by
solving the equations, finding the equilibrium aasberting that a particular dynamics is the re-
sult of that particular equation. Nonetheless, vibaoing to be lost in this procedure is the de-
scriptive power of the model. Then, the model aadiéscription is interesting in itself, since it
describes how and why solving the model we obtajivan dynamics (Epstein, 2006).

The agent-based characteristic does not residdenmathematical intractability of the
model, but rather on the focus of the analysigidpéiin the description of how particular agents’
micro behavioural rules give rise to emergent pribge

Indeed, the spirit that characterizes the agergéapproach is the experimental attitude.
That is, in Epstein words:

“Consider biology. No one would fault a “theorensé$aboratory biologist
for claiming to understand population dynamics éetles when he reports a regu-
larity observed over a large number of experimetd.when agent-based model-

17



Chapter 1 — AgentBased Economics

lers show such results there’s a demand for equatiad proofs. These would be
valuable, and we should endeavour to produce tiveanwhile, one can do per-
fectly legitimate “laboratory” science with comprge sweeping the parameters
space of one’s model, and conducting extensiveitsgtysanalysis, and claiming
substantial understanding of the relationships betwmodel inputs and outputs,
just as in any other empirical science for whichagal laws are not yet in hand ”
(Epstein, 2006, pg.28)

The aim of the following chapters is to conduct@eatory science”, in order to describe
and explain how the presence of heterogeneity, dedinationality and interaction in rather sim-
ple macro models give rises to emergent properties.

Let’'s now going deeper into the agent-based natiitiee essays forming this dissertation.

Chapter 2 could be appropriately defined as antequéased model. It takes over from
some robust theoretical presumptions concerningtlo@omics of information, and the implica-
tions of asymmetric information in the credit méarke

Though, | label the model agent-based because ofdmtinctive features. First of all,
agents/firms that populate my economy are heteemes) and even if they do not directly inter-
act, they follow simple behavioural rules determin®g their inner characteristics. Second, the
final objective of the analysis is not to find agudibrium solution, but better to describe the
static and dynamic properties of the two modeltedtments. In this sense, chapter 2 constitutes
a laboratory exercise through which | want to as#es distributional properties of the series un-
der study, rather than their equilibrium values.

Chapter 3 and chapter 4 are constructed upon #ssical 1S-LM building, so it could be
argue that these chapters too are equation baskdanagent-based. Nonetheless, they are
agent-based because the micro engine that feedsabtm equations is not derive through strin-
gent economic hypothesis — such as the Representatient one — but rather inspired by real
agents behaviour. In this fashion, agents who @ipuhe two economies are heterogeneous and
bounded rational, and they cope with their boun@gidnality through the interaction within the

environment they live in.
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Chapter 2

Firm-bank relationship and the macroeconomy: someampu-

tational experiments

1. Introduction

An important development in economic theéohas been to demonstrate that the pres-
ence of asymmetric information influences the aste<redit and its costs, since the information
set that pertains to the borrower is different fritve lender’s one.

From a macroeconomic point of view, by the enchef0s, these insights have been in-
troduced in macroeconomic models - the so calledriial Fragility literature — that assume the
presence of asymmetric information to be the resiptanfor spreading economic fluctuations.

The very first motivation for this chapter comesnfrtwo considerations about the previ-
ous general frameworks.

On one hand, the analysis of microeconomic moda$ed on the assumption of Asym-
metric Information is puzzling for what concernsshimformation is treated. Indeed, these mod-
els give extreme importance to the way in whicloiinfation is distributed among agents — and
the very basic problem lies in having informati@nrhomogenously distributed between princi-
pal and agent — but they pay little attention ® filndamental question about the inner heteroge-
neity of information. Not only is information hetgyeneous between two types of individuals,
but also across all individuals.

Departing from this point of view means assumirgt fhis no longer possible to use the
Representative Agents hypothesis, as most of #uititnal models of Al assume, but instead to

give heterogeneity of agents an important role.

® The first reference that always come to mind igliét, Weiss (1981)
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On the other hand, macroeconomic analysis rega@sggimetric information and eco-
nomic fluctuations concentrates attention on genewatractual arrangements, without taking
into considerations the possible alternatives thinowhich the problem can be tackled. This to
say that the macro impact of asymmetric informati®meither differentiated nor compared
through different contractual arrangements.

Upon these considerations, the motivation for dhiapter resides in assessing the macro
behaviour of a credit system in which agents aterbgeneous and in which credit relations are
regulated by different micro contractual rules. Mgearch question then is evaluating the macro
performance of two contractual arrangements, utiieehypothesis of agents’ heterogeneity.

Though, to keep the analysis as simple as possibitenot adopt a General Equilibrium
perspective but rather a Partial Equilibrium orog, the focus will be on the dynamics of firms’
distinctive magnitudes (output, wealth and the bapicy rate), disregarding the banking side.

Therefore, | conduct the analysis using agent-basedelling techniques. Indeed, as
highlighted in the first chapter, ABM is a methaoagical instrument flexible enough to account
for heterogeneity and interactions. In this chgpteterogeneity acquires particular importance,
since the different individuals characteristicsedetine how the banking relationship will de-
velop. As for interactions, | assume them to bemeined by the rule adopted by the bank to
cope with unknown firms: though rather mechanittag way of regulate banking relationships
differentiates my model from previous ones, in Wahike bank was not allowed to discriminate
entrepreneurs ex post.

The chapter is divided into six sections.

Sections 2 and 3 review the general framework efRimancial Fragility approach, refer-
ring to two particular literature contributions,dapresent the contractual arrangement | have de-
cided to take into consideration, namely Relatigndanking. Moreover, in these initial sec-
tions, the motivations and the aim of the chaptéro@ made explicit.

The fourth section describes the agent-based naddble economy, and section 5 pre-

sent the results of the simulation exercise. Sed@iooncludes.

2. Finance and the economy

In spite of Milton Friedman’s theory of money anddigliani-Miller theorem, the idea
that the financial system plays a crucial role étedmining the macroeconomic dynamics of an
economic system has found many estimators amonghwiisher (1933) and Keynes (1937).

In the 50s, the work by Gurley and Shaw (1955)tadived Fisher's and Keynes’ empha-
sis on financial variables by shedding light on tektionship between these variables and eco-

nomic development.
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Since then, many authors have shown a generaesitabout the role of financial mar-
kets in the determination of aggregate real vaembhnd in particular in the role of financial in
termediation in influencing economic fluctuatiossentually, this growing interest has given
rise to a complete strand of literature, the sdeddlcredit view” whose main idea is that “the
way in which agents finance their activities, haeeess to financial markets and choose contrac-
tual arrangements is mostly relevant to understh@dbusiness cycle” (Reichlin, 2001).

Most of the credit view literature has focused loa tole of bank credit to analyze the ef-
fects of monetary policiésbut not only. A growing debate about the analg$ithe so called fi-
nancial propagators has involved many scholars.ré&bglting financial fragility models attempt
to develop a theory about the interaction betwaeantial markets and the business cycle largely
independent of monetary policy behaviour. The nidéa behind these models is that imperfec-
tions in the financial markets aggravate the comseges and the persistence of shocks origi-
nated in the real economy.

For instance, Bernanke and Gertler (1989) analylzedole of firm's balance sheet con-
ditions in determining the business cycle.

Following their view, financial markets imperfeaim entail some costs. Managers have
private information about their investment techgglageturns, so that lenders should undertake
costly state verification to observe those retuiiite presence of the asymmetry makes external
funding more expensive then internal funding foms.

In such a context net worth plays an important:rtile greater the level of net worth of
the potential borrower, the less the expected ggeosts. Then, since net worth is likely to be
procyclical, there will be a decline in agency sost periods of economic booms and a rise in
recessions.

Bernanke and Gertler show that the presence ofintaeyse relation under the assump-
tion of asymmetric information is sufficient toiatluce persistent fluctuations in investment and
output into an economy that would present constagistment and serially independent fluctua-
tions when agency costs are not considered.

Upon the same premises, Kiyotaki and Moore (199¢ug their attention on how the
presence of collateralizable assets can influeggeegate output and finally determine the busi-
ness cycle. They analyze an economy in which ciaatistraints arise because lenders cannot
force borrowers to repay their debt unless theysapeired, so that real assets do not serve just as
productive factors but also as collateral for lodigen, access to the credit market is influenced
by the prices of the collateralized assets; in,tilnesults that these prices are affected bysihe

of credit limits.

® See e.g. Bernanke, Gertler (1995), King (1986)
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So, the dynamic interaction between credit limitsl @asset prices results in a transmis-
sion mechanism by which the effects of shocks peramplify and spread out.

Both the previous works share the common ideartiz@iroeconomic volatility is a func-
tion of agency costs associated to the implemamtadf a particular contractual arrangement in
the presence of imperfect information.

Nevertheless, even admitting a role for asymmétfmrmation, the models belonging to
the credit view literature, strongly rely on thaditional assumptions of the Representative Agent
and the absence of interaction between the agents.

Hence, starting from the same idea about the ssfceconomic volatility, my aim is to
go further into the understanding of the relatiopdietween the credit market and the macroeco-
nomic dynamics by constructing an agent-based maiglelto take into account heterogeneity of
agents and some particular contractual agreemierdagh which they can regulate credit rela-
tionships.

In particular, my main concern is to analyze firperformance under the hypothesis
that bank-firm interactions are driven by the mutgapacity of creating credible incen-
tives/threats to keep the relationship going othemthan by the presence of net worth or collat-
eralizable assets.

The credit market | have in mind is still charated by asymmetric information, but en-
tails the possibility for the banks to discriminamstrepreneurs ex-post upon their being good
long term clients or not, that is, their financimgthod is inspired to relationship banking. Then, |
want to study what happens at the aggregate lelkehvbanks has to deal with many different
clients in a situation of asymmetric informationdadecide to cope with this problem relying on
relationship banking rather than on a pure asymaoiaformation arrangement.

The economy is populated by a large number of bgéreous entrepreneurs that are dif-
ferentiated by their productive capacity and tlogiportunistic attitude, allowing them to be ei-
ther opportunistic or honest: the former will use amount of credit obtained to private purposes
and will not give back the loan to the bank, wiiie latter will always meet their obligations in
case they obtain positive end period profits.

As usual, the bank is not able to discriminate mbe-doetween the two types of entrepre-
neurs the first time it meets them, but is ablesttognize honest entrepreneurs as long as the re-
lationship continues.

Then, the bank is willing to offer these entrepresebetter financing conditions: in this
way entrepreneurs are given the incentive to sitytive same bank for long time, since any rate

they will be offered from “outside” banks will beeater than the one they are receiving. For
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those entrepreneurs, the relationship with the batkbreak up only in case they achieve nega-

tive profits and exit the market.

The reason for modelling the credit market follogvithe relationship banking rationale
comes from the recognition of the increasing irgene both the empirical and theoretical litera-
ture regarding such financing choice.

Nonetheless, the models that theoretically anaRBerely on the RA assumption and
limit their scope to the understanding of the miotechanisms that govern the framework in-
stead of complementing the analysis studying theroggonomic effects of it. In particular, the
efforts in studying the macroeconomic effect of & be mainly reported to the credit view lit-
erature — the consequences of monetary policy okshdending activity and consequently on
the financial structure of the firms — or can bafewed into works analyzing the impact of bank
defaults on the economy and in particular on tlabikty of firms involved in a Relationship

Banking with those banks.

3. An overview about Relationship Banking

Relationship Banking can be defined as “an implimitg term contract between a bank
and its debtor” (Elsas, 2005): the uniqueness ofi gun agreement comes from some critical di-
mensions.

The relationship lending contract impliespeated interactionbetween agents, through
which the bank is able to conduct investment mainitp

Therefore, investment monitoring translate into dbhievement of customer-specific in-
formation which is not publicly available.

Long term interactions combined with private infaton in turn implies the possibility
of benefit from intertemporal informational reudapi(Boot 2000). Indeed, Relationship Bank-
ing can be interpreted as a particular agreememthich both parties’ knowledge comes from
interaction, and such a knowledge cannot be puechasachieved in any different external way.

For, all these elements result in a close and tgjationship, peculiar for itsnplicitness
the enforcement of loan terms is endogenous rétiaer exogenous , that is, the threat of termi-
nation and the consequent benefits’ loss is sefiicio make both parties keeping their promises
and making the relationship long lasting, not inirnd) any external form of regulation.

As pointed out by Rajan (1992) these kind of relahips “may evolve in situations
where explicit contracts are inadequate, but a teng interaction between two parties is mutu-
ally beneficial”; moreover, the agreement on theualbenefits arising make firms and banks

willing to make some sacrifices to obtain futureékits (Ongena, Smith 2000).
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In the credit market, Relationship Banking is intpat since it facilitates the information
exchange between banks and borrowers, and it coestyg eases the resolution of asymmetric
information problems.

Having superior information that others financieasinot have, the bank is able to easily
face each period adverse selection difficulties] amtigate moral hazard problem through con-
tinuous monitoring.

Further, thanks to banks’ informational competitagvantage, firms involved in rela-
tionship lending have facilitated access to cresliice the close interaction implies reputation
building (Petersen, Rajan (1995); Berger, Udell9&)%: “since repeated lending from a bank
provides credible certification of payment abilibgrrowers may establish a relationship in order
to gain a reputation for making timely loan payns&©ngena, Smith 2000).

The amount of private information accumulated aere enables flexible contractual
forms and facilitates long term contracting; inntucontractual flexibility results into loan rate
smoothing: it can be the case that either the $icaepts higher initial loan rates versus the prom-
ise of a lower permanent future interest rateshembank accepts to offer lower initial rates to at
tract new clients with the hope of making them gxer time.

In this line, it has been demonstrated (PetersehRegjan (1995); Berger and Udell
(1995); Bharat et al. (2004)) that the longer @latronship a firm has with a bank, the easier for
it to get funds and the lower the interest rate@bc

As for the moral hazard problems, Rajan (1992) esghat private information accumu-
lation helps to establish commitment since inforrhaaks are able to exert some influence on
firm’s behaviour in that the threat of breaking fifhding leads managers to accept positive net
present value projects.

All these micro benefits taken together drive thermmy toward an equilibrium charac-
terized by lower aggregate financial costs andeeduwredit rationing (Sharpe, 1990).

Though, Relationship Banking can also be a costlivity for borrowers since two dif-
ferent problems can rise.

Sharpe (1990) argues that banks’ informational ahge make them behaving like a
monopolist, holding up its customer from findingeaper finance elsewhere: high quality firms
that give up their current relationship and tryrase credit from outside uninformed banks, are
bunched with low quality firms and are offered woisterest rates. In this way, informed banks
are able to charge high quality firms with abovsetdnterest rates as long as these rates are lower
than the worse outside ones, extracting monopalisre

Actually, the empirical evidence seems to find apport for such claim: recalling Pe-
tersen and Rajan (1995), Berger and Udell (1995pr& et al. (2004) works, they find that
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longer financing relationship lower the cost ofrewing, contradicting the hold-up hypothesis
of higher loan rates. On the contrary, in caseesy\concentrated markets, Elsas (2005) notices
that Relationship Banking grows along with concatidn, supporting the view that monopoly
power fosters Relationship Banking.

The hold-up problem can be mitigated by publiclgnsilling firm's quality (Sharpe
1990), or considering reputation building, thatrespeated borrowing from RB bank increases
firm’s repayment reputation, allowing for easiecess to other sources of finance (Diamond
1991).

Another different cost that Relationship Banking@® is the soft budget constraint, that
is, the incapability of banks to “credibly deny #atshal credit when problem arise” (Boot,
2000): it can be the case that firms during finahdistress times prefer to ask finance to their
relationship bank rather than an outside bank, usrahey know that the inside bank will be
more willing to finance them in order not to logeyous loans. The problem is that borrowers
who realize to have this ex post renegotiation ojpmity, would probably have corrupted incen-
tives ex ante, not exerting too much effort to prevbad outcomes (Boot 2000).

In the theoretical framework, | will design the Ridnship Banking contract taking into
consideration all these features, and in partidiarfact that long term clients have a privileged

access to credit with a lower interest rate.

4. The Model
The theoretical model deals with two different tneants: the first one, the Pure Asym-

metric Information Treatment, is characterized liy impossibility for banks to ex-post discrimi-
nate entrepreneurs, while in the second one, thati®eship Banking Treatment, a contractual
arrangement based on long term relationships igies.

Before presenting the treatments, | proceed wighdiscription of the basic framework

within which they have been developed.
4.1 Basic framework: the Symmetric Information case

4.1.1. Investment opportunities

The economy is populated by a large number of prereeurs (indexed by. Each en-

trepreneur has an initial wealth endowmeft which he can decide either to leave with a bank
earning theisk free interest rat§ or to invest in a productive project.

The gross returrd;, to a productive investment of valbe is formalized as a random

variable characterized as
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) | _{(1+pi)Eﬂ1t with probability o
it —

h with probability 1-o

All the entrepreneurs face the same exogenous Ipifitpaf successq) about their in-
vestment projects. These, in turn, deliver theittetat the end of the same discrete time unit of
investment, and subsequent projects by the sanestimvare equivalent to independent random
draws.

Upon "discovering" a project randomly, the initiabblem for the entrepreneur is to de-
cide whether to invest in the project or to lehisewealth with the bank. To compare the alter-
natives, the entrepreneur considers the end-vdluealth. Hence, from (1), for any amount of

investmenth,, the entrepreneur expectsetod up with

E(li) =h; (1+p)o+k (1-0)

2
@ - hy (L+pr0)

If he decides for the bank rent, his final wealil e

(3) Re = h (1+7)
Thus, the entrepreneur will opt for the investramly if
(4) E(l)2R

which obtains for
(5) ap, 2T,
Therefore, the entrepreneur will invest in the praitve project if his expected rate of return is at
least equal to the risk free interest rate he woeatgkive leaving the amount invested with the
bank.

Without loss of generality, | assume that this é¢to holds for every project; moreover,
it is convenient to parameterize the rate of retafra project in terms of the break-even rate, so

that we have
(6) =k B

with k =21, and k= Ifor the break-even rate of return. We may think;ads an entrepre-

neurs’ personal characteristic that influences#te of return, such as hisanagerial ability.

" Since both alternatives may stretch over timegitld be possible to adopt the net present valterion.
However, in consideration of the assumption thaseqguent productive projects are like independamt r
dom draws, it is more convenient to treat themiogle draw basis.
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Once projects are realized , at the end of eadhgtre computational model takes stock

of the following accounting variables. First, e&ctirepreneurs’ value added is calculated as

{pi [, with probability o
Ye =

(7) : .
0 with probability ( 1- o)

Then, the economy’s GDP is calculated in termyaiie added

(®) %= %

4.1.2. Bank-firm interactions

Given the linearity of the productive technologytuirns out that for alk, =1, each en-
trepreneur is willing to invest his whole initiakalth. The entrepreneur can overcome his wealth
constraint by borrowing from a bank an amolipt such that:
(9) h =A+L

To avoid free-lunch results in the bank-firm redaship, it is also convenient to assume
that whereasA, is employable in a recoverable resource (e.g. ilardplantation project)l, is

only employable in non recoverable inputs (e.gtilieers). In other words, in case the project
fails, the entrepreneur is left just wit#, . Consequently, wheh, > A,
(10) ’ :{(1+ p; ) Wi"[h probabi.li.ty o
A with probability 1-o
As for the credit market, it isopulated by a large number of banks which intecaat-
petitively and operate so as to maximize theirwmath given the risk free interest raffe Banks

do not face any limitation in their financing adtyy apart from their profitability constraint.
In the first place | desiga setup with symmetric information, i.e. in any kdinm rela-

tionship both parties are freely and perfectly infed about the characteristics of the proj&gt (

0), their respective actions, and the project'saut

The bank

Upon granting a loarh;, to the projectl, o), the expected end-value for the bank is

(11) E(V) =(1+ ) Oy 0+ B [1-0)—(1+7) Oy
Wherer; is the interest rate on the loan, d&ds the amount the bank is able to recover in case

of default. The last term on the right represeimésitank’s cost to gather the loan.
The profitability conditiorE(V,) > 0, requires
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o) o)

e
it

Hence, as is intuitiver,it should be higher, the lower the probability of@sso and the ratio

B% . Therefore, the bank's credit policy towards eeactrepreneur will be identified by the
it

triple (r,,, B, , L )-
In order to determine these variables, it shoukt fie considered that in case the project

failed, it would not be possible to recover anythbut the entrepreneur’'s wealth. As a conse-
quence,B, < A, . Since the bank cannot recover more than the \@fldlee loan, it should also
be thatB, < L, . Now, let us defineB; =[3 A and Ly =A; [A; , wheref, andA, can easily be

interpreted as, respectively, the collateral ratd the leverage ratio for the relevant firm. Then,

the profitability condition results

+
(13) 14y, > 1017 OBE
o
from which we obtain the interest rate the bankide willing to charge the entrepreneur
(14) fo> 10 B
O O A

The entrepreneur

The expected net worth of the entrepreneur afeeteered investment is
(15) EOW) =[(1+p)(k + A)= b (1) ]o+ (4 - B)(2-0)
Since all entrepreneurs with > 1 choose to invest rather than lock their wealth lrank, their

next step is to choosebetween borrowing or self-financing. The latter Ig#&e

E(1;) = A (L+p )o+ A (1-0). Hence, borrowing is chosen only E(W,) > E(},), i.e.
(16) i O -B (1-0)=0
where Wi =@ —F; is the operating margin. As a result, for the emteneur to participate in

the loan contract, the interest rate has to be

7) st O
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namely, lower than the difference between the aiet of return and the residual expected value

of personal wealth in case of default (value &)fis

Firm-bank relationship

If we now compare the bank’s and the entrepreneuaisicipation constraints, we see
that both are verified for

(18) r_—‘+1_—0[E1—&js ro<p -9 H
(0) )\i

o O A
Sincep; =k [ /o, a non-empty interval for, exists for

(19) k214229
It
This threshold value ok determines the subset of entrepreneurs that ffardao
choose debt instead of self financing. Notice thistis asulset because this threshold valuéof

is higher than the threshold which discriminatesvieen investment and bank rem¢ £ 1). The

dil‘ferencelzTcy can be interpreted as the hurdle rate imposedbly bredit.
t

It is also worth noting how bank lending affectsatanvestment in the economy: given
that all entrepreneurs witth > 1 do invest anyway, and this set is given exogsiyobank lend-
ing does not change the number of investors leusthle of individual investments of those who
can borrow.

In this setup, | represent credit market competitess as an environment where each
bank is forced to adopt a minimax strategy, andHi reason it will be willing to offer the low-

est possible interest rate. The relevant expredsidicates that this policy requires the ratio

B; /A to be as high as possible, that is, equal to bther words, to compete on interest rates,

banks wish to minimize downside credit risk by mn@ixing collateral relative to leverage.

Therefore, each bank will end up with the samea(peofit) offer (r° :r—t, L, =B, = A)toeach
o

entrepreneur. That is to say, each entrepreneurezaive a loan equal to his own invested and
collateralized wealthis-a-visthe competitive interest ratg .

Finally, the computational model is closed by wleaccounting at the end of each pe-
riod, to be transferred to the next. Clearly, there four categories of entrepreneurs. A propor-

tion o of successful entrepreneurs, and a proportiam df unsuccessful entrepreneurs. Each, in

8 In other words, the net rate of return should calre bank interest rate plus the value at risgesbonal
wealth

31



Chapter 2 — Firm-bank relationship and the macroemoy

turn, consists of a subgroup which was self-finan¢ie <1+1_T0) and another which was
It

1-o0

bank-financed k; >1 + ). The previous formulae yield the end-period weal each cate-

T
gory.

Note than one category, the bank-financed unsafidego bankrupt, that is, they end up
with zero personal wealth. These are driven ouhefsystem and replaced next period with rep-
licants with the same characteristics, exceptHerinitial endowment that will be reset alike for
all new entrants.

The remaining categories have positive end-peniedith. These use a share-(t) of
wealth in the consumption of a one-period perihgbod, and save the rest as next period ini-
tial wealth. Note that one of these categoriess#iefinanced unsuccessful, is left with the same

initial wealth; hence consumption entails less et be transferred to the next pefiod
4.2 Pure Asymmetric Information treatment
The first treatment is characterized by the presefan information asymmetry (Al) in

the form of hidden action (opportunistic behaviocam)the part of the entrepreneur.

The entrepreneur

We now assume that the entrepreneur, once rectsieddan, can employ it so as to sat-
isfy some personal non-productive needs (e.g.ngiaivilla on his ground instead of a planta-

tion) which give him a certain benefit:

(20) Uit =0 G

Wherec; is the total amount of resources he employsHfemion productive purposesy is an
entrepreneur’s personal characteristic not obséuapthe banky, represents the whole benefit

the entrepreneur receives from the non produciti:izima)r:acit10 . This action is neither observable
ex ante nor verifiable ex post, and it dissipatesraployed resources.

What is of interest here is to study the conditiander which the entrepreneur will use

the borrowed resources for his own sake,gG.e= A + L, . First, the problem is relevant only in

case the entrepreneur decides to apply for a anmitting himself to employ it in production.

Hence the entrepreneur should own a productiveeprdp be submitted to a bank which can still

° For simplicity | do not report here the expressidrall different end-period wealth values that are-
bedded in the computational model.
% For simplicity and comparability with the investmechoiceu; can be regarded as a total index of the

personal benefit with non explicit consideratioriteftime duration and distribution.
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observe its characteristidg, () ex ante. These characteristics should also makewing pref-
erable to self-financingE(W, ) > E(};).

Second, if the entrepreneur choosgebe also plans to enjoy the whole benefitind to
default with the bank with no resources beingdefr. Since by assumption any productive pro-

ject dominates bank renE(T;) = R, , the incentive for choosing arises if
(21) up 2 E(W) 2 Ek)
We know that the second relation is verified fgro); =B (1-0)= 0. Since, in terms
of personal wealthy, = (1+A; )4 , we have that the whole incentive condition hdtis
@ (1+X) 2 o\, B (1-0)
that is,

> WA —B (1-0) _ +

22 =
(22) 14\, O

All the entrepreneurs witla) = cqt will behave opportunistically and default on theiir-

ligations with the bank. Moreover, it is clear thfa threshold value ; depends inversely on the
interest rate;. In fact, a higher interest rate makes the pradegiroject less attractive (the op-
erating margiry is lower) and opportunistic behaviour is triggesdower levels of the per-
sonal attitudew .The personal value at risk in the bank contrg€l, — o), works in the same
way.

The dependence of opportunistic behaviour on ttexést rate (and on the loan contract
conditions more generally) is a typical featurenoddels of bank-firm relationships with Al.
However, for baseline implementation, it is coneenito introduce the following simplifying as-
sumption. Lety** the threshold value that obtains at zero intemdst, i.e.

P 0?‘| ﬁ (1 0) (,q**

(23) Toh =

Then | specify the distribution of the personalreltteristics among the entrepreneurs as

a binomial one with
0 1-0
W = "
(24) wzw ¢

Clearly, sincewy** is greater than any threshold valug® with positive interest rate, there is a

fixed proportiong of entrepreneurs who behave opportunisticallydoy positive interest rate
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charged by the bank. These prefer to enjoy thaiouees and leave the market. They are re-

placed by new ones randomly chosen in the spapersbnal characteristics.

The bank

As already mentioned, in this context the bankoie 0 observe neither the behaviour of
the entrepreneur nor his own personal characteridtinetheless, | let the bank know the propor-
tion of honest and opportunistic entrepreneurs.nJlitesets the interest rate that maximizes its
expected worth for any loan.

In calculating this expected value the bank haske into account that in case the entre-
preneur behaves opportunistically, it will not ddeato recover any amount and it will incur a
loss equal to the cost of gathering the loan. Hetlwe expected value of any loanunder Al

turns out to be
(25) EM) =[(1+ %) Lo+ B (1-0) - & (1+7) J(1-9) -kt (7)o
The profitability conditionE(\7it) >0 requires

(26) 14f 2179 B
0(1_([.)) (0} )\i

This is the same result as in the case of symmiafiacmation up to the Al riskp. By the
same reasoning, we can still say that the banksetls =\ = 1, and that competition drives the
rate to the equality threshold.

As a result the bank will charge each entrepretteAl interest rate
__h+o
o(1-9)

Clearly, this interest rate implies a positive Adkr premium, increasing ip, over the purely

(27) f

competitive rater,” .

These, too, are typical results in the Al literatuhat is,
» the Al rate is higher than the purely competitiser
« the Al risk premium is equally charged onto alkalis.

In turn, these results entail that

« the pool of applicants is reduced, in fact the pabidity threshold for entrepreneurs to apply

for a bank loan shifts frorg; 21+1:_0 to k = ! [1+(:pJ+l:_o 1,12
It Q-9 ® t

1 Since projects' characteristics are randomly ibisted across entrepreneurs, we exclude that thig m
change the opportunistic proportign
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* honest entrepreneurs suffer a loss in the valudef project as a consequence of the pres-
ence of opportunistic subjects

» the Al rate, being higher than the competitive ratinforces the incentive to behave opportu-

nistically (the threshold valueq*t falls, though, under our assumptions, this dog¢schange

9.

4.3 Relationship Banking treatment

The previous considerations lead us to introducglaionship banking (RB) agreement
between the entrepreneur and the bank.

Suppose it is the first period a bank meets areprégneur: it will charge him the Al in-
terest rate because it knows nothing about himwéder, once the project has been realized, the
bank is able to discriminate its incumbent clients:

» non defaulters are surely honest

» defaulters are partly unsuccessful honest andypaptportunists

» unsuccessful honest entrepreneurs are observablasagpportunists since their projects
leave their initial wealth as recoverable assetred®the latter do not.

Therefore, opportunists and unsuccessful hones¢@eneurs are redlined forever and
exit the system as they no longer possess emplyarlth. The successful honest are willing to
renegotiate their interest rate so as to get rithefAl risk premium. Is this renegotiation in the
bank’s interest?

ComparingE(V,) with E(\7it) we see that, under the pressure of competitioanfiing

a project with rtc or f; yields the same (zero) end-value for the bank.céerven though the

bank knows that a client is honest, it has no $igeicicentive to charge the purely competitive
rate. On the contrary, knowing that if the clieaeks to move to a new bank he will have to pay
the "first-entry" Al rate, the bank has the oppaity to retain the client through offering the
slightest cubelow the Al rate. Of course, the closer the tatthe Al rate, the larger the rent the
bank extracts from the honest entrepreneur. Ttusitsdn reflects the problem of "the capture of
the client" that the RB literature indicates asoagible costly counterpart of the benefits of the
relationship. Note, however, that this situatiomifests itself in its most severe form to the ex-

tent that there is no information flow about cleatross banks. As a consequence, banks are un-

12 Recalling our previous explanation of how bankdieg affects aggregate investment, the consequence
of Al is therefore not to be seen in the numbeprajects realized (all projects wikj> 1 are still realized)

but in the smaller subset of levered (i.e. largaescinvestments.
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der competitive pressure only for new entrants,dmitas information monopolists with incum-
bent clients.

Here | shall assume that there is room for somgabdaing about the level of the interest
rate in the interval lﬁc,r]]. As in Rajan (1992), | assign both agents an erogs bargaining
power,b. for the bank and ¢b) for the firm. The bargaining power counts for e reputa-

tion; then, the RB interest rate will be determimesd
(28) it =h 0 +(1-0)G°
To put it differently,ritR is the result of bargaining over the risk premitent to be left to
the bank:
i =R+ (7 -1 %)
If we assume that both parties have the same lmnggbower, and that this distribution

of power is the samé@s-a-visall clients, the RB interest rate becomes

(29) i =ﬁ[?—;<2—¢)+m}
| expect that simulations of these different setaped some light on some aggregate
properties of the economy regarding:
« the dynamics of aggregate output (i.e. aggregatesiment financed in each period)
« the dynamics of aggregate wealth (i.e. reinvestefitp)

* the rates of default

5. Simulation Results
The previous framework have been designed to tabkigproblem of how heterogeneity

of entrepreneurs influences the well establishedltgin the literature that points at the superior
ity of RB regime against PAI.

In particular, here I'm interested in understandimgether introducing heterogeneity
these results are still robust or loose validitgreover, | want to test how the economy behaves
over time when the bank is faced with heterogeneotiepreneurs and with a different arrange-

ment through which solving asymmetric information.
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| start by imposing that entrepreneurs’ charadies$; are drawn from a normal distri-
bution with ¢/=51,25" and 0 =1: the entrepreneurs will differ in their rates eturn that

eventually will condition their ability of repayirtfpe loan.

Not only, entrepreneurs will result differentiatedtwo different pools by their personal

characteristic: as already discussed, those whe ﬁawi(h gj

1-9 T

t
for bank financing, while the others will self fimee investing previous period final wealth.

1-o
+ —_—

I

= 51 25 will ask

Recalling thato, =k dt— the last assumption translates in specifying ¢indyt entrepre-
o

neurs with o EE [—Tt— will ask for a bank loan, while those Wit[‘rs p < E dﬁ will remain
g g g

wealth constrained.

At the end of each period, Banking Financing emgapurs have to repay the loan, and
in case of bad luck they can incur in failure, a&xit the market, just because of the debts’ bur-
den. Notwithstanding, if they are Relationship Bagkfirms, they have more probability of not
failing thanks to better credit conditions that mslkess heavier the debt repayment.

Moreover, | suppose that only Banking Financingeprieneurs can either be opportunis-
tic or not since there is no mean of having oppustic Self Financing entrepreneurs.

At the end of each period, opportunistic entrepuesievho defaulted the loan, exit the
market and the new entrants are perfect copidseofiting ones, but for their level of opportun-
ism. Indeed, | assume that in each period the appiem characteristic is redistributed among
the new entries, still keeping the aggregate prigoconstant.

As for Self Financing entrepreneurs, they do notycthe risk of exiting the market be-
cause in case of misfortune they are not goingate tprofits but they are not even incurring any
loss due to loan obligations.

In the very first periods of the simulation exeegisendow all type of entrepreneurs with
the same initial level of wealth and with the saeeel of interest rate, so that heterogeneity in
the wealth levels and the interest rates chargédixise only because of entrepreneurs heteroge-

neity.

Since | am not interested in empirically validdte todel, | do not calibrate the model

and the structural parameters do not pretend tenfyarically plausible. Then, the focus of the

13 The value corresponds to the break eiElerﬂssumingF =0.01, 0=0.75 andp=0.2
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analysis is on the qualitative dynamics of the aystwhile results will be analyzed from a quan-
titative point of view only to assess treatmentgpexiority in terms of aggregate output and
wealth levels.

The tables you will find in the following are constted upon Montecarlo simulations of
each treatment.

Therefore, baseline simulations have been reatiefedring to the following constant pa-

rameters setup:

Number of periods 400
N Number of firms 100
g Probability of success 0.75
r Risk free interest rate 0.01
@ Proportion of opportunistic 0.2

entrepreneurs
d Bargaining power coefficient 0.5
z Consumption coefficient 0.75

Table 1: Parameters set up

As for aggregate output and wealth, | will both lgme their quantitative differences
across the two treatment and the differences irsttogt run qualitative dynamics, thus | filtered
the series through the Hodrick-Prescott methodssio forget about the long run trend.

Regarding the default rate, | compute a Failurexndefined as the sum of all honest en-
trepreneurs achieving negative profits over thaltoumber of debt financing firms. Notice that
just considering entrepreneurs who ask for a laaurtife computation of the index, we can have
an idea of how better financing conditions help th&icky entrepreneurs since we presume that
a lower interest rate will enable them to achiessifive profits.

Section 5.1 presents the results of the simulatéimed at comparing the static and dy-
namic performance of the two previously presentedtinents; instead, in section 5.2 I'm offer-

ing the evidence of how the system performs fdiedint level of thé parameter.
5.1. Pure Asymmetric treatment versus RelatignBainking treatment

Simulation results show that both treatments predaic output series displaying long

term growth:
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Figure 1: Aggregate output (logarithmic values)Ralationship Banking (a)
and Pure Asymmetric Information (b)

At the macro level, after the implementation of iM@coxon test at 95% significance
level, it is possible to demonstrate that GDP sededer Relationship Banking and under the

Pure Asymmetric Information regime do not signifitta differ. The same results holds for what
concerns aggregate final wealth.

Output Wealth
RB treatment 53.86 54.77
PAI treatment 53.76 54.67

Table 2: Average aggregate output and wealth levels
(logarithmic values)

The result is at odds with the theoretical presiummpasserting that a Relationship Bank-
ing regime performs better at the aggregate lesed @aonsequence of better credit conditions.
Nonetheless, the RB regime is characterized bygatine correlation between the level of wealth
and the interest rate, suggesting that a decreathe iinterest rate does foster firms’ cumulative
capacity.

In order to shed light on the reason why this bieradfeffect doe not spread to the whole

economy, it is worth considering separately thdgoerances of the two types of entrepreneurs
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who populate the econorfly Remember that the presence of asymmetric inféomaind the
consequently higher interest rate, reduces the giaapbplicants for bank credfit so that we have
part of the entrepreneurs producing self financifigis pool of entrepreneurs can incur in bad
luck too, but since they do not have any kind dftdabligation, they are not compelled to exit
the market. The effect is that they continue grawand producing but for periods of misfortune.
Following Table 3, under Relationship Banking Bffrfs perform better with respect to
the Pure Asymmetric framework, while SF firms’ autt@nd wealth remain constant among the

two treatments.

BF firms SF firms
Output Wealth Output Wealth
RB treatment 135 13.8 53.9 54.8
PAI treatment 11.6 11.8 53.8 54.7

Table 3: Average aggregate output and wealth IdeelBF and SF firms (logs) under both treatments

This confirms that better credit conditions endbi@s to accumulate more and consoli-
date. In particular, better credit conditions eraBF firms to consolidate and enhance their
probability of becoming big ones. Indeed, the agerdimension of each BF firm under RB re-

sults to be higher than under PAL:

BF firms

Average wealth

RB treatment 10

PAI treatment 7.9
Table 4: Average BF firms’ wealth (logs) under RBI&PAl

Comparing Table 4 and Table 3, it stands out thettet is no sharp difference between
average BF firm dimension and average aggregate/@&ffth under RB, that is, it is very likely
that the BF firms’ size distribution results to hight skew. Indeed, average skewness for BF
firms’ distribution is 6.1, while the kurtosis i94The RB regime translates into having few big
firms and a multitude of small ones. The particdaadit arrangement is such that big firms are

helped growing fast&t while small firms are helped not exiting the meirk

' To avoid redundancy, from now on Banking Finana@ntrepreneurs will be labeled as BF, and Self Fi-
nancing entrepreneurs will be labeled SF.

!> Remember also we assume that all the entrepredeaige for the productive investment, that isgall
trepreneurs havg, > 1

'8 Under the RB arrangement, BF firms wealth’s avergipwth rate is 36,3% while under PAl it is 28,1%
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The same pattern is recognizable in the PAI treatpeut while the skewness of BF
firms’ size distribution is almost unvaried Bky= 5.95), the kurtosis is smaller {ka= 38),
that is, there are less big firms than in the resicase.

Notwithstanding better credit conditions, the cuative potential that BF firms acquire
under RB does not translate into a long run ougpawth; indeed, SF output grows constantly
over time, while BF output is stuck into a well ishefd corridor. That is, the debt prevents firms’
output from displaying long run growth because ggravates firms’ insolvency in bad luck

times.
PAI - GDP BF firms

RB - GDP BF firms

32t B 32t

Time Time

RB - GDP SF firms PAI - GDP SF firms

0 50 100 150 200 250 0 50 100 150 200 250
Time Time

Figure 2: average output for BF and SF entreprenender the two treatments

Indeed, in case a BF firm incurs in bad luck, ifldtes not have the resources to meet its
obligations, it leaves its wealth with the bankgldees default and exits the market. Eventually,
this translates into an output loss, that it carn@tecuperated by new entrants since they are en-
dowed with lower wealth levels than those exitiligis happens for any credit regime, thus it
can be argued that any banking financing regimédifirms aggregate productive capacity in-
stead of promoting it.

Before going into the analysis of the macro dynamémother result deserves attention.

I would expect firms’ default rate in the RB regitteebe lower than in the PAI one. In-

stead, the two Failure Rates are almost the samwe $iR,, =14,32% and FR,,, =14,3%.

This result combined with the better performancpeeienced by BF entrepreneurs in RB sug-
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gests that, given our framework, lowering the fitiag cost has a positive effect in what con-
cerns firm's cumulative capacity, but does not hthee same positive effect in reducing firm’'s
default risk.

Even though the previous findings show the efficieaf RB in enhancing BF firms, the
beneficial effect does not spread to the whole esgnbecause BF firms are too small and their
contribution is too little with respect to SF onéxdeed, SF firms’ output and wealth constitute
the 99% of total output and wealth, so that thenea room left for BF entrepreneurs to influence

aggregate economy.

The peculiarities shown in the previous paragrdpracterized economic dynamics too.
Under both the treatments output displays cyclftadtuations, which variability does

not differ across them.

Output Varianceg Wealth Variance
RB treatment 0.11 0.006
PAI treatment 0.11 0.006

Table 5: Output and wealth variability

Nonetheless, if we analyze the behaviour of theeseseparating BF firms and SF ones,
the homogeneity in results does no longer hold.

In particular, Table 6 shows the variances of BE &k firms’ aggregate output and

wealth:
BF firms SF firms
Output Wealth Output Wealth
RB treatment 2.04 2.19 0.11 0.006
PAI treatment 1.53 1.42 0.11 0.006

Table 6: Wealth and output’s variances for BF aRdiBns

Notice that output and wealth volatility for SKnfis are identical under both the hy-
pothesis; moreover they are identical to aggregatput and wealth’s variances as Table 5 testi-
fies. On the contrary, BF output is much volatiletiie RB regime than in the PAI one, and the

same holds for wealth dynamics.
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To shed some light on this discrepancy and expleraggregate dynamics, | regress the
volatility of aggregate output on the volatility BF and SF outplt The presumption is that SF
output plays the major role in determining bothraggte output’s magnitude and dynamics.

Results are presented for both the treatments.

RB treatment: OLS estimates; 241 observations
Dependent variable: vary
HAC Standard Errors, Band width 4 (Bartlett’s kedjn

Coefficient Std Error t p-value
const 1,2745e-09 3,55526e-08 0,0358 0,97143
varbf -3,52895e-08  9,84002e-09 -3,5863 0,00041 7
varsf 1,00002 1,12474e-05 88910,7849 <0,00001  **

Table 7: regression results

As for Relationship Banking, aggregate output \litatis significantly explained by SF
and BF output variances. SF output variance pesjtiwontributes to aggregate volatility: in par-
ticular, a change in SF output dynamics is trargl@to a proportional change in aggregate out-
put dynamics, being thearsfcoefficient equal to 1. The BF output volatilitysha negative coef-
ficient, suggesting that an increase in it traeslainto a decrease in aggregate volatility.
Nonetheless, though significant, the influence Bfd/namics into aggregate one is so small that
we can say that aggregate dynamics is not detednip®F one.

The PAI framework almost replicates these findings:

PAI treatment: OLS estimates; 241 observations
Dependent variable: vary
HAC Standard Errors, Band width 4 (Bartlett's kadjn

Coefficient Std error t p-value
const 8,94563e-06 1,14803e-05 0,7792 0,43663
varbf 1,44097e-05 9,51884e-06 1,5138 0,13140
varsf 0,998518 0,00096418 1035,6141 <0,00001  *7

Table 8: Regression results...

Here, BF output variance results not significanexplain aggregate output dynamics.

" Output volatility has been obtained calculatingmaving variance over a 10 periods window for edkh f
tered output series.
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BF output dynamics plays such a small role in deitging aggregate dynamics because
BF firms are too little and their contribution thet aggregate is too small with respect to SF
firms.

Moreover, the higher BF volatility under RB is tlkensequence of BF firms being
greater in RB than in PAI, that is, in RB the firmuhich fail have bigger dimension with respect
to the firms which fail under PAI. When a firm failthe impact over the economic dynamics is
stronger the bigger the firm.

Indeed, if we isolate failing BF firms in the twafmeworks, we find out that failing BF
firms in RB are bigger with respect to the sammgitin PAI. The average initial wealth level of
the latter is 188 while the same magnitude for the former is on ager22.4.

What is worth remembering here is the little inflae BF firms have over the economy,
that is, the economy | figured out is one in whiichhs that can count on RB are in a better posi-
tion with respect to those without favourable crédims; nonetheless, the former are so small
with respect to SF firms that the economic dynansasot influenced.

Then, upon the results already offered, it is rastgible to claim that RB performs better
than PAI. Indeed, aggregate levels and aggregdatility are almost the same in the two treat-
ments.

Notwithstanding, | believe the judgment about tfic@cy of Relationship Banking to be
strongly biased by the presence and the dimengi8i dirms.

The latter are very similar in number to the forptbat is, in our economy only half of
the firms needs bank credit, while the others ate @ self finance investment projects.

Now, let's imagine this is no longer true, and thia¢ aggregate magnitudes would
mainly results from BF firms’ production; then,Relationship Banking still efficient?

To answer this question, let's pay attention exeklg on the series regarding BF entre-
preneurs. If we were to consider a framework inchsF firms’ cumulative capacity was lim-
ited"®, then BF series would represent the aggregatesraiconomy.

If this was the case, the assessment of Relatiprigdmiking would change.

Indeed, BF output is higher under RB; moreoveraegrage, under RB, Banking Financ-
ing firms are bigger than under PAI. Neverthelabg, hypothetical aggregate output in RB
would be nearly twice as volatile as in PAI.

Therefore, aggregate output would no longer be grgwver time.

That is to say that if we imagine a situation inigththe economy is determined by firms

which need banking financing to support their peoj¢he implementation of Relationship Bank-

18 Wealth in logarithmic terms
9 For example, imagine we impose SF firms consurnthair final period value added, so that they were
obliged to invest always the same amount in thelyctive project.
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ing would only be beneficial for what concerns dbsovalues. As for dynamics, the framework
would entail a higher degree of volatility and wod run growth. Then, under the hypothesis of
Relationship Banking there is a trade off betweetpuat level and output dynamics.

5.2. Robustness check

In order to check for the validity of my results, the following | present the results of
MonteCarlo simulations run for each treatmentnetthed parameter changing.

The rationale for letting change is to analyze whether the results are toklien the
surrounding economic conditions change for firmdow 6 value would mean firms are passing
through difficult times, while the opposite woultply firms are experiencing a favourable eco-
nomic environment.

In the analysis, | will disregard extreme situatiaapresented by values lower than 0.5.
Indeed, since entrepreneurs knows the probabilidetault, it does not seem plausible to assume

they are willing to undertake production knowingttthe enterprise will most probably fail.

Mean y Vary
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54 — 35
52 3 4\\
2 50 25
i ° N\
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40 0 —
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Figure 3: average output (logs) and output varidacencreasing parameter
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Figure 4: average wealth (a) (logs) and wealthavaré (b) for increasing parameter,
under both PAI and RB
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Figure 6: average output (a) and wealth (b), weatiance (c) for BF entrepreneurs — increasing
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MonteCarlo simulations confirm previous results.

Average aggregate output and average aggregatehwagal not significantly different
across treatmerifs The two magnitudes increase as long as the piliilpail success increases,
but their growth pace decreases within the samenpater’'s window.

The same is true for what concerns SF entrepren€hesaverage output produced by SF
firms is not significantly different under the hythesis of RB or PAI, nor their aggregate wealth.

As for the variances of the previously cited seriegtice that they follow the same de-
creasing pattern. Having the probability of sucdeseeasing directly translates into a decreasing
probability of default for SF firms. Indeed, thdgens do not bear the burden of the debt, and in
case of misfortune they do not lose their initisalth. As a result, their aggregate wealth does
not experience high volatility, and in particuladecreases along with the probability of success
increasing.

Since SF firms strongly influence the aggregateelleaggregate output and wealth are
similarly stable and follow similar variability’sgterns (Figure 5-6, panel b).

Indeed, at the aggregate level, and as for SFpetmeurs, there are no reasons to assert
that a Relationship Banking regime performs betiéin respect to a PAI one.

Notwithstanding, if we concentrate on Banking Fitiag firms, some interesting results
stand out.

First of all, notice that the output produced bgdgh firms and their aggregate wealth
grows nearly exponentially under both treatment®ag as the probability of success increases.
Though decreasing along with BF entrepreneurs have a higher return rate veifipect to SF
ones. Moreover, at each period they invest twogitheir initial wealth, so that if they are lucky
they yield more than SFs do. The result is thatrwtie probability of success increases, their
aggregate wealth and output increase at a higtoer\wah respect to SF.

Moreover, ford values lower than 0.6 there is no significantetiéhce between RB and
PAI with respect to both BF output and wealth. Tdositradicts previous results that point at the
superiority of RB for BF firms. Fod values higher than 0.6, things revert and the &pme en-
ables BF firms to perform significantly better thamder PAL.

Hence, it is possible to claim that RelationshimBag results not particularly helpful in
bad times, when the probability of success is laWile it succeeds in enhancing firms’ growth
in relatively good times. In particular, the diffeice between BF performance in terms of aggre-

gate wealth and output produced, deepens alongtidtincrease i@, that is, in good times RB

2 For the entire paragraph, difference’s signifieahas been assessed through the implementatidre of t
Wilcoxon test at the 95% significance level.
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produces an accelerating growth mechanism. Ondhtary it does not help firms that already
pass trough difficulties.

Furthermore, it is worth noting that the varialilitf BF wealth under RB is permanently
and significantly higher than under PAI. Along withe growing efficacy in terms of aggregate
levels, Relationship Banking implies higher degoéolatility for BF firms. As the probability

of success increases, the trade off between |lexkstbility worsens.

6. Conclusions

The model presented in this chapter was aimed a@yzing the macro dynamics of an
economy characterized by asymmetric informationemvitve introduce the hypothesis of hetero-
geneous entrepreneurs and we endow banks withosehjlity of ex post discriminating good
entrepreneurs and offer them better credit contitio

My starting point has been the credit view literatuwhich claims that the way in which
firms finance their activity and the contractualasmgements chosen for it, has a great impact in
explaining economic fluctuations.

I endorsed this view, and in particular | focusedRelationship Banking as a possible
contractual arrangement through which solving potsl connected with asymmetric informa-
tion. Relationship Banking consists in offeringvileged access to credit and better financing
conditions to firms which undergo a long term rieliaship with their banks. The empirical litera-
ture demonstrates that these long term relatioharese reputation’s effects through the possibil-
ity of constant monitoring, and that most of thadithey translate into a concrete lowering of the
interest rate charged.

The theoretical models that tackle the issue sudgbessuperiority of Relationship Bank-
ing with respect to a situation in which banks @ mave the possibility of ex post discriminat-
ing entrepreneurs. Nonetheless, these models aneldd on the hypothesis of the Representative
Agent, so that their conclusions can be questioMateover, none of them shows concerns
about the impact of having relationships reguldtgdRelationship Banking on the macroeco-
nomic dynamics, that is, whether the hypothesisi@gmices the macro stability or not.

The theoretical framework developed here is basethe basic principles of the asym-
metric information mark and seeks to explain whetmitting heterogeneity among entrepre-
neurs and RB contractual arrangements enhancesnal@rstanding of the macro dynamics in
asymmetric information environments.

| assumed entrepreneurs to be heterogeneous imtheiagerial capacity, which in turn
implies different rate of returns over investmentd in their opportunistic attitude. Entrepreneurs

with a rate of return higher than a well specifieceshold value refer to the bank for financing,
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while the others invest self financing. Among tlanking financing entrepreneurs, at each period
there is a fixed fraction of opportunistic that iiameet their obligations with the bank. Then, |
set up two treatments: in the first one banks dohawve the possibility of discriminating oppor-
tunistic and non opportunistic entrepreneurs, gipyathe same interest rate to all. In the other,
banks discriminate good entrepreneurs as the oheshave always been repaying their loans,
and has the possibility of offering them a loweerest rate. Investment projects could incur in
bad luck, which finally influences the capacitygafod entrepreneurs to give back the credit.

The model has been simulated upon a constant gerameters, and in particular | as-
sumed the proportion of opportunistic entreprenéarbe constant and known by the bank, as
well as the risk free interest rate and the prdhgluf success to be equal among the population.

Since | was interested both in the quantitativduation of RB superiority with respect
to a pure asymmetric information framework andhe gualitative dynamics analysis, | com-
puted aggregate output, aggregate wealth, avenage fvealth and a default rate index for both
treatments. Therefore, output and wealth series baen filtered to concentrate on short run dy-
namics.

Assuming entrepreneurs’ heterogeneity implies Il each of them has a different rate
of return on the productive investment and thay tt@n be grouped into two pools, separating
Self Financing entrepreneurs from Banking Finanangs.

Contrary to the theoretical presumptions, Relatigm&anking results not to be superior
to the PAI treatment since average aggregate oulpes not significantly differs across treat-
ments. The reason for this is to be found in therdogeneity previously mentioned. Indeed, the
presence of Self Financing entrepreneurs nullifiespositive contribution of RB: aggregate out-
put is mostly determined by SF output, while BFdurction contributes only marginally. Sepa-
rating the contribution of the two types of enteprurs, BF entrepreneurs perform definitely
better under RB with respect to PAI, with bothpuitand wealth levels higher in the first case.
This confirms the presumption for which better drednditions translate into a higher produc-
tive capacity and a higher accumulation capacignéheless, simulations results show also that
this favourable impact does not spread to the fnitibaof default, since the value of the Failure
Index is similar among treatments. Indeed, RB aeament performs well in enhancing firms’
growth, but do not prevent them from failing.

Separating BF output and SF one, one result stamddNone of the two treatments dis-
play sustained BF entrepreneurs’ output growtls thi say that any credit regime limits eco-
nomic growth. Indeed, one would expect that und@rtits could not happen. However, notice
that RB impacts over credit conditions, and notrdalie probability of default, that is, favourable

banking financing limits the probability of defauliut does not positively impact on it. This in

49



Chapter 2 — Firm-bank relationship and the macroemoy

turn, combined with the fact that in my model eficim faces the same probability of success,
implies that in each period a fixed proportion iofrs will default, and this productive loss pre-
vents aggregate BF output from growing.

As for economic dynamics, there is no sharp diffeeebetween RB treatment or PAI
one. Both aggregate output and aggregate wealghaglisimost equal volatilities. Nonetheless,
focusing attention on BF entrepreneurs, the vdiigluf the series increases considerably under
RB, while the same magnitude for SF entreprenersains equal.

Indeed, this first set of results highlight twotdistive features of the model.

First, given entrepreneurs’ heterogeneity, it is passible to conclude that Relationship
Banking is the best choice neither for what consehe aggregate economy nor for what con-
cerns macro stability.

Second, if we were to eliminate SF entreprenewstribution and concentrate attention
on BF behaviour, a trade off between absolute wahre economic stability would emerge. In-
deed, RB enhances BF firms cumulative and prodeictapacity, but at the same time it implies
higher volatility. Moreover, whatever the bankingamgement is, BF output does not display
long term growth, that is, RB is not able to enleagmwth.

To go deeper into the understanding of Relation&apking, | performed Montecarlo
experiments letting the parametechange. The rationale for the choice resides aluating the
robustness of the previous results and in asselsiwghe economy performs when the probabil-
ity of success changes, that is, when firms passitih either good or bad times.

Montecarlo simulations almost confirm the impodgibito assert that RB is superior to
PAI at the aggregate level and for what concernsrondynamics.

On the contrary, results show that it is not pdedib verify RB superiority for what con-
cerns BF entrepreneurs forvalues lower than 0.6. Indeed, the credit regimesdnot support
wealth constrained firms in bad times, or, at lefigtoes not do any better confronted with PAL.
During good times, the credit regime acts as a traecelerator for those firms. Moreover, as
for macro stability, as long as the paramétarcreases BF firms’ stability under RB worsen with
respect to PAL.

Then, along with the improvement in the economiciremment, the trade off between
aggregate performance and stability for BF firmdamRB, gains importance questioning the va-

lidity of the credit regime.
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Chapter 3

m

Keynes in the computer laboratory.An Agent-Based mael
with MEC, MPC, LP

1. Introduction

Offer of "authentic" interpretations of Keynegdeas by means of more or less conven-
tional tools and languages is extremely vast. Wiy ane more? Keynes's thought, after many
ups and downs, successes and reversals, contm@e®rt influence on macroeconomics either
as a cornerstone for followers or as a stumblirglfor advocates of different views and theo-
ries (see e.g. Lucas (2004)). Recurrent booms amdps of modern capitalism the ongoing
world financial turmoil is a dramatic examptekeep the idea alive that there is more inGen-
eral Theory(GT, 1936) about the economic system we live in thdra# been caught by subse-
quent "technical developments" (to paraphrase Biartt(2000)), whether in the same Keynes-
ian inspiration or pointing to alternative direct® (Leijonhufvud (2008)). Thus, better
understanding of Keynes's theory is not an issueest historical matter.

The first notorious problem encountered in thgkte that translating Keynes's ideas into
a coherent, formalized theoretical system has semted a formidable challenge ever since their
appearance. Th&eneral Theornpresents a literary model describing the functigndf a com-
plex economic environment, quite difficult to recda with mathematical formalism. Keynes
expressly refused to take this road. Indeed, itddrout to be nearly impossible to disentangle all
the features and the intuitions that contributtheocomplexity and richness of tl&. However,
there is at least one point in Keynes's writingerehthe fundamental elements of his theory are
summarized in a fairly simple and clear picturenaly in the 1937 papefiThe General Theory

of Employmerit(QJE):
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“The theory can be summed up by saying that, gihenpsychology of the public, the
level of output and employment as a whole dependhe amount of investment. | put it in this
way, not because this is the only factor on whiggragate output depends, but because it is
usual in a complex system to regard as the caussnoa that factor which is most prone to sud-
den and wide fluctuations. More comprehensivelgragate output depends on the propensity to
hoard, on the policy of the monetary authoritytaaffiects the quantity of money, on the state of
confidence concerning the prospective yield of dyzissets, on the propensity to spend and on
the social factors which influence the level of theney-wage. But of these several factors it is
those which determine the rate of investment whighmost unreliable, since it is they which are
influenced by our views of the future about which know so little.”(QJE, p.12])

In fact, the three pillars, the Marginal Efficienof/Capital MEC), the Marginal Propen-
sity to ConsumeMPC) and the Liquidity Preferencé ) found their own place in the earliest
systematization effort of Keynes's theory, the I8-imodel put forward by Hicks as early as
1937. On those building blocks, the constructiorKefnesian macroeconomics was erected in
the Fifties and Sixties thanks to the works of Myidhni, Klein, Hansen, Samuelson and many
others who contributed to the so-called "NeocladsBynthesis" (the popular term coined by
Samuelson). However it was soon clear that, orotieehand, those first principles were not eas-
ily reducible to neoclassical first principles, Wehbn the other hand, the more they were "neo-
classicized", the more Keynesian economics wagdrapart from Keynes's economics (to re-
call the terms used by Leijonhufvud's in his cedédd book of 1968 where he brought into full
light the foundational flaws of the Neoclassicahfesis).

The problem is still unsettled. Neo Classical @roits tackled the question by strongly
blaming theGT for lacking microfoundations, where this word hade read as decision making
based on optimization. Indeed, since the releasleeddT, many economists have been claiming
that the work was not suitable for explaining ecaiwsystems because it lacked any microfoun-
dation and was not amenable to rigorous formalrreat. Apart from an ideologically biased
component, it is fair to say that, until recentgynes's methodology has been quite hard to
translate into a formal and quantitative languagegarable to the one developed by the Neo-
classical methodology. Even the most importanhstiaf literature supporting Keynes’s macroe-
conomics in recent times, namely the New Keynes{aae again Blanchard (2000)), seems to
fail to capture the whole complexity of the econoemyisioned in th&T. Although a tentative
reconciliation of Keynesian macro with micro foutidas has been carried out, the behavioural
background that characterizes agents inGhehas been completely neglected. On the other
hand, refusal of any formal and quantitative largguaas turned out to be a blind alley, more
harmful than beneficial to the Keyensian cause.

The aim of this chapter is to take Keynes's oweagdon the business cycle to the com-
puter laboratory and translate them into an Ageasdsl Macro-Model. A first motivation is that

ABM implementations are still in the developmersigs but they prove able to overcome the dif-
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ficulties encountered at Keynes'’s time and untiyuwecently in translating his ideas into a com-
putable, quantitative model. These developmeiitsvals to challenge both conservative Neo-
classicism and nihilist Anti-Neoclassicism on twowgnds. First, progress in the research on mi-
cro behaviours that can pinpoint the foundationsKelnes’ macro framework, that is, the
behavioural rules that guide agents in their densimaking. Second, advances in computational
theories and applications that are rendering ABMhogology a rigorous and reliable platform
to deal with the formidable constructive and intetptive problems posed by complex adaptive
systems.

A second motivation for this ABM treatment of teeonomics of Keynes can be ex-
plained as "counterfactual history of thought". Soge that this model does capture the so-far
least tractable features of Keynes's economics: itegesults can suggest how different Keynes-
ian economics could have been if these resultdbad available from the beginning.

In my stylized interpretative model of Keynes'sdhy, MEC, MPCandLP play the prin-
cipal role as determinants of the business cydegathe lines indicated by the previdQ3E ci-
tation. Moreover, contrary to the Neoclassical 8gsis and subsequent developments, they are
modelled with as much attention as possible, andas® as possible, to Keynes's methodologi-
cal approach concerning decision making under saicdy. This was in fact one of the points, if
not the most important one, of departure of Keyaresgtconomics (and subsequent macroeco-
nomics) from Keynes's econonfits

Here, too, Keynes's thought, before and afteGbeeral Theoryis far from being ame-
nable to simple treatment. However, my methodoklgitioices have been guided by two clear
and univocal positions held by Keynes (again waltipular clarity in theQJE article). First, his
refusal of the perfect rationality hypothesis doethe lack of a rational basis of probabilistic
computation of future states of the worldvhat he, like Knight, called "uncertainty" as oppd
to probabilistic "risk" (in the following | will cmply with this distinction of the two terms,
though today it is no longer uncontroversial). $&kdhe indication of some "ingredients" which
human beings resort to in order to cope with udert, one of which is the weight assigned to
others' opinions. As to the first point, | focusttye role ofMarket Sentimentsimply character-
ized asoptimismand pessimismin the way agents project their present state atoetter or
worse future state, as opposed to probabilistomgdation of future events and expected pay-
offs. As to the second point, assumings Keynes does that each individual knows how little

he/she knows of the future, individual optimism&essm is filtered through social interaction

L Indeed, in th&®JE article Keynes indicates this point as the mogtdrtant point of departure of his own
theory from what he called the Classical (and wktlsa Neoclassical) theory.
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processwhereby it can be enhanced or corrected througtiora meetings with other optimistic
or pessimistic individuals. The interaction procissthe one proposed by Kirman (1993).

As a by product of these methodological choib&s, other key features of the econom-
ics of Keynes that has gone astray along the waynagroeconomics are brought back to the
front stage heterogeneityhere under the dimension of attitudes towardduhge) andnterac-
tion of agents. These two features are also the gdnshai are now called "complex adaptive
systems", a characterization of market economiasmlfrom contemporary natural sciences that
to some authors seems much more appropriate thamftisimple optimized systems" of mod-
ern macroeconomics (see e.g. Colander et al. (2008)

The first next two sections of the chapter provégteoverview and textual evidence of
Keynes's thought on the issues of interest: se@imnabout uncertainty and long-term expecta-
tions and their relationship with economic deaisinaking; section 3 presents Keynes's treat-
ment of MEC, MPC andLP. Section 4 discusses the literature contributafter Keynes. Section
5 introduces the ABM, while section 6 presents &ation results. The last section is reserved for

final remarks and conclusions.

2. Uncertainty, Animal Spirits and Market Sentiment

In the QJE article, Keynes stated very clearly that his pahteparture from the "classics"

concerned the role of uncertainty in human decisiaking

"[...] At any given time facts and expectations wassumed to be given in a definite and calcu-
lable form; and risks, of which, though admittedt much notice was taken, were supposed to be
capable of an exact actuarial computation. Theutadcof probability, though mention of it was
kept on the background, was supposed to be capabdelucing uncertainty to the same calcula-
ble status as that of certainty itself [...] | acctise classical economic theory of being itself one
of these pretty, polite techniques which try toldeith the present by abstracting from the fact
that we know very little about the futureQJE pp. 112, 115).

In Keynes’s view, the problem with classic perféatesight or probabilistic risk is that
agents laclboth the knowledgeand information basis they would need to compute exaatthe-
matical expectations about future events. In hisd&ouncertainty

“does not mean merely to distinguish what is kndamcertain from what is only probable.
[...]The sense in which | am using the term is thaf there is no scientific basis on which to
form any calculable probability whatever. We sim@tynot know” QJE, p. 113).

If this is the case, there is no way to take decssbased on probabilities of future events
since these probabilities are not computable. problem is deemed particularly critical with re-
gard to long-run expectations, which are in tutkeg element in entrepreneurs' decisions about

investment, the pivotal variable in the economicKeynes.
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How Keynes portrays uncertain decision-making akiouestment is generally asso-
ciated with the popular idea of "Animal Spirits"n#nal Spirits have come to denote almost eve-
rything is not fully rational, or even irrationah entrepreneurial decision making. This roughly
irrationalist use of the term is not appropriatey, i$ it appropriate its exclusive associationtne e
trepreneurs. As recently stressed also by Fordaadaviarchionatti (2007), by evoking Animal
Spirits Keynes seeks to denote, not a sort ofiamat optimism of entrepreneurs, but the fact that
human beingé general feelurged to achot perceiving, or positively overcoming, their kaaf
"scientific basis" for decision making as a limibat to action.

“Most probably our decisions to do something pesijtthe full consequences of which
will be drawn out over many days to come, can dr@ytaken as a result of animal spirits- of a
spontaneous urge to action rather than inactioth,nat as the outcome of a weighted average of
guantitative benefits multiplied by quantitativeopabilities” GT, p.161)

“Individual initiative will only be adequate whepasonable calculation is supplemented
and supported by Animal Spirits, so that the thawghultimate loss which often overtakes pio-
neers, [...]is put aside as a healthy man putsatid expectations of death. [...]If the Animal
Spirits are dimmed and the spontaneous optimisterfalleaving us to depend on nothing but
mathematical expectation, enterprise will fade died (GT, p. 162)

As these sentences testify, Keynes's Animal Spimpon closer inspection, are certainly
a distinctive character of entrepreneurs, but greynot limited to this class of people. Moreover,
attention is drawn to the important point that dieei making under uncertainty is not to be
meant as a purely irrational activity, but an attiwhere the lack of the "scientific basis" indi-
cated by probability theory is supplemented by ofractices and tools that human beings do
associate with rationality (see in particuUJE, p. 114). In this sense, there seems to existax cl
analogy with the concept of "bounded rationalityattwas later put forward by Simon (1985)
There is, finally, no doubt, a non reducible, natianal residual:

"It is our innate urge to activity which makes thvaeels go round, our rational selves
choosing between the alternatives as best we #&eadiculating where we can, but often falling
back for our motive on whim or sentiment or chan@T, p. 163§°.

The first conclusion of this preliminary discussis that Animal Spiritper seare not a

sufficient characterization of Keynes's approactdoision making under uncertainty. This point

22 Simon, and the psychological literature that faka, pointed out two intrinsic causes of boundesines
One iscognitiveand is due to limited computational and informatirocessing capacity of human mind
(a typical example is inability to implement opévatlly the axiom of complete pair wise ordering of
preferences in order to maximize utility). The atlsdnformationaland arises as the external environment
does not provide all necessary information. Keysesmed more concerned with latter than the former
cause of bounded rationality.

% The interplay that takes place in brain activighieeen conscious rational reasoning and "intertargh
coming from the unconscious and uncontrolled bsaictors is actively investigated in the so-calledu*
roeconomics"” (see e.g. Camerer (2007))
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will be further developed in the discussion in E&tB of the literature spurred by the idea of An-
imal Spirits. The challenge posed by this appraamtcerns the practices and tools whereby hu-
mans do make their decisions complying with thenany standards of rationality as best as they
cart”. In Keynes's works we can discern the idea thatkimd of decisions are the result of two
motivations: one elaborated by thimgle individual which may be more prone to "whim, senti-
ment, or chance", and the other coming fisial interaction

The first type of motivation is indicated in theepgious quotations by the teroptimism
In a Keynesian world, optimism can be defined as-mmbabilisticconfidenceassigned to a fa-
vourable event or payoff. By contrapgssimisnis the same mechanism applied to an unfavour-
able event or payoff. It may be tempting to sayt #ra optimist (pessimist) assigns probability
one to the most (least) favourable outcome. Naie/gver, that since there is no matter for prob-
abilistic assessment, it is not possible to @yiori that the confidence attached by the optimist
to the favourable event, or that assigned by tlssipést to the unfavourable event, is "too high"
(i.e. these are not simply "wrong" or "biased" bitistic weights). Nor is it possible to infer
that the attitude of the optimist (pessimist) todgathe unfavourable (favourable) event is the
complement to his/her degree of optimism (pessinfisrn the ABM model presented in this
chapter, optimism and pessimism will simply be tiedaas an on-off binary choice between be-
lieving in a favourable or unfavourable event oyqfa

The second type of motivation comes from exposuihers' opinions, since when rele-
vant knowledge is missing people “fall back on filrxggement of the rest of the world which is
perhaps better informed’QUE, p. 114)° The Kirman algorithm that | have adopted for my
ABM allows for a simple and flexible treatment wlergents are characterized by a prior attitude
(optimist/pessimist) that can however been chanigexiigh random meetings with agents of op-

posite attitude. The frequency of changes of altitincreases with frequency of meetings with

24 After Simon, this was the research programme euiibtics and biases" pursued by Kahneman, Slovic
and Tversky (1982)

% The relationship, and distinction, between confitie subjective probability and objective probapili
was deeply investigated by Keynes in his bodR;reatise on Probability1921). In that book, he charac-
terized confidence mainly as a motivation to actibhe inconsistency that may arise by treating ieonf
dence like probability is exemplified by a well-kmo paradox. | am not an art expert. | am preseated
abstract painting and | am asked to say whetheatittgor is Picasso or not. Suppose | answer ttiahk

it is Picasso, but | am not very confident. Cabetinferred that | amery confident that it isiot Picasso?
Certainly not, because this second statement wioybdly that | am able t@xpress art judgements with
high levels of confidence, which contradicts therpise that | am not an art expert.

% This social component of the individual attitudevards the future appears under different cloths in
Keynes's works. For one aspect it may lealand behaviourwhen consciously poorly informed people
just imitateactionstaken by supposedly more informed people (thecglpxample in chapter 19 GIT is
buying or selling stocks as market leaders arerguyir selling). Another manifestation of the same
mechanism is the so-calldabauty conteststill to be found in the financial chapter @fT) when (not so
naive) people base thgirdgementbout the occurrence of future events on otheplp&njudgement about
the same events rather than on independent infarmat
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the other agents. This social dimension of indigididecision making is a key aspect of the shift
of content and characterization of rationality invarld of bounded rationahteractingagents.
As the ABM will show, in this world, contrary todtclassical world of exogenously given prob-
ability distributions, the chance that an eventussds not independent of the number of people
who believe that it will occur. This phenomenorsaaknown as self-fulfilling prophecie’§ on

the one hand provides one explanation and judiificavhy the single atomistic individual lacks
the "scientific basis" to act according to the sieal canons. On the other hand, it makes-it
tional, rather than irrational, to let one own's bel@f$ehaviour be guided also by others' beliefs
or behaviour as these are indeed part of the egemdrating process.

As is in the very nature of the ABM methodologgdaas was indeed Keynes's own aim,
the crucial dimension of analysis is aggregate Yiela, which should be intended as the emer-
gent characteristic of a population of interactiggnts (e.g. Colander et al. (2008), Delli Gatti et
al. (2008)). At the level of optimists/pessimistseraction, the resulting aggregate attitude is a
representation of what is known addrket Sentimetit the "disobedient psychology of the mar-
ket" as a wholeto which Keynes attached great importance in éxiplg sudden changes in the
state of confidence of entrepreneurs, their williegs to invest, and hence economic fluctuations.

It is worth noting, however, that Keynes himselfl diot overestimate such influence and
remarked:

“We should not conclude from this that everythirepends on waves of irrational psy-
chology. On the contrary, the state of long termpesgation is often steady, and, even when it is
not, the other factors exert their compensatingot$f' GT, p. 163).

He just claimed for remembering the role of agemteate characteristics and psychol-
ogy as important factors that help agents themsedlv@vercome the difficulties that the lack of
information presented them with.

In this sense, Keynes in tiigeneral Theorywas depicting the situation of “believably
simple people coping with incredibly complex sitaas” as opposed to Neo Classical economics
which seems to describe “the behaviour of incrgdéohart people in unbelievably simple situa-
tions” (Leijonhufvud, 1996).

3. Protagonists on stageMEC, MPC and LP

As said at the beginning, in tiiRJE article, Keynes identified three main fundamefdaators
in his theory of business cycles and unemploymastely theMarginal Efficiency of Capital
(MEC), the Marginal Propensity to Consume (MP@id theLiquidity Preference (LR)In par-
ticular, the former plays the principal role inudng fluctuations, while the latter play a comple-

mentary part in determining the aggregate outpulle
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They all share a common characteristic, thahisy are “behavioural” magnitudes in that

they are strongly influenced by how agents dead=pe with uncertainty.

3.1. The Marginal Efficiency of Capital

In the GT, lot of effort is devoted to describe how entreygners make their investment deci-
sions. Entrepreneurs decide whether to invest bicamparing theMEC of their projects with
the interest rate: tHdEC is

“[...] equal to the rate of discount which wouldke the present value of the series of annui-
ties [77] given by the returnexpectedfrom the capital asset during its life just eqteaits sup-

ply price”, where the supply price is indeed “fhqg price which would just induce a manufac-
turer newly to produce an additional unit of suskeds” GT, p. 135)

That is to say, th&EC for a particular capital asset as of tiinés that discount ratg; for

which

lz(lif;t)"zpk” i=1 ..
Equivalently, we can use the Net Present Value (NBkmulation, such that

§<1T2>i ~hu=0

Keynes's interpretation is that, if tMEC is greater than the interest rate, it means that

the expected return from investing in the capitaled is greater than the return from lending an
equivalent amount of money at the current interatst (Chick, 1983). Then, prospective profits
make the project desirable and the investmentdeaken. On the other hand, if the current in-
terest rate is higher than th&EC, it is more profitable to lend the money with respto invest it,
so that the project fails to be realiZedeynes also accepted the principle that the tatige
scale of investment, the lower tNEEC?® . As a result, the level of investment in thereway is

determined up to the point where M&C is equal to the interest rate.

27 As is well known from the corporate finance litere, the foregoing is a broad general principlécivh
may not be immediately operative. The first problerthat the NPV equation may have more than one so
lution for p (this occurs if the series @§ is non-monotonic). The second problem is whetherdapital

asset is divisible or not. | shall address theseds in the section on the implementation of thdeaho

2 This principle is controversial too. First, it st be specified whether it holds for a single stweent or
for aggregate investment. For a single investntbetNPV equation makes it clear that the princpliel$
true in terms o¥alue of the capital asséft Py is largercet. par. p results smaller. Yet, ireal terms say

the number of identical capital units of prieg, the principle holds true only if there are int@rdiseco-
nomies of scale such thag falls as the number of capital units increaseent looks at aggregate real in-
vestment across individual investors, externalaisemies of scale must be at work.
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MEC
[* I

Figure 1

Movements of th&MEC curve translate into changes in the investmentaeinNonethe-
less, Keynes asserted that changes in investmardrakare not the result of absolute changes in
the MEC, but to therelative movemendf the MEC with respect to the interest rate. T&C
pulls investment only if it is raising while thetémest rate decreases or does not change, but

“if the rate of interest were to riggari passuwith the marginal efficiency of capital,
there would beno stimulating effect from the expectation of risipgces. For the stimulus to
output depends on the marginal efficiency of a gistock of capital risingelatively to the rate
of interest” GT, p. 143)

Along this line of reasoning, in chapter 22 of tBeneral TheoryKeynes pointed out
that given theMEC being responsible for changes in investment ,ianelstment playing an im-
portant part in determining the employment levietnt aggregate economic fluctuations must be
the outcome of changes in the marginal efficierfoyapital:

“[But] | suggest that the essential characteteftrade cycle and, especially, the regular-
ity of the time-sequence and of duration whichifigst us in calling it ecycle is mainly due to
the way in which the marginal efficiency of capiflaictuates. The trade cycle is best regarded, |
think, as being occasioned by a cyclical changéhé marginal efficiency of capital, though
complicated and often aggravated by associatedgeisain the other significant short period va-
riables of the economic systenGT, p. 313).

Business cycles occur because of sudden changke MEC, and just afterwards they
are aggravated by the remain factors, such adubwétions in the propensity to consume or in
the state of liquidity preferences. If tihEC were not to change at all, we would end up in a
situation of stable long run equilibrium.

Therefore Keynes suggested that what cad#e€ movements is also responsible for
aggregate economic movements. Hence to underdtanousiness cycle is necessary to analyze
what causes changes in entrepreneMdisC.

“[...] The marginal efficiency of capital dependmt only on the existing abundance or
scarcity of capital-goods and the current costrofipction of capital-goods, but also on current
expectations as to the future yield of capital-god@sT, p. 315)
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From this passage we can appreciate how the ndyapiistic motives to action enter
into the determination of economic dynamics throtighr influence over long term expectations
and in turn over th®EC. The different expectations’ formation mechanisdetermined by sub-
jective entrepreneurs’ feelings about the futurd Rlarket Sentiment, lead to distinct expected
profits and finally to distincMEC evaluations. But if entrepreneufdlECs change along with
their spontaneous optimism or pessimism, then amitgthe way in which entrepreneurs face
the future causes movements in the aggregate meastdemand. Again, in Keynes' words:

“It is important to understand the dependencehefmarginal efficiency of capital of a
given stock of capital on changes in expectatifvesause it is chiefly this dependence which
renders the marginal efficiency of capital subjecthe somewhat violent fluctuations which are
the explanation of the trade cyclé3T, p. 143-144)

As suggested by the previous paragraph, the caoeerof booms and slumps is the con-
sequence of the unstable and volatile nature @f term expectations which

“being based on so flimsy a foundation, it is sgbjto sudden and violent changes. The
practice of calmness and immobility, of certaintdaecurity, suddenly breaks down. New fears
and hopes will, without warning, take charge of Baangonduct. [...] At all times the vague panic
fears and equally vague and unreasoned hopes areafly lulled, and lie but a little way below
the surface” QJE p. 118).

More specifically, Keynes presented a new wayaiwalyzing the occurrence of a crisis
asserting that a crisis is that moment when theangsvforces that drive the boom come to rest
and the economy finds itself in a situation of aveestment. Over investment is

“[...]a state of affairs where every kind of capigoods is so abundant that there is no
new investment which is expected, even in condstiohfull employment, to earn in the course
of its life more than its replacement cost. It idyothe latter state of affairs which is one of pve
investment” GT, p. 320-321).

Moreover, he added

“The situation, which | am indicating as typicad,not one in which capital is so abun-
dant that the community as a whole has no reasensg for any more, but where investment is
being made in conditions which are unstable andiaaendure, because it is prompted by expec-
tations which are destined to disappointmef®T,(p. 321).

That is, agents’ decisions are driven by an “enbioptimism”, and when disillusion
comes the same error is replaced by an “error sdipgsm” with the result that the investment’s
yield, when overestimated before, is expected teese than nothing: new investment collapses,
unemployment rises and new investmeéntfact yield less than nothing. Moreover,

“The boom which is destined to end in a slumpassed, therefore, by the combination
of a rate of interest, which in a correct stateegpectation would be too high for full employ-
ment, with a misguided state of expectations whachpong as it lasts, prevent this rate of interest
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from being in fact deterrent. A boom is a situatiorwhich over optimism triumphs over a rate
of interest which, in a cooler light, would be s¢efbe excessive'@T, p. 322).

In such a situation, when the economy is driverithg disobedient psychology of the
market”, moving downwards the interest rate is es®l since the economy will be able to re-

cover only when the “error of pessimism” would bé&austed and thlEC revives.

3.2. The Marginal Propensity to Consume
In chapter 8 of th&T, Keynes clearly stated that

“The amount that the community spends on consumpibviously depends (i) partly on
the amount of its income, (ii) partly on the othabjective attendant circumstances, and (iii)
partly on the subjective needs and the psycholbgicgensities and habits of the individuals
composing it and the principles on which the incasngéivided between themdT, pag.91)

Indeed, the relationship between consumption aodnie follows a precise psychologi-
cal law stating that people are willing to incrddserease consumption when income in-
creases/decreases, but not by the same amounts thiag variations in the consumption level

and in the income level have the same signit< AY : this means that thdarginal Propen-
sity to Consumedefined asMPC = a%Y , is positive and less then unity.

Therefore, consumption results much more a funaioreal income rather than nominal
(money) income, and of net income rather than girossme: for these reasons, among the objec-
tive factors that mediate the relationship betweemsumption and income there are changes in
the wage-unit, changes in the difference betweeann® and net income, changes in the fiscal
policy.

Most importantly for my purpose here, is to analyzhat Keynes presented as the sub-
jective factors affecting th&1PC. Indeed, he identified eight motives, namely, ‘@ympent,
Shortsightedness, Generosity, Miscalculation, Qatem and Extravagance.G[l, pag.108): all
of them not only imply differentPC, but also different propensity to hoard, since fhet of
income which is not consumed becomes part of ageodsdings.

Even if Keynes admitted that these subjectiveoiacare relative stable over time, and
that what really determines variations in consuoiptire variations in income, they still play an
important role in the development of the theorysthyobecause they represent a way to cope
with the uncertainty that characterizes consumptiecisions: whenever agents are not able to
determine theiMPC through exact calculations, they can rely on ttevipus motives to decide

the amount to be consumed/hoarded.

3.3. The Liquidity Preference

64



Chapter 3 —Keynes in the lab

One of the most important, and most controversia) tontributions of Keyne<sT re-
gards the theory of the rate of interest. Keynesermsd that the mistake of the Classical Theory
has been to derive the interest rate only in @hatd agents’ consumption and saving decision,
while underestimating another set of decisions,elgnthose regarding the form in which agents
want to hold the excess money left after consumptio

He recognized that money can be retained as a sfowealth, preventing agents from
investing it in other forms. Then,

“[...]the rate of interest at any time, being thevaed for parting with liquidity, is a
measure of the unwillingness of those who possesgemnto part with their liquid control over it.
[...] It is the “price” which equilibrates the desite hold wealth in the form of cash with avail-
able quantity of cash;'GQT, pag.167)

ThereforeLP — “a schedule of the amount of his resources hingerms of money or
of wage-units, which he will wish to retain in therm of money in different sets of circum-
stances (GT, ch.13 pag.166)"- in conjunction wtik awvailable quantity of money supplied by
the monetary authority, determines the actualohteterest.

However the important contribution in this respischighlighting that_P is fundamen-
tally a psychological magnitude. There are thrdestantial factors affecting the preference for
holding liquid money, that is, the transactions inmtthe precautionary motive and the specula-
tive motive, but each of them shares a common feathey all are motives related to agents’
evaluations of the future.

If this is the case, thdtP as well as the interest rate are subject to uaiogyt and fluc-
tuate together with agents’ sentiment and mood.

“[Because], partly on reasonable and partly ortinave grounds, our desire to hold
Money as a store of wealth is a barometer of thwegeof our distrust of our own calculations
and conventions concerning the future. Even the finéling about Money is itself conventional
or instinctive, it operates, so to speak, at a de&gvel of our motivation. It takes charge at the
moments when the higher, more precarious conventoa weakened. The possession of actual
money lulls our disquietude; and the premium whighrequire to make us part with money is
the measure of the degree of our disquietu@JH p .116)

Then, “the rate of interest is a highly psychobtadjiphenomenon”GT, pag.202), and as
such it has to be modelled attaching a great ddatmortance to the non rational motives affect-
ing it.

4. Animal Spirits and Market Sentiment after Keynes

This section focuses on how the elements introdlscefar have been treated in the lit-

erature after Keynes. Indeed, the papers presdigldv do not constitute the core of some
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school of economic thought, but rather marginaltgbuations. This because mainstream eco-
nomics seems to have completely dismissed Keyn@siaitions about bounded rationality.

Indeed, economists after Keynes still lacked tlahematical instruments to deal with
such a theory of bounded rationality as well asrésydid, so that the perfectly rational agents
and the perfectly coordinated markets gained ground

Nonetheless, Keynes’ message did not go complateigticed. Shackle highlighted that
connecting the investment decision with the noronal forces governing economic men’s
minds was extremely important, since such connedtckles the basic question of the ultimate
origin of the economic magnitudes we observe; marebe remarked

“Keynes’ whole theory of unemployment is ultimgtéhe simple statement that, rational
expectations being unattainable, we substitutet first one and then another kind of irrational
expectation: and the shift from one arbitrary basisnother gives us from time to time a mo-
ment of truth, when our artificial confidence is the time being dissolved, and we, as business
men, are afraid to invest, [...]. Keynes in theneral Theoryattempted a rational theory of a field
of conduct which by the nature of its terms coutdolnly semi-rational” (Shackle, 1967, p.129).

In less evocative terms, Robinson (1963) basedWis theory of accumulation upon
similar premises, stating that to understand wates the propensity to invest, economists must
concentrate equally on historical, political and/gi®logical factors affecting entrepreneurs;
moreover, once these instances are taken into atooio a theoretical model, then the same
model result to be “inherently unstable and flutdsaeven in otherwise tranquil conditions”; she
advocates for economic fluctuations to be guidechby rational motives also when asserting
that “The extent of fluctuations [...] depends niple reaction of expectations to experience, and
of investment plans to expectations”.

Again, for the early authors who came after Keynles Keynesian approach to agents’
limited rationality has resulted difficult to beatrslated into economic models, since there were
no means through which modelling an expectatiomshtion mechanism related to the evalua-
tion of future outcomes; therefore, at that time)ds been the technical limitation to prevent a
full development of Keynes’ intuitions.

Actually, the advent of the Rational Expectatigasadigm enabled economists to ana-
lytically manage models in which current outcomepeahd on their future realizations, but at the
same time the new assumptions wiped Keynesian'sdem rationality argument off. The new
models incorporated the hypothesis of perfectlioral agents and presented microfoundations
in terms of aggregate magnitudes being based dvidodl solutions of optimization problems.

In such well behaved world, the hypothesis of mali Spirits was revived by the so
called sunspot literature that theoretically referggeneral equilibrium and tries to incorporate
the idea of economic fluctuations due to some abifity not related to economic fundamentals.

The principal aim of this strand was to demonstthtg Animal Spirits can have an influence
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even in Rational Expectations equilibria. The gahegsult achieved is that models considering
extrinsic uncertainty perform better in explain eomic fluctuations than real business cycle
standard ones.

The development of this literature was promptedHheyinitial contribution of Cass and
Shell (1986). They separate the intrinsic uncetyaitat is, uncertainty related to economic fun-
damentals, from extrinsic uncertainty consistingandom phenomena that do not affect tastes,
endowments or production technology, and which tabgl “sunspots”. Consumers’ utility func-
tion is defined over prospective consumption plavisich in turn depend on the realization of the
sunspot random variable. Agents are perfectly matichold Rational Expectations and therefore
they know exactly the probability of a sunspot @veappening or not. There is no production in
the economy. They conclude that by introducing pahsctivity in prospective consumption
plans, they are able to end up with extrinsic utaiety affecting equilibrium allocation. Con-
sumption allocations and equilibrium prices chaalpmg with the presence or not of sunspot ac-
tivity. They conclude that price uncertainty is melated to economic fundamentals and that in-
deed sunspots matter in equilibrium.

Azariadis and Guesnerie (1986) work in the same &nd starting from the same set of
assumptions regarding agents’ rationality and #t@mality of their expectations, they find that
prices’ uncertainty is not related to fundamentaistertainty. They motivate the finding show-
ing that if people hold shared beliefs about tleeivironment, price randomness arises through a
self fulfilling mechanism, that is, a Rational Expations equilibrium is achieved if expectations
are self fulfilling.

Howitt and McAfee (1992) design a Rational Expgotes model in which Animal Spir-
its are defined as an exogenous random variabtec#imalternatively take two values, *high’ or
‘low’. Contrary to previous contributions, the aath explicitly refer to Animal spirits as random
waves of optimism and pessimism, so that when tBe/@iable takes value ‘high’, it means that
optimism is prevailing, while the opposite is tiifithe variable takes value ‘low’. Prevailing op-
timism leads firms to expect a high future levekaiployment and hence a high level of aggre-
gate demand. These positive expectations implytigeseéxpectations about marketing cost too;
therefore the cost reduction encourages firms te hiore, thus validating the initial expecta-
tions. An equivalent self fulfilling mechanism warkn the opposite case when there is pessi-
mism prevailing. They demonstrate that the modehhte to display cyclical fluctuations in
Keynes' style, that is, firms’ decision and hencere@mic downturns are not driven by a price
signal, but by a random signal uncorrelated to esva fundamentals. Moreover, in the second

part of the paper they dismiss the hypothesis ¢ibRal Expectations and introduce the possibil-
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ity for agents’ learning. They end up showing tee¢n when an exogenous influence is present,
like the Animal Spirits variable, people’s beliefsnverge to the Rational Expectations case.

Indeed, even advocating for a Keynesian inspinatibe sunspot literature rises two
types of concerns. First, the term Animal Spistsised in a rather broad sense and results differ-
ent from the original Keynesian concept of innatetiwation to action. The exogenous distur-
bance considered in this literature is better @g@dmas the influence of Market Sentiment on eco-
nomic fluctuations, that is, as in Howitt and McAfehow random waves of optimism and
pessimism influences the economy. Moreover, exéapHowitt and McAfee who introduce
Animal Spirits in the determination of entreprergw@xpectations, the previous works consider
the impact of Animal Spirits either directly on ag® individual consumption function (Cass,
Shell 1983; Azariadis, Guesnerie 1986) or on aggeegonsumption function (Farmer, Guo,
1992). In Keynes, Animal Spirits and Market Sentindo not directly influence the economy,
but they mostly impact over entrepreneurs’ and gowess’ behaviour: in absence of relevant in-
formation, they contribute to determine entrepresielong term expectations that in turn deter-
mine the expecteMEC. This, therefore, is tied and depends upon prasfeprofits, so that it
cannot be viewed in any form as a random varigbtrary to Keynes, the effect of Animal
Spirits is not correlated to the investment decistout alternatively to the consumption and hir-
ing behaviour.

Second, all the previous models endow agents Rétfional Expectatioiand assume
them to know exactly the probabilities of the AnInspirits (sunspot) event happening and to
take decisions upon the evaluation of mathematigpkected values. Then, these models deal
with risk rather than uncertainty.

If this is the case, they depart from Keynes’ vigwout uncertainty: Animal Spirits mat-
ter in the economy because there is non probabilisicertainty that prevents agents from using
expected utility theory techniques, so it is difficto reconcile sunspots with truly Keynesian
Animal spirits in absence of uncertainty.

Therefore, it appears that the literature thatghbwo explain economic fluctuations in
terms of non fully rational motives affecting theoaomy, failed in incorporating some of the
most important Keynesian ideas.

In recent times, there have been attempts toedbhie so called Animal Spirits interpreta-
tion in still different ways.

Harvey (2002) has tried to translate Keynes’s twrap?2 into a system dynamics frame-

work: he shows that giving tHdEC a determinant role, it is possible to recreatetflations both

29 Again, Howitt and McAfee (1992) differs in thaktlsecond part of their paper is devoted to theyaisal
of the system dismissing rational expectations hygsis.
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in expectations and in the economic activity inerah Overall, his works advocates the great
importance of the way in which agents form expéatat in determining economic dynamics.
Yet it remains at a very rough level, without ekegteffort in better explaining the factors affect-
ing theMEC and in turn investment.

On the other hand, Fontana and Marchionatti (2@@Xelop a model which is very
similar in scope to mine: they depart arguing theynesian economics can be better understood
as a science of complexity in that Keynes attachg@deat deal of importance to “changing and
unstable factors like “motives, expectations, psjahical uncertainties” in a context of limited
knowledge and structural uncertainty: this makesabject of analysis complex”. They continue
arguing that

“This non-homogeneity through time compels ecormamd undertake inductive analysis
and to take the particular characteristics of tiseohical world into account” (p. 4).

Given the economic complexity in which agents move,

“[Alccording to Keynes the right language for tbenstruction of the model is not sym-
bolic-mathematical language —Keynes referred totith@itional mathematical approach in eco-
nomics based on linearity and systems of diffeatmquations —, that seems not to be the best
way to understand complex situations, but a quasnél way of exposition, i.e. ordinary lan-
guage, as in Marshall, intended “to suggest thelevhondle of associated ideas”. This methodo-
logical strategy of research has its core in tlyickl question: it is correct to apply a certain-me
thod to a certain specific problem?, or, is therapph adopted coherent with the properties of
the system to be analyzed? In this sense we mathaayhe quasi-formal way of exposition was
a correct approach to a complex problem in theralesef more formal approaches to cope with
these complexities.” (p. 5-6)

Therefore, they believe that the best way to asges way of modeling is through Agent
Based modeling, since ABMs result flexible enoughliaenable economists to deal with literary
models a la Keynes or Marshall.

Upon these premises they construct a quasi foaget based model in which relations
between variable are not formulated in strict matatcal terms. In particular they characterize
the entrepreneur as an innovator and they assuenentinepreneurial behavior to be influenced
by the political, social and economic atmosphdneytidentify Animal Spirits as the Keynesian
“urge to action”, that is, the element that constis entrepreneurs’ impulse to undertake innova-
tion and investment.

Animal Spirits is described as a function depegdin the political, the social, the eco-
nomic atmosphere and on entrepreneurs’ risk prayersach of these components is in turn a
function of trust, experience, innate ability. Atoh period entrepreneurs analyze their neighbors’
behavior and based on this evidence they revise pleeceived social, political and economic
atmosphere and finally they update their Animaki8pilf current Animal Spirits are higher than

previous ones, investment and innovation are uakient
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Simulation results show the consistence of thenéwork since investment results in
cyclical dynamics just as empirical evidence dertraness.

| feel very sympathetic with the approach and detey share the theoretical assump-
tions. However, it should be recognized that Keigaen rational residual motives do not mere-
ly influence entrepreneurial activity, but all teeonomic decisions in general: for this reason,
here | shall go further into the modeling effortlarny to model consumers’ behavior too.

Eventually, it is worth referring here to the wsrkonducted by Bruun (1999, 2008):
even not directly tackling the Animal Spirits apacb, her work differs substantially with the
previous literature that attempted to translateriésybecause she dismisses a priori the hypothe-
sis of agents’ rationality, letting behaviouralasilhaving a role instead of optimizing processes.

In her most recent paper (2008), she designs @&hiodine with Keynesian macrofoun-
dation and based upon the description of simpleaartiehavioural rules that each agent’s type
uses in taking decision. Agents’ institutional eoaiment is a monetary economy. Her final aim
is to show that just endowing agents with simplbaw@oural rules instead of optimizing ones, it
is possible to recreate a system which displayseggge consistence.

The present work is very similar in scope with @ris since | move from the apparent
failure of previous models in capturing the quistetial Keynesian feature and try to refresh it
using ABM.

Nonetheless, my contribution differs in that | cifieally want to build a model capable
of assessing the impact of Market Sentiment and kemm expectations on consumption, in-
vestment and the liquidity preference, while shiersfa broader interpretation of Keynes’s work
not focusing on these feature.

It is also worth recalling that Market Sentimemtshbecome a rather common tool for
conjunctural analysis. Past studies as well as meezent ones ( e.g. Taylor, McNabb (2007);
Throop (1992)), indicate that changes in the corsuwuonfidence indicators, such as the Univer-
sity of Michigan’s Consumer Sentiment Index, caakanges in GDP both for Europe and US
and that these indicators perform well in explain@®DP’s variability. Moreover, they result
good leading indicators for the business cyclessimovements in the indexes lead turning points
in the GDP, compared with other leading indicatditse consumer confidence indicators mostly
represent people’s mood towards the current stateececonomy as well as the institutional en-
vironment, and for this reason they can be constigood proxy for Keynes's Market Senti-
ment variable: therefore, their being good leadimgjcators suggests that indeed the cycle is
leaded by some factors not directly related to eotn fundamentals but to agents’ psychology.

Recent contributions from the behavioural and @rpental literature (e.g. Leiser, Aroch

(2008)) demonstrate that common people have jusiivee understanding of economic variables
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and this is due to the lack of information and dtiga ability to process T, just as Keynes
claimed. The result is that people treat and evalaaonomic magnitudes in a rather “sentimen-
tal” way, attaching them good or negative valugsetieling on whether the variable positively or
negatively influences their standard of living, tguiar away from any kind of economic plausi-
bility or concern. The fact that agents could hdifferent perceptions about economic variables
depending on their mood then recall Keynes argumkott Market Sentiment.

This to say that both the empirical evidence dmdldehavioural literature suggests that
the influence of Market Sentiment on the economigvant, and it is connected to the fact that
agents are constrained in their access to infoamatnd hence to the full understanding of eco-
nomic dynamics, leading them to evaluate econorai@ble relying on heuristics and personal
feeling. Then, along with the development of bebaxél economics literature, Keynes’ Market

Sentiment argument has gained strength and it\desarformal tentative treatment.

5. An ABM of a Keynesian economy

In this section | present an ABM model of a Keyaaseconomy, that is, an economy
characterized by Keynes's three fundamental faditiEC, MPCandLP, in the determination of
investment, consumption and the interest rate.aradytical framework is thus essentially of the
IS-LM type, while however not dismissing Keynes'sstnpeculiar treatment of the three funda-
mental factors, that is, their being subject tondggjeuncertainty and bounded rationality in the
sense explained in section 2.

In particular, to capture the effect of uncertgiand bounded rationality on entrepre-
neurs’ and consumers’ decisions, the model focorgheMarket Sentiment motiyghich, | re-
call, is here meant to be the interactive, "aggesgeesult of agents characterized by a subjective
non-probabilistic attitude (optimism vs. pessimisih)s the Market Sentiment of entrepreneurs
and consumers that, by way of th=C, MPCandLP, feeds the macroeconomic relationships
determining investment, consumption and the intaeds. The economy is a closed one and
it is populated byN entrepreneurs anld consumers, who are interacting and can change mood
upon this interaction; they will alternatively bé tavo kinds, optimist or pessimist. To this re-
shaping of the IS-LM framework, it is also addedaggregate supply function that, drawing on
Keynes's representation of the labour market, @glahanges in economic activity with changes
in the general price level (GPL).

The aggregate functions are to be interpreteaieasmergent characteristics of a popula-
tion of interacting agents in the meaning propdsgolander et al. (2008) and Delli Gatti et al.

(2008), though in my treatment the role of "bottopi interaction is restricted to the determina-

30 See chapter 4 for a more detailed discussion
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tion of theMEC, MPC,andLP drivers of, respectively, the investment, consuampand money
demand functions that are instead directly treatedggregate variables. This modeling choice
has been done to ensure the closest resemblara@dtopmparability with, traditional Keynesian
models as well as other ABMs of Keynesian inspiragidiscussed in the previous section.

In what follows, | will first describe the modedly of the three building blocks of the IS-
LM system, then the Kirman algorithm that generaigsmist/pessimist interactions, and finally

the aggregate supply function that closes the winaldel.
5.2 The Marginal Efficiency of Capital

Let us start from the NPV equation for a singleitzdpinit given in section 3.1:

Z ]z[-ﬂ' _Pkt =0

~(1+p)
All capital units are technically identical andtldsr one period. Therefore, the NPV equation
implies that

Tt _

o P

P

which has the straightforward meaning thatMEC is the expected real return to capital. Capi-
tal units are homogeneous with consumption goarlthat a single GPL hold$3, = P.

Individual investment consists of a single capitait. Entrepreneurs decide whether to
invest or not comparing thRlIEC of a capital unit against the real interest ratay Aime the
MEC results greater than the real interest rate it lvélbeneficial to invest, while if thEC is
lower than the real interest rate, the oppositéheiltrue. Given the same real interest rate fior al

aggregate investment will result higher or lowepeleding on whether entrepreneurs with higher

or lowerMEC prevail. Therefore, | first focus on the emergeatthe "aggregateMEC.,

The latter is the result of Market Sentiment ia thllowing way. All entrepreneurs ob-

serve the latest realization of the real returoapital in the economyg;_;. Then an optimist be-

lieves it will rise byn > 0 in next period, whereas a pessimists belidve®pposite. Let us cajl
the "momentun" of Market Sentiment. Given a fixeantoer of entrepreneubd for each period

let Ot and (N — Of) be the number of optimists and pessimists, resdgt Therefore, the ag-

gregateMEC results from the linear combination of optimistsl goessimists’ expectations:
_ _0 0,
1) P = WAMID +| N = JU =D

where

72



Chapter 3 —Keynes in the lab

P =

is a measure of the economy’s rate of return tdtalaip the previous perioda LY, _; represents

a proxy for period aggregate profits as a shar&bP, while K, _; represents the aggregate

capital stock measured with the Perpetual Invertbethod™.
Having a measure of the aggregsteC, following both Keynes and Tobin (1969), the

aggregate investment function can be described by

(2) It :¢Ht4+/1 E‘]qt _1) )
where q, =@
T

t
Investment increases along with the aggrelyHE€ prevailing over the real interest rate.

Yet the chance of this happening is greater wheimapm prevails since it pullMMEC upwards;
in the same way, it is also possible that the leféhvestment does not fall in periods of pessi-
mism if the real interest rate is kept low enoufherefore, this implies that investment inversely
depends on the real interest rate, since an ineiieabe rate leads either to a decrease in the in-
vestment level, or to a lower increase in it.

The investment function also displays a certauell®f inertia since current period in-
vestment partially depends on previous period’s: ¢ime to say that even if Market Sentiment
influences entrepreneurs’ mood, their investingtety is somehow consistent with their past

behaviour, so that it is not completely biased sychological factors.

5.2. The Marginal Propensity to Consume

As for the consumption function, Keynes’' psychotadilaw states that consumption in-
creases as long as income increases, and vice bersiess than proportionally, and that this is
the result of the willingness of households to sawgood times in view of bad times. As a result,
households smooth their standard of living overtifiherefore, upon this general characteriza-
tion and following Keynes’ argument about the sabje influences over consumers’ spending
behaviour, we should examine how optimism and passi lead to different consumption be-
haviour.

To this effect, we can take an insight from theeipretation of the Keynesian theory
given by the initial elaborations of the Life Cycdd Permanent Income theories (Friedman

(1957), Modigliani (1954)), in particular as regattie distinction between permanent or transi-

31 |n particular, we compute current period capitatk following: K, :Li(] _A) 7, Wherel is the
=0

life’s length of the machinery.
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tory changes in income. This may at first sightespdnappropriate, since these authors are gen-
erally associated with "neoclassical" reformulasi@i the consumption function. However, this
interpretation is not entirely correct. In parti@uivith regard to Modigliani, his original aim was
to test and enhance empirically Keynes's intuiibout consumption smoothinga well-known
empirical regularity. In fact, the key idea of Mgtiani and Friedman, that households compare
their present income with future prospects, as aglthe idea of saving in good times to sustain
consumption in bad times, were already in Keynesyriés's consumemre forward-looking®

The neoclassical twist of the theory occurred witevas assumed that households have perfect
information or Rational Expectations about theitufe income streams, and on this basis they
engage in lifetime expected utility maximization.the present model, these two assumptions are
(re)dropped, whereas Market Sentiments about fyttogpects are reinstated.

In particular, it is assumed that all consumers at a constant or normal level of con-

sumptioné. This level of consumption is achieved as longeas income is constant and is ex-
pected to remain such. Then it is also assumedfitahistic agents are those who, in a situation
of increasing income, believe it to be permanand hence raise their normal consumption by
the same amount; in a situation of decreasing imgdhey believe it to be transitory, and hence
they do not change their normal consumption byadisg). Pessimistic agents behave symmetri-
cally, judging income gains transitory, and hese®ing them, while judging income losses
permanent, and hence reducing normal consumptionnrizing,
If  Yi=Y1>0

Optimists consumeC?® =C +(Y, -Y,_,)

Pessimists consumeC” =C  and saveS”, = (Y, -Y,_,)

o If Yt - Yt-l <0
Optimists consumeC’ =C  and saveS°, =(Y, -Y,_,) <0
Pessimists consumeC} =C - (Y, -Y,_,)

Hence, aggregate consumption results to be tearlicombination of pessimists and op-

timists’ consumption,

C+2W,~Y.) i VY, >0
o o= N
Co[N-S)av, vy if Y,-Y., <0

%2 |n this respect, neither the traditional textbd@kynesian consumption function based on myopic con-
sumers is particularly respectful of Keynes'’s tjiatu
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Notice that income dynamics determines consumptimneases or decreases, while
Market Sentiment determines the quantitative impéthe latter over aggregate consumption. In
particular, theMPC is not constant, but depends on the degree optiraimong consumers. As

long asO¢ < N, theMPCiis less than unity, but waves of optimism or p@ssm raise or lower it.

Moreover, the effect of optimism or pessimism ignasetric during booms or slumps. If say op-
timism prevails during booms and pessimism duriognps, then Market Sentiment acts as cyc-
lical amplifier; if instead consumers happen tord®their mood in a countercyclical manner,

then Market Sentiment helps smoothing the cycle.

5.3. The Liquidity Preference
The model is further defined by the equilibriurmuation for the money market. Let us
start from a standard LM function where low castets denote logarithms (except for the nomi-

nal interest ratey)

1
(4) n=§yt—gtﬂmt—pt)

andy is the income elasticity anfl is the interest-rate semi-elasticity of money dedym is

the exogenous money supply grids the GPL.

Recalling Keynes's words from the 1937 paperéinss appropriate to assume that Mar-
ket Sentiment influences asset-holders' attitudeatds liquidity too, and therefore the relation-
ship between money supply and the interest raig. ptausible that optimistic agents display a
smaller propensity to use money as a storage oftlweacause they are more confident and
trustful about the future. On the contrary, pessiimiagents tend to have a higher liquidity prefe-
rence because they feel unsecure and the possedsitoney lulls their fears. Confronted with
the same levels of income, interest rate, and @GR pessimist will wish more money than the
optimist.Therefore, in a money market dominatedpbgsimists the money demand receives a
positive shock, which then impacts positively upba interest rate, whereas the opposite occurs
when the market is dominated by optimists.

To account for this interpretation of the moneyrked | introduce in the standard LM
function a shock term that accounts for the retaiimpact of optimists or pessimists over the
money demand.

The LM function then becomes:

5) n=%yt-éEﬂmt-pt)+vt

The shock is given by:

75



Chapter 3 — Keynes in the lab

(6) v, = (&J w° + (—N ~0, J w?
N N

with v¥ >0 and V° <0.

Again, V represents the relative impact of optimists’ ardsimists’ liquidity preference

over the money demand

5.4. Aggregate supply

Although theGT lacks a complete and clear treatment of the sugigly of the economy,
| introduce an aggregate supply function tryingapture the main intuitions about the topic. In
particular, | analyze what makes the entrepreneillisig to increase employment and produc-
tion.

The basic principle which characterizes supplythén theGT is the distinction drawn
in chapter 19 between contractual wages, whichirmammoney terms, and actual real wages,
which result from the GPL, the latter being outohtrol of single firms and workers. As a con-
sequence, money wage bargaining takes place wiibva to the GPL that will prevaiafter-

wards. To adapt this idea to our ABM framework, letassume that, at timethe parties set the

nominal wage ratéV, that will become operative in the labour contrimt time t+1% The
nominal wage ratdV, is determined ad, =wy;,, [P;,, that is, entrepreneurs and workers

agree over a contractual real wage nafe, adjusted for the price level expected for petiodl.

Then, in period t+1 the actual real wage rate that workers face isergi by

W wS, P, _ .
w,,, = = . This implies that despite the contractual arramga of the previous
P P

t+1 t+1

period, entrepreneurs and workers may face a Vfaluev,,, which is different with respect to

t+1

will be higher (lower) tharwtcﬂ if P

.+, IS lower (higher) than ex-

C .
w,,, . In particular,w,,,

pected. The price surprise works as long as thiepaare not able to perfectly foresight the fu-
ture price level, and as long as it is not possiblénmediately adjust contracts to the current
price levef*.

Therefore, the price surprise influences entreguiesi employment policy: whenever the

price level is higher than expected, firms' laboosts diminish and they are willing to hire new

% For a similar treatment see Hargreaves.-Heap (189 Tamborini (2007).
34 Contrary to entrenched, forced interpretation of chapter 19 of the GT, this phenomenon
has little to do with money wages being fixed and with money illusion.
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workers; when the price level is lower than expgdtee opposite happens. This translates into
the following "Marshallian" aggregate supply fuoat
(7) 7 =pm + ¢, -Y, )
This function can be dubbed "Marshallian" becatsedicates, for an initial GPIP;.q
and a given expectatid®®; embedded into money wages (so tht= P&/P; -1), by how
much the actual GPB; should rise (so thatf = Py/Py —1) in order to induce firms to increase

supply fromY;_q to Y. The parametef captures the extent of forward indexation of mowey-

es, whileg is a technological parameter. Clearly, wifh= 1 and7#; = 7z we fall in the neoclas-
sical case of perfectly indexed money wages anfégteforesight, so that; = Yi.q, and aggre-

gate supply is insensitive to GPL fluctuations.

As to price expectations, it seemed inconveniernn¢lude them, too, into the realm of
Market Sentiment. First, because this was not Kegrnghoice, or at least, he did not give to price
expectations the same importance he gave to ther édbtors considered so far. This was not
casual. As explained in section 2, Keynes's conabout the effects of uncertainty on expecta-
tions was mainly related to their long-term dimensiwhereas forecasts over price fluctuations
have typically shorter-run horizon. As an alterv@til have chosen to stick with the Marshallian

tradition of adaptive processes (e.g. Leijonhufvi@96), assuming adaptive inflation expecta-
tions, such thatzy =77 _, , i.e., expected inflation is equal to the averiageation of the last five
periods.
Finally, the simple market-clearing condition fartput is
(8) Y =1,+C,

5.5 Modelling Market Sentiment

As explained in section 2, Market Sentiment irs tmodel is the result of repeated social
interactions between individual optimists and passis. An effective model of this opinion for-
mation mechanism has been put forward by Kirma®g)9This algorithm works as follow. At

any point in timet, there ared; optimistic agents out of a population Mfagents. Agents meet

randomly pair wise and exchange their opinionsthié two agents have the same opinion, noth-
ing happens. If they have different opinions, thisra fixed probability — J) that one of the

two changes opinion. There is also a (small) fipeobability £ that an agent changes his/her
opinion independently. If we extend the interactinachanism to the whole population, the so-

cial dynamics of optimists will be completely debed by
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) @)
1 with probability p., =| N -2 |te+1-5p2-L
with probability p}, ( N]Eﬁé‘ ( )N—I}

) 0,=0,_,+{-1 with probability p;, = (ﬁ[‘l EE5+(1 —5)%}

0  with probability p}, =1-p], -p’,

As can be noted, the probability of a pessimisbb@ng an optimistplt_l, or of an op-

timist becoming a pessimiqb,lt_z, depends on the share of optimists and pessimitpec-
tively, so that the more numerous the social grin@pmore social power it has. Nonetheless, the
process’ dynamics is completely determineddand by (1—5), without any further assump-

tions.
Kirman’s algorithm is peculiar in that it describa process characterized by perpetual

change, that i€0; does not reach a steady state value, ratheradlatéan is characterized by sud-
den changes. Moreover, this sudden changes alg dalen by the endogenous interaction be-
tween agents rather than some exogenous shocksuEbrcharacteristics, the process results
particularly suited to represent Market Sentimeaves that finally could lead to fluctuations in
agents’ mood.

The algorithm described above assumes fixed pilifed £ and o. As a consequence,
Market Sentiment evolves as an exogenous proagsadlytindependent of the parallel evolution
of the economy. This may not be satisfactory, sihcgay be the case that either self conversion
or conversion become more likely for those ageritesg prior attitude turns out to be "falsified"
by the actual state of the economy. That is to spiimists are more likely to become pessimists
during a slump, and pessimists to become optirdisting a boom.

In terms of Kirman’s algorithm, this translatesoimhaking the probability of conversion
depending on the dynamic evolution of output. Thhs, probability of becoming an optimists
increases as long as output is growing, while endbntrary the probability of becoming a pes-

simist increases when output suffers a reductuat, is,

5 z{dw if Y, >Y,,

! o—-a otherwise

(10)

t

S5F :{5+a if Y, <Y,

o—-a otherwise
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Since 0 represents the probability of not changing mirds specification entails the
idea that an optimist will be less willing to changer mind if output is growing. In the same
way, the probability for a pessimist not to chahge mind increases when output is reducing.

The two probabilistic specifications translate imifferent economic dynamics. Then,
both the situation will be taken into account wisémulating the model: in particular, | will stay
with the first version of Kirman’s algorithm —letfeame it Unconditional Market Sentiment- for
the baseline simulations of the model, while theosd version will be taken into account in a
subsequent computational experiment labelled EntngeMarket Sentiment.

Operationally, we will assume that the prevailsentiment among entrepreneurs corre-
sponds to the prevailing sentiment among consuraeigs that the two populations are of equal
size. Since it is plausible to consider the genterelings about economic perspectives as a com-
mon belief among all society’s components, witts thisumption we avoid unrealistic situations

in which consumers and entrepreneurs hold oppuoigtes.

6. Simulation results
The implementation of our ABM is aimed at assessimgt kind of dynamics the de-

signed system produces once we introduce the mflief Market Sentiment on economic deci-
sion making. The generation process of Market Sanit that has been chosen has an intrinsic
dynamic structure of its own, and according to Kegs view, this is also transmitted to the
economy through theIEC, MPCandLP.

In the work presented in this chapter, simulatidoshot want to quantitatively account
for economic fluctuations. Instead their scopeigalitatively analyze the dynamics of the sys-
tem, in the spirit of "counterfactual history obtight" expressed at the beginning: What are the
macro-characteristics of this economy ? Does iabetas Keynes thought of it? Does it display
critical states, such as prolonged depression? Whiaé role of money supply? Therefore, | have
not calibrated the model, and parameters haveemt bet so as to have the ambition of replicat-
ing real magnitudes (this exercise is left for lfiert research). Following the same line of reason-
ing, no parameter space exploration will be preskrBince my aim is to submit the Keynesian
apparatus — including its parameter specificatisrit@omes out from the history of economic
thought — to a computational laboratory and chéekresulting dynamics, there is no means for
such an exploration. I'm not interested in assegstie different dynamics resulting from differ-
ent parameter specification, but rather in assgsshether this possible translation of Keynesian

theory produces exactly what Keynes had in mingims of economic fluctuations.

Next section presents the steady state solutidgheomodel; therefore, in section 6.2 the

Market Sentiment dynamics is put in motion andlasic characteristics of this dynamics will be
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presented, considering diverse Kirman's parametersip. The following sections offer the re-
sults from different computational exercises: fitswill give account for the economic dynamics
resulting from the assumption of Unconditional Marentiment. Then, the assumption is drop
and | will offer simulations considering an Endoges Market Sentiment mechanism. Finally,
the last section is devoted to assess the probiemdzrproduction and underinvestment, and the

efficacy of monetary policy in depression periods.

6.1. Baseline
Before presenting simulation results, let us séatwhe model's steady state solution

looks like. In the steady state, Market Sentimexd ho role in determining agents’ expectations

in that we assume the proportion of optimist tacbastant over time and equal 15252 , and the
momentum of the Market Sentiment being equal to,zgF 0, so thatp, = p_, = o =7 . More-

over, sincep =7, q = 1. Prices display no variatiomf =0 , and they are set at the lewst1

with the money stockl=P=1. If this is the case, our system boils down to:

I1=0
c=C
Y=Y =C
_H_
r Hy

The following table summarizes the parameter setup

Variable | Description Value
T Number of periods 400
N Number of agents 1000
S Number of intra-period interaction for the 150
Kirman's algorithm
C=Y Steady state values 100
for consumption and output
@ Persistence coefficient 0.7
in the investment function
A Tobin’s g weight 10
P Price index 1
Ve Optimistic Liquidity preference momentum 0.1
pP Pessimistic liquidity preference 0.1
momentum
o Interest rate elasticity 0.5
Income elasticity of money 0.5
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1-0 Probability of changing opinion when meeting g g
someone in Kirman'’s algorithm
€ Probability of changing opinion autonomously 0.000325
Inflation expectations’ coefficient 0.9
¢ Output gap coefficient 0.2

Table 1 . Parameter set up

Along with the idea of implementing a counterfadthistory of economic thought, | de-
cided to set parameters as close as possible $e thagested by economic theory. For this rea-
son, LM coefficients are borrowed from Tobin (1958he rest of the parameter configuration
reflects the idea of endowing the economy witheasst an initial stability. Here | am seeking to
demonstrate whether Keynes was right in advocdtingnarket sentiment to generate business
fluctuations: then, | have tried to reduce to thiaimum the possible exogenous sources of insta-

bility, so as to reserve the prominent role in dairing volatility to market sentiment.

6.2. Market Sentiment in motion

The system is put in motion after letting the mndijpn of optimists vary following the
Kirman’s algorithm. The algorithm displays perpétohange, and Market Sentiment waves of
optimism and pessimism will be produced. At the sdime, the Market Sentiment momentum
in the MEC takes the non-zero valug= 0.1: hence, at each round optimists expecMEE to
increase by 10% over the realized return to capithlle pessimists hold the opposite expecta-
tion of 10% reduction.

In order to better understand the behaviour oktiwal dynamics, i.e. the source of Mar-
ket Sentiment, | first briefly show here the resuf simulating Kirman’s algorithm with differ-
ent levels of the coefficieng and d *°.

Let us consider the case in which the probabiftgelf conversion is relatively high and
the probability of being converted by another agentelatively low: this traduces into having
agents easily changing mind autonomously and hatiiynging mind when meeting other differ-
ent agents.

In this situation, the system spends its entiretfluctuating around the average value of

0.5 (Figure 3% none of the social groups prevails over the other

% See also Westerhoff (2005) and Westerhoff, Hotn{2607)
% Setting £ =0.5 and 1-0=0.3, the volatility of the proportion of optimists &s is extremely low
(std=0.0012)
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Proportion of optimists
T T

Figure 3: proportion of optimists whefis high andz - o is low

On the other hand, if we set the probability off senversion relatively low and the
probability of changing mind upon interaction ralaty high, the system fluctuates within the

extremes (Figure 4):

Fraction of optimists
T T

L L L L L L
) 50 100 150 200 250 300 350

Figure 4: proportion of optimists’ dynamics whetis low andz - & is high

I have chosen to stay with the last parametempssince it describes the most interesting
case: having the probability of self conversioratigkly low and the probability of changing
mind upon interaction relatively high means thatrag rarely change their mind autonomously,
instead they require to interact with others tanliléing to change. Thus, agents’ belief changes
mostly because influenced by the prevailing Mafentiment. Moreover, the resulting dynamics
seems to well resemble the waves of optimism/pessinKeynes asserted to influence the
agents' behaviour under uncertainty.

Before presenting results in terms of variablesayics, let me give a short insight about
the influences of the algorithm dynamics over tben®mic one.

In order for this, | will present the trade off ivelen Kirman system’s volatility and out-
put one obtained by simulating the model with défe values for the previously presented Kir-

man’s parameters.
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Figure 5: output standard deviation under (a) desing probability of conversion upon
interaction; (b) increasing probability of self a@nsion.

In figure 5 we can see how the output variabiliyaeges as long adincreases, that is,
as long as the probability of changing mind wheeriacting with other agents decreases. The di-
rect consequence is that output standard devigtmneases. The same effect is obtained if we
fix 0 and lete changing. This to say that output becomes les&molatile when agents are let

changing opinion more or less frequently.

6.3 Implementing the model with Unconditional Markent8aent

In this section we consider the economic dynamftex ghe Market Sentiment is put in
motion. Remember that in this first instance, walyae the case in which people’s sentiment is
not driven by the output trend.

Accounting for economic dynamics, | will focuseattion on variables’ standard devia-
tion and in particular on the relative volatilitf consumption and investment with respect to
GDP. Moreover, | will present cross correlationtbbetween variables and output at different
leads and lags, and between the same variableblarket Sentiment’s leads and lags.

Therefore, series will be analyzed both in theird run and in the short run behaviour,

for, | filter GDP, investment and consumption thghuhe Hodrick-Prescott methBd

3" Following the literature, we set the smoothingapaeter A in the filter's equation equal to 100 for an-
nual data.
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Finally, | consider one simulation period as omarytime; results are presented getting
rid of the first 50 periods of the simulations irder to avoid spurious outcomes due to simula-
tion’s initial conditions.

The aim of the simulating exercise is to assessthgn the Keynesian model presented in
the previous section is able to produce consistgmamic results.

Figure 5 shows the detrended GDP series:

Filtered GDP
0.15 T T

0.1r q

0.05

0

-0.05 q

0.1 I I I I I I
0 50 100 150 200 250 300 350

Figure 5: detrended output

Given the initial parameters set up, the modekgates irregular fluctuations of different
amplitudes and frequencies, resembling the busityeds ones.
In the long run, the GDP series does not displayth, and instead fluctuates into a

quite definite corridor:

Aggregate Output
T T

5

4.951 B

4.9 N

4.85

Logs

4.8 N

4.751 b

4.7 b

4.65 I I I I I I
0 50 100 150 200 250 300 350

Time

Figure 6: long run GDP

Notice that the GDP persistently stays above téady state valuey(=4.6 in logs):
when we abandon the hypothesis of homogeneity araotrgpreneurs’ expectations, the system
is not able to reach a stable equilibrium but dded rests quite above its potential, that ispintr
ducing uncertainty and heterogeneity the econonmsgetficiency.

Irregular fluctuations appear to be set off byuheerlying social dynamics (Figure 7):
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Fraction of optimists
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Figure 7: proportion of optimists’ dynamics

Indeed, the simple correlation between the progordf optimists in the economy in a
given period and the related GDP is higbr(Y;,0,) =0.6 ).

Not only, analyzing the cross correlation struetbetween the proportion of optimists
and output at various leads and lags (see alseT3blthe social dynamics appears to lead the
business cycle, so that we can argue about Mask#irSent driven cycles.

At this stage, it is interesting to analyze thiattens among the key series, that is, GDP,
consumption and investment.

The empirical literature about business c¥ctecognizes some regularities concerning
the ratio between series’ standard deviationsh wdginsumption being nearly as volatile as output
and investment being two/three times more voldtizs GDP.

Our model seems to endorse this evidence:

Filtered consumption(grey) vs filtered GDP
0.15 T T T T

0.1 7

gl ,’W‘wd “/W{ w \‘1\‘ M ‘/ w P
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Flltered investment(grey) vs filtered GDP
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0.3

0.2

o) hld* “w” LA, Alhﬂm‘u
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Figure 8: relationship between detrended consumptio
detrended investment and detrended GDP

¥ See for example Agresti, Mojon (2001), Stadlel9d)9 Stock, Watson (1999).
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Comparing detrended series’ standard deviatiamssumption is less volatile than GDP

while investment’s volatility is much bigger thab8’s one.

| Absolute  Relative to GDP |

Output 0,018 1
I nvestment 0,091 5,03
Consumption 0,009 0,52

Table 2: detrended series standard deviation® rati

In light of the motivation for choosing the parster set up, the latter evidence results
very interesting. Indeed, we have been able toiisiries’ volatility even with stable structural
parameters. This advocates for Keynes being ridgtenaclaiming that the sources of economic
fluctuations do really stay in the volatility of teepreneurs’ expectations. Moreover, consump-
tion does its work in smoothing the cycle, whilgeéstment accounts for the majority of output
variability.

The cross correlation structure between variabhescatput leads/lags presents some in-
teresting results:

|k 4 3 2 1 0 1 2 3 4
Consumption 06 | 072] 032 039 o083 o072 028 -0j1 -0p6
I nvestment 033| 002] 04| 08| 099 o058 -0d1 -046 -0)57
Nominal rate 0,16 | 002| 031] 054 033 040 048 -0ho -0o1
Real rate 0,14 | 001] 026/ 048 03 03 068 -046 0,2
Inflation 0,39 | -044] 025 o026 079 08 05 d -0po9
Market Sentiment 0,03 | 001 002 o008 015 02 o4 o001 -012

Table 3 : variable correlation with output at diint k leads and lags.

Both consumption and investment are procyclicahwéspect to the cycle, but contrary
to the empirical evidence and contrary to Keynegp®sition too, consumption leads the cycle
while investment tends to lag it.

The nominal interest rate as well as the real oegeocyclical reflecting a positive rela-
tionship between output increases and rates’ iseseaMoreover, both the rates lead output
downturns by approximately one period time sinagyttisplay the highest negative correlation
with output at one period lag.

Along with the empirical literature, inflation isrengly procyclical.
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Table 4 presents correlations between the prewseuss and the market sentiment dy-

namics:
k -4 -3 -2 -1 0 1 2 3 4
Consumption -0,17 -0,06 0,07 0,12 0,12 0,08 0,08 0 -0,01
I nvestment -0,06 0,06 0,17 0,22 0,15 0,07 0,0p -0,02 -0,03
Nominal rate -0,01 0,07 0,11 0,03 -0,13 -0,1p -0,07 -0,03 0,01
Real rate -0,01 0,06 0,1 0,02 -0,14 -0,18 -0,08 -0,03 0,01
Inflation -0,11 -0,04 0,11 0,23 0,25 0,22 0,18 0,15 0,13

Table 4: cross correlations between variables aack&ét Sentiment at k leads/lags

As Keynes pointed out, consumption has just a souatelation with Market Sentiment
dynamics, being the former mostly determined byoutynamics; indeed, the two variables that
are principally affected by the market sentimem #vestment and inflation. Investment lags
Market Sentiment while inflation moves almost & fame pace of it.

Two final remarks.

First, both inflation and output series displayoasiderable degree of persistence, just as
Keynes predicted.

k 0 1 2 3 4
Output 1 0,73 0,15 -0,32 -0,52
Inflation 1 0,7 0,17 -0,19 -0,3

Table 5: inflation and output autocorrelation
Second, the relationship between inflation and wiuip well resembled by the Phillips
curve:

Phillips curve
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Figure 9: Phillips curve
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6.4 Implementing the model with Endogenous Market Semii

In this section | will abandon the assumption altbetexogeneity of the Market Senti-
ment and | will let it depending on the output ttem this case, optimism/pessimism waves will
be related to booms and recessions.

The output dynamics is strongly affected by this/ @ssumption:

Aggregate Output
49 : ‘ : ‘

4.85

|

@
& 4.75
-
4.7
4.65
46
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Time
Filtered GDP
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01 ‘ ‘ ‘ ‘ ‘ ‘
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Figure 10: Endogenous Market Sentiment: aggregatalatrended GDP

There are no more irregular fluctuations but alnmregular one, with GDP assuming an
oscillating dynamics, both in the long and in thers run.

From the analysis of the cross correlation strggtsome interesting results stand out.

k -4 -3 -2 -1 0 1 2 3 4

Consumption -0,74 | -0,53| -0,09] 0,47 0,85 0,87 0,65 0,34 -0j02
I nvestment -0,16 0,3 0,69 0,91 0,91 0,63 0,16 -0,84 -0)71
Nominal rate 0,3 0,42 0,5 0,57 0,41 -0,0y -0,% -0,6 -0,48
Real rate 0,32 0,36 0,39 0,45 0,31 -0,14 -052 0,66 -0/38
Inflation -0,68 | -0,39 0 0,48 0,89 0,96 0,71 031 -Oof1
Market Sentiment | -0,25 | -0,01| 0,25 0,43 0,57 0,4y 0,28 0 -0,R7

Table 6: Endogenous Market Sentiment: correlatetmben variables
and output at different k leads and lags
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k -4 =3 -2 -1 0 1 2 3 4
Consumption -0,44 | -0,24 0,03 0,26 0,41 0,46 0,39 0,p -0,03
| nvestment -0,1 0,17 0,41 0,53 0,49 0,33 0,09 -0,16  -0,37
Nominal rate 0,13 0,29 0,38 0,28 0,05 -00p -0,17 -0,28 -031
Real rate 0,13 0,26 0,32 0,21 -0,02 -0,1p -0,18 -0,25 -0/26
Inflation -0,42 | -0,23 0,06 0,32 0,47 0,49 0,411 0,21 -0,04

Table 7: Endogenous Market Sentiment: correlatietwben variables
and Market Sentiment at differekteads and lags

The qualitative relationship between variables does change: consumption and in-
vestment are still procyclical; consumption lealds business cycle while investment lags it.
Both the interest rates are procyclical, but neghtilead the cycle. Inflation remains strongly
procyclical.

Nonetheless, the Market Sentiment variable doedezat the business cycle anymore,
but it follows it, since the highest correlatiorréached at O lags. This evidence is the direct con
sequence of having the Market Sentiment changioggalvith output: complementing the basic
theoretical framework with an Endogenous Markettif®nt means allowing for a feed-back
mechanism between the macro performance and theo rhhaviour. Finally, this feed-back
mechanism implies that the two series move alnmia$ieasame pace.

Moreover, notice from Table 7 that the quanti®tborrelation between all the variables
and Market Sentiment is higher with respect todase of Exogenous Market Sentiment: again,
the responsible for this result is the presenab@feed-back mechanism previously cited.

Finally, it is worth noting that having endogenddarket Sentiment implies a higher

persistence degree both for inflation and outpuhweéspect to the previous case, as Table 8
shows:

k 0 1 2 3 4
Output 1 0,83 0,41 -0,06 -0,48
Inflation 1 0,78 0,36 -0,05 -0,41

Table 8: inflation and output autocorrelation

Although this enriched framework performs well iaproducing most of Keynes's
claims, in particular for what concerns variablpsrsistence, the overall economic dynamics is
qualitatively unrealistic. Output harmoniously fluates around its mean value, with periods of
output growth followed by periods of output dowmtwf equal length.
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This effect is almost entirely due to the innerreleteristics of Kirman'’s algorithm. The
latter is designed so as to never persistentlyelther in a state or in the opposite one: when the
proportion of optimists/pessimists reaches valwess to one, the algorithm automatically prompt
the system towards the opposite direction drivivgproportion towards zero.

Hence, on the one hand decreasing output leagwdipertion of optimists towards zero;
nonetheless, when the zero value is approachedystem automatically prompts the fraction of
optimists. This in turn drives output growth andsequently enhances the number of optimists
too. Then, without the automatic regulatory foré¢he algorithm, the system will either collapse
or explode. In this sense, designing the Marketi®emt with the Kirman’s algorithm implies
assuming that there exist some quasi rational $orceomething like a survival instinct- in the

economy that prevents it from collapsing or exphodi

6.5 Reproducing under-production and under-investment

Both under the hypothesis of Exogenous Market 8amtt and under the hypothesis of
Endogenous Market Sentiment, results have endonsst of Keynes'’s intuitions.

Notwithstanding, both the treatments have failedejproducing the phenomenon of un-
der production and under investment, that is, rafrtbe former display sustained periods of low
production and investment.

My hypothesis is that responsible for sustainedessionary periods is a pessimistic
mood that constraints people with no hope for titare and no incentives for the economy to
revive.

Though, in the previous section | have shown thitis not possible with Kirman’s al-
gorithm. So, here, | want to demonstrate that, ryitree basic theoretical framework, the only
way to obtain under-investment is to condition Market Sentiment algorithm in such a way
that for a given interval time pessimism prevailgrooptimism.

Hence | impose the proportion of optimists to fliate into the interval [0; 0.2] from pe-
riod t=150 till the end of the interval time, that is,rhassuming that over the last 200 periods
pessimism prevails.

Notice that assuming a fixed interval for the pngjmn of optimists reduces the volatility
of the Market Sentiment, and consequently influsribe dynamics of the other aggregate vari-

ables too.

After periodt=150 detrended GDP, displays a standard deviatioaldo g;, =0.005

contrary togy, =0.017 for the previous time interval (Figure 11)

90



Chapter 3 —Keynes in the lab

Filtered GDP
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Figure 11: detrended GDP with alternating Markeit®eent (t= [0;150])
and with pessimism prevailing (t=[150;350])

A similar effect is present for all the other ssriboth in their short run dynamics and in
the long run one.
More interesting, the prevailing pessimism entailsustained period of underinvestment

and under production:

Aggregate Output

L L I L I I
o 50 100 150 200 250 300 350
Time

Figure 12: GDP with alternating Market Sentiment[Q;150])
and with pessimism prevailing (t=[150;350])

In the pessimistic period, average output dropsify, =4.75 to y, =4.73 *.

When agents are predominantly pessimists, entneprs believe their performance will
deteriorate in the future and the aggregate margifiaiency of capital decreases.

On the other hand, pessimism let agents incréesegdropensity to liquidity, pushing the
nominal interest rate: when the money stock is kepistant, the combined effect of pessimism
over the liquidity preference and of the declinmgput because of the decreasing marginal effi-
ciency of capital, translates into a higher nomingtrest rate. In turn, given lower inflation ex-
pectations due to diminishing output, a higher mahinterest rate triggers a higher real interest
rate, which finally negatively impacts over theastment decision.

Hence, a vicious circle is set in motion that jeree the economy from the recovery.

Though it is not possible to recreate these resuttsthe original Kirman’s Market Sen-

timent dynamics, their importance should not goatized. Indeed, we have found one source

*In log terms
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for under production, and notably it is not stiiatklated to economic fundamentals but rather to
agents’ mood. Then, in this sense it is possiblenmerstand why Keynes did not envision any
escape from the crisis a part from making the MwigEfficiency of Capital reviving through

fostering entrepreneurs’ expectations.

7. Conclusions

The scope of this chapter was to construct a dgesed macroeconomic model in the IS-
LM style capable of complementing Keynes’ macrarfeavork and his behavioural microfoun-
dation, and demonstrate that the theoretical framnewnriched with bounded rationality is able
to recreate economic fluctuations.

Indeed, since the release of the General Theoanyneconomists have been claiming
that the work was not suitable for explaining eqoisystem because it lacked any microfoun-
dation.

However, recent contributions challenge this viadwocating for a micro behaviour
foundation of Keynes’ macro framework: these wdrkse tried to shed light on the micro com-
ponent of Keynes’ economies, i.e., the behavioudak that guide agents in their decisions mak-
ing. It is asserted that Keynes is different frdra Neo Classical tradition in that he did not con-
sidered optimizing process at the very basis ofdmeonduct but rather he imagined economic
agents as being imprisoned in a very uncertaindyard, once compelled to take action, basing
their decisions on heuristics, rules of thumb aespnal feelings.

This kind of behavioural micro foundation open tivay to an interpretation of the
sources of economic fluctuations that is at oddb wie most successful theories of Real Busi-
ness Cycle: irGeneral Theors chapter 22 Keynes stated that the origins ofilginess cycles
were to be found in the disobedient market psyadl that leads entrepreneurs to change ex-
pectations about the future yield of capital astatewing their personal attitude towards the fu-
ture rather than exact economic calculations.

In this way, a boom corresponds to a period inctvligents hold extremely positive ex-
pectations while the crisis happen when this ilasicome to be disappointed.

To validate Keynes’ intuitions about the non ratibinfluences over economic fluctua-
tions, in the spirit of a counterfactual history efonomic thought, | made use of agent-based
modelling technigues. The computational framewar&lded me to overcome the difficulties en-
countered at Keynes’ time in traducing his framdwioto a formal model since to design the
agent-based model | did not need to rely on thditicmal abstractions of the fully rational Rep-
resentative Agent and | have been able to chaiaetdre microeconomic level in terms of sim-

ple behavioural rules.
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In particular | assumed that relying on the intécans with others, agents could alterna-
tively become optimists or pessimists, and thair tharticular state of mind influences invest-
ment decisions, consumption decisions and liquigigferences. So, the model is built on the
behavioural hypothesis that when agents are ogsrtiiey have positive feelings about the future
and this traduces into higher expectations abauthrginal efficiency of capital and lower li-
quidity preference, while the opposite is truegessimistic agents.

Simulations results have been presented referdrigree different treatments of the ba-
sic framework.

First, | assume the Market Sentiment to develofavit any correlation with GDP dy-
namics, that is, the probability of becoming pessitoptimist is not influenced by GDP de-
creases/increases.

Simulations demonstrate that under this hypothihgissystem is capable of displaying
irregular economic fluctuations. Even if in the dorun aggregate output moves into a well de-
fined corridor, its short run dynamics resemblesithsiness cycle one. Comparing consumption
and investment volatility with that of output, wiad that consumption is less volatile than output
while investment is almost three times more vatdtian GDP. Nonetheless, the cross correlation
structure shows that investment does not leadubméss cycle but lags it.

Overall, the system performs well in replicatingshof Keynes’s intuitions. In particu-
lar, it is worth noting that despite the initialrpeeter set up, which should have worked in stabi-
lizing the economy, investment and output seriessaibstantially volatile. Indeed, Market Sen-
timent dynamics is truly the engine for economistaility. Moreover, the correlation between
Market Sentiment dynamics and output is highly gigant, and their cross correlation demon-
strates that the Market Sentiment leads the busiogde: the result confirms our hypothesis of
having a business cycle driven by the social dynami

Second, | complement the original model letting Market Sentiment depending on
GDP evolution, in such a way that the probabilitypecoming an optimist/pessimist increases as
long as GDP increases/decreases.

This further hypothesis has not affected the qakii¢ relationship between the vari-
ables. However, from a quantitative point of viemrriables’ covariance with lagged/leaded out-
put is higher, and the same is true for variabbestelation with Market Sentiment leads/lags.
The source for the increase in correlation residethe hypothesis of having GDP dynamics
feeding-back into the Market Sentiment one, stiesging the relationship between the two vari-
ables.

Remarkably, this scenario leads to have an highesigtence in variables’ cross correla-

tion, thus offering further evidence for Keynesiiohs about persistence.
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Nonetheless, the resulting output dynamics is Kigiirealistic, since output harmoni-
ously oscillates around its mean value. Indeeldavie shown that this is a consequence of the in-
ner characteristics of Kirman’s algorithm.

Although both the previous treatments are ableetoeate the principal characteristics of
Keynesian economics, they too both fail in repradgithe phenomenon of under production.

Since my hypothesis is that following Keynes, itpisssible to have under production
only assuming a prolonged pessimistic period, étHird results’ section | seek evidence for this
claim by fixing the proportion of optimist at addevel for a given interval of time.

Then, one of the most important Keynesian clainmsardy be replied if the mechanism
that governs agents’ interaction is stopped, thavmly if we assume that agents’ interaction has
no effect in making people changing mind. Indeé@ is not such an unrealistic situation. It is
possible that for some exogenous reasons pessiisigsu strong that no optimist is able to
change any pessimist’s mind; at a point in timenttaa event happens that trigger agents’ expec-

tations and hence makes the economy reviving.
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Chapter 4

Inflation expectations and Market Sentiment: some emputa-

tional experiments

1. Introduction

Drawing upon the theoretical framework presenteth@éprevious chapter, our aim here
is to test the performance of monetary policy rutesituations where the hypothesis of Rational
Expectation is abandoned.

Indeed, | will show that once the RE hypothesigli@nissed, the performance of the
monetary interventions strongly depends on how tsgiemm their expectations and whether the
monetary authority has access to agents’ inflagiquectations.

Section 2 briefly reviews and discusses the metiadonetary policy under the Rational
Expectations hypothesis, while section 3 assebgesbst recent attempts to overcome it thanks
to the so called Learning literature. In sectiohptopose a new framework for studying the ef-
fects of monetary policy based on the assumptiomftdétion expectations influenced by the
Market Sentiment. Therefore, section 5 specificalljlines the characteristics of this framework

while in the subsequent section simulations resultgpresented. Section 7 concludes.

2. A general overview of Neo Classical monetary polictheory

At the origin of the monetary policy debate conseinad been concentrated on whether
the Authority should have had an active influenndate economy through discretionary policies
or if better it should have had not care too musbua economic dynamics, and let the system

autonomously adjust to shocks.
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The latter point of view was carried on by the Gieal school, and it was overtaken just
with the coming of the Keynesian revolution.

Indeed, in theGeneral TheoryKeynes devoted little effort in presenting a fofrraat-
ment of how monetary policy should be conducted,fmnetheless he definitely railed against
the Classical view asserting that the Authority tathtervene in the economy in order to ensure
that demand was neither excessive nor deficient.

Most importantly, while in previous works Keynesafyzed fluctuations in the price
level and its stabilization, in th@eneral Theorthe price level is considered as historically de-
termined and is kept exogenous to the system.ntioistly from this consideration that, regarding

the GT, there always has been prevailing interest irafipolicies.

The inflationary strife of the 70s undermined Kesiae theory, opening the way to dif-
ferent views about economic policy and monetarycgoh particular.

Indeed, Neo Classical economics promoted a largeestsus regarding the role of mac-
roeconomic policy, namely, the monetary authoritgidd be concerned with the level of output
in the short run in such a way that non inflatigngrowth will be achieved in the long run.

Then, following Friedman (1968), the mainstreanaid&as that this objective could have
been achieved through fixing the money supply. da#ority should fix a well defined rate of
growth for the money supply compatible with thesrat growth of the real economy, so that a
zero inflation level would have been achieved. Ufius view, authorities should just determine
the growth rate and then do nothing, since theegystould have been able to autonomously ad-
just. Then, the monetarist view attracted muchéitia and became an influential policy because
it permitted to overcome the problems related &dtedibility issue and the inflationary bias.

Nonetheless, the approach presented various dragbamong which the recognition
that, in well developed financial systems, it i¢ tite money aggregate the properly control in-
strument for the Central Bank but instead the @derate through which the amount of money is
affected.

Moreover, starting with the end of the 80s, theas been the flourishing of the stream of
literature (Bernanke, Blinder (1992); Bernanke, tteéer(1995); Clarida, Gali, Gertler (1998)) un-
derlining the role of an active monetary policydietermining the business cycle, so that the way
in which Central Banks conducted monetary policgdme a relevant issue in understanding the

dynamic of aggregate activity and the monetaristwiost its appeal.
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Since then, the profession agreed in fixing the inaininterest rate as the policy instru-
ment and in appointing how the interest rate shauldst to the actual state of the economy in
order to control inflation and output dynamic, ks ultimate goal of monetary policy.

Moreover, there has been a growing consensus dhewdvantages of commitment in
monetary policy rather than discretion (Allsoppn¥®$ (2000)): a Central Bank that makes clear
what its objective is and how it is going to purduachieves better results than one in which the
policy in always determined discretionally.

Even if the possibility of exerting some degreguafgement in conducting the policy pe-
riod by period seems appealing, the clear and simpmmitment to well specified monetary
rules is more effective because it fosters monedaithority’s transparency enhancing credibil-
ity, and it facilitates the private sector’s praezes forecasting.

Indeed, monetary policy theory sets on the broatindition between instruments rules
and targeting rules. The former determine the ésterate as a prescribed function of some vari-
able of interest, while the latter are the resfila grecise loss function minimization. Nonethe-
less, both the approaches account for commitmemhanetary policy since they assume the
monetary authority will commit to follow a predat@ned policy rule instead of changing it pe-

riod by period.

More specifically, targeting rules are derived frdm solution of the Central Bank’s op-
timization problerf’.

Given the structure of the economy, as typical DS@itlels designed it, and the expec-
tations augmented Phillips curves, the Central Baiskes to minimize a loss function that nor-
mally takes the form of

L =[5 - +68y, -3 |

in which deviations of inflation and output fromegletermined targets are specified.

The minimization boils down to the specificationanf intertemporal path for the interest
rate such that the target, in terms of inflationootput gap, will be reached in a determined
amount of time.

Since the entire process is built on the capahilitthe monetary rule in influencing long
term expectations, it results feasible only if ageare endowed with Rational expectations. The
monetary authority assumes agents will form expiects in a rational way, coherently with the

forecasted future course of the economy. Thuspthiey is optimal because it offers a nominal

0 See Clarida, Gali, Gertler (1999); Svensson (198@odford (2003)
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anchor for inflation expectations that finally wilehave exactly as the Central Bank wants them
to behave.

The introduction of long term expectations into #@®nomic model, being it through in-
tertemporal optimization or the Phillips curve, thachanged the common ground over which
the discretion vs commitment debate had been ggwv8ince then, it was no more a matter of
intervention or not intervention of the authoribyt a matter of the best way the authority could
intervene in order to guide expectations, and fbegeupon these premises, commitment results

the best policy.

On the other hand, instruments rules are simpletikearules in which the instrument,
the nominal interest rate, respond to changeseiptite level or in the real income.

In this regard they did not rise as optimal rulag, rather have been developed in a more
empirical context, namely the econometric evalumatib monetary policy rules using the meth-
ods of Rational Expectations macroeconomics.

Upon this setting, the most prominent contributc@me from John Taylor who identi-
fied a “hypothetical but representative rule” (Tayl1993) following which the short term rate is
to be raised in face of a rise in inflation and twtput gap, or alternatively is to be lowered in

case of a decrease in the two variables:
R =m_ +¢,Um, -1) +¢y @y, _y*)+0'02
An essential feature of the Taylor rule is thatbeys the Taylor principle, that is, the rule

is efficient in lowering/increasing inflation asig as the interest rate over adjusts with respect t

inflation, so that inflation coefficienp,, is always greater than 1.

This kind of rule gained a lot of success sinceethe of the 90s because it performs well
in approximating the US Fed monetary policy as wsllother government’s policies; moreover,
they are rather simpler compared with complicatgdimal policy rules.

Importantly, Taylor rules do a better job in siioas when there is uncertainty about the
true structure of the economy since they resultemmmbust than optimal rules (Orphanides,
2007).

Starting with the pioneer work of Taylor, a widenge of Taylor rules have been de-
signed and tested to take into account the posgibil interest rate smoothing as well as to in-
troduce expectational terms, in line with the imgiag validity assigned to rules that incorporate

inflation forecasts as a tardet

“l Among the variety of works that adopt Taylor rylsge for example Haldane,Batini(1998); Ca-
rare, Tchaidze (2005); Hetzel (2000)
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Even if the instrument rule approach seems to littleein common with the theoretical
oriented optimality approach, the two are built moaecommon fundamental hypothesis, that is,
agents form expectations in a rational way. Agengsable to gather and process all the informa-
tion they need to produce exact future forecasts.

The assumption makes possible for the optimal giinized monetary policy to per-
form well in stabilizing the economy because it sloeally be able to condition agents in such a
way to drive them towards the desired equilibridirhis is true also for instrument rules since
they are derived econometrically from macroeconomizlels that assume RE. Again, the hy-
pothesis is the building stone of this kind of miamg theory and its effectiveness.

Therefore, as Howitt pointed out:

“The rational expectations paradigm [...] assurhas the economy is never out of a state
of perfect coordination, that it always organizeBwties into stable patterns in such quick order
that the details of the stabilizing mechanism, #y uncertainty associated with those details,
can safely be ignored. That is, in a rational-eiqtéans equilibrium everyone's expectations
about what will happen are consistent with the maconomic forces actually at work, and also
consistent with everyone else’s expectations, nétemavhat kind of policies are pursued.”
(Howitt, 1996, pag.)

3. Questioning Rational Expectations: the Learning Lierature and developments

Almost contemporaneously to the success of theoRaltiExpectations hypothesis, a va-
riety of experimental and psychological studiesehisurished that contend the RE assumption
demonstrating that the way in which people formestations is just almost rational. Among the
studies surveyed by Camerer (1995) the majoritydolittle support for the Rational Expecta-
tions hypothesis, with forecast errors displayimg rzero mean, autocorrelation and correlation
with other variable®. Moreover, as pointed out by Duffy (2008), in necgears some ma-
croeconomists have come to recognize that the RatiBxpectations hypothesis presumes too
much knowledge on the part of agents, mostly réggrthe true underlying structure of the
economy, whereas econometricians often are unoeataiut it and rely on ad-hoc assumptions.

Therefore, the empirical evidence related to iidlary episodes suggests that inflation
expectations can depart from RE and follow irradlofears, traducing into an independent
mechanism untied from economic fundamentals (Orglesn Williams 2003).

Along this view, in recent years the questioningl® RE hypothesis have entered the
stage of the monetary policy debate, giving risditierent contributions that advocate for a deep
examination of the inflation expectations’ mechaniznd for a monetary policy strongly based

on the knowledge of these underlying mechanismsv{t{al996).

“2 siill, the Rational Expectation hypothesis resuitsre reasonable in simple and univariate modeis-co
pared to the multivariate models most often used.
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Theoretical effort has been devoted to model egiects’ formation in different ways,
based on the assumption of agents’ bounded ratfipnal

In particular, the literature concerning the eféeof learning in altering monetary pol-
icy’s outcome®’ assumes agents to be not fully rational, but t@bkeast as smart as econo-
mists™. Agents form forecasts as economists do, thaelging on some econometric model that
they are able to refine period after period: thegwd finally end up learning the correct Rational
Expectations so driving the economy towards a stafquilibrium.

The learning literature has been mostly concernild studying whether the learning
process posits constraints to monetary policy. Tiferent set of problems have been high-
lighted: on one hand, it has been demonstratedstita proposed interest rules do not perform
well when agents’ expectations are guided by leaxnsince agents’ forecast errors lead to eco-
nomic instability via the adjusting expectationscimenism. On the other hand, it has been shown
that some monetary rules may lead to indetermimdiaquilibria, that is, they permit the exis-
tence of different equilibria, preventing the ecaryofrom setting in just one stable point, as
should be desired. Then, effort was dedicated rdirig the conditions under which a system
where agents learn the RE solution would be abbetoeve equilibrium’s stability and determi-
nacy.

Although the literature that addresses the interadietween monetary policy and learn-
ing is quite vast, | found particularly interestittte works conducted by Orphanides and Wil-
liams in the recent past (2007,2008) because #tmpt has gone further to the traditional de-
terminacy problem.

Indeed, they have assessed the stabilization grepaf different Taylor rules pursuing
Inflation Targeting in a context where people etpons are not rational but formed upon the
resolution of a recursive algorithm. They argue thaorder to understand the effectiveness of
Inflation Targeting relative to other monetary siieis necessary to take into account the envi-
ronment of imperfect knowledge in which people fagrpectations. It is possible to include their
contribution into the learning framework since thasic assumption regarding people’s expec-
tations is that people behave like economists wheetasting, that is, they refer to the principle
of “cognitive consistency”.

In their setting, both the Central Bank and thendégjbave imperfect knowledge about the
economy: the Central Bank pursuits an InflationgEting policy while the public tries to infer
the goal of the monetary authority, future inflatiohrough its past actions. Agents form expecta-

tions basing on a VAR model and are capable ohlegr

43 Although the literature is vast, important work® &vans, Honkapohja (1999,2001), Bullard, Mitra
(2002).
“ Following the principle of “cognitive consistenc§Evans, Honkapohja, 2008)
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They test Taylor rules with different parametersdification and demonstrate that their
performance get worse under imperfect knowledgédn wéispect to the Rational Expectations
case.

Moreover, departing from the hypothesis that pefiptkit difficult to reason in terms of
gap from desired levels, they test other two d#ifeikind of Taylor rules, one expressed and pre-
sented to the public in terms of gaps from varislohatural rate, whereas the other incorporated
the key characteristics of Inflation Targeting, mdyrtransparency and commitment, by express-
ing the rule in terms of levels rather than gapsfinatural values.

Their results highlight the importance of imperf&obwledge to assess rules’ perform-
ance, and in particular, given agents’ boundedmatity, they argue that simple Inflation Target-
ing rules are superior because they give the oppitytto agents to better understand the con-
duct of the Central Bank, and in turn they enahke €entral Bank to exert more control over
expectations.

Their final message is that if the monetary autijosiants to achieve economic stability,
it has to implement simple rules that are able reglibly communicate the public the Central
Bank’s policy. Under imperfect knowledge, the besinetary performance is obtained only if
the authority is able to guide people’s expectatitmough transparent rules, so that agents are

able to form expectations in an economic coheret w

Moving away from the learning literature, there ag many contributions dismissing
the hypothesis of Rational Expectations.

Though, in a recent paper, De Grauwe (2008) ingatts the monetary policy’s implica-
tions of abandoning the Rational Expectations hypsis in a DSGE model, and letting forecasts
be formed upon simple heuristics. The model cosisitan aggregate demand equation, obtained
from dynamic utility maximization, an aggregate glypequation, resulted from profit maximiza-
tion, and a Taylor rule; an inflation targeting irag is assumed. Inflation and output expecta-
tions enter both the aggregate demand and suppbtiegs.

Agents are assumed to be not fully rational, irt thay form both inflation and output
expectations in either two ways. As for output, tie forecasting rules divide into the optimistic
(people expect output to grow) and the pessimimtie (people expect a lower level of output),
while the inflation forecasting rules consist i tBxtrapolators’ rule (agents’ expectations corre-
spond to past inflation) and the Targeters’ oneiiégexpectations correspond exactly to Central

Bank’s targeted inflation).
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The proportion of agents choosing one rule instdatie other depends on their forecast
performance: as long as more agents adopt oneinstiead of the other, its performance in-
creases and in turn more agents will adopt it.

The evaluation process gives rise to endogenoussvaivoptimism/pessimism which the
author calls Animal Spirits referring to Keynesdasventually, these fluctuations result respon-
sible for the model to display cyclical economiacfiuations.

Moreover, contrasting this behavioural model'sitesswith the ones obtained from solv-
ing the same model with RE, DeGrauwe finds out that implications for monetary policy
strongly vary across the two different models.

In particular, the degree of uncertainty generdigdthe optimism/pessimism waves
about the transmission of monetary policy shocksluces into the fact that the same policy
shock can have different impacts depending on dgre of pessimism/optimism agents have
about the future.

Notably, the main result is that monetary policgffects, both in terms of output and in-

flation stability, are strongly influenced by thismissal of the RE hypothesis.

4. Inflation expectations and Market Sentiment

Although innovative in their dismissing the RatibBxpectation hypothesis, the Orpha-
nides, Williams’ paper and the DeGrauwe’s one, ai a&s the learning literature in general, pre-
sent some drawbacks. In particular, these modelalbabuilt over the common ground of optimi-
zation based micro foundation.

Relying on this conceptual framework implies conforg with the idea that aggregate
functions result from rational optimizing processd@$ien, it seems controversial assuming
bounded rationality for agents’ inflation forecastiprocess while admitting their complete ra-
tionality in utility or profit maximization.

This to say that there is room to go further ifte tinderstanding of the effects of mone-
tary policy when agents are not fully rational kytihgall economic decisions to be influenced
by bounded rationality.

Thus, the very first motivation for this chaptetastake “seriously the radical uncertainty
implied by our limited understanding of the econgmgd analyze the effect of policy when the
economy is far from a rational expectations equiim” (Howitt, 1996). In particular, my aim
here is to understand how assuming all economisioas to be influenced by non rational mo-

tives — the Market Sentiment hypothesis — impat time efficacy of the monetary policy.
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In order to do this, | will depart from the theacat framework developed in the previous
chapter and | will complement it with some behavidiassumptions about the way in which
agents form expectations.

My attempt here is not to interpret and apply Keymédeas about monetary policy, but
anyhow the previous Keynesian model results moitalda for my purpose compared with any
modified DSGE framework. Keynes'’s framework, inskeia completely built on the assumption
that the informational constraint from which decisimaking through heuristics derives, per-
vades every fields of the economy. Starting froesthintuitions implies assuming that not only
the investment and the consumption choices wileddpon Market Sentiment, but, consistently,
also the forecasting mechanism will be influencgdtb

In this new framework, the Market Sentiment infloes inflation expectations too, mak-
ing them lower if optimism prevails. Moreover, |lWwassume the Market Sentiment to be en-
dogenous and to vary following inflation dynamics.

This choice finds support in the behavioural ecoiediterature that advocates for people
to have just a lay understanding of economics,sani be quite far away from the way of think-
ing of economists.

In this regard, my assumption is different from Geuwe’s one in that the proportion of
agents choosing one forecasting rule rather tharotiher is determined through the social inter-
action and the ability of one agent to convinceeattto change their minds. Agents do not evalu-
ate the performance of the rule as in the citedlartout, as in the previous chapter, they change
mind only after interacting with others.

In De Grauwe the mechanism through which the ecéamemvironment feedbacks into
the forecasting process passes through the evaiuatiforecasting rules’ performance. On the
contrary, in my model, the economy feedbacks igienss’ expectations because it influences the
social dynamic. The capacity of one agent to careviothers to change their mood is influenced
by the effect of the perception of the dynamicgratiof inflation on agents psychology. Thus, for
example, | will assume that if the economy displalgert run inflation growth, then agents will
be more prone to become pessimists.

In this way, the forecasting rules are not chogemttieir relative performance but for
how attractive the economic environment and sactaraction make them.

Two different economic scenarios will be designed:one hand | will consider a situa-
tion in which the Market Sentiment is regulatedthg general inflation dynamics, and in which
the Central Bank implements a fixed money supplg (UM function); on the other, the Market
Sentiment depends on the relative distance betaeteral inflation and its targeted level, and the

Central Bank is clearly committed to a classicatldarule.
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The rationale for having two separate scenariosesoitom a recent paper by Tamborini
(2007). The work is aimed at offering a new framewfor the study of macroeconomics where
the LM apparatus is not suppressed by instrumdas riout rather amended to take into account
some of its major disadvantages. The resulting medeisions the possibility of having two
monetary policy regimes. In the first one monefanlicy is conducted fixing the rate of growth
of money supply, whereas in the other the authsets the interest rate, through a rule that can
be assimilated to the Taylor one.

Interesting, Tamborini demonstrates that underypothesis of Rational Expectations,
the two regimes perform almost equally in stahbiligithe economy, posing the concern of
whether a regime of exogenous money implementifigydor rule does really result better than a
regime implementing a fixed money supply rule.

My conjecture is that abandoning the RE hypothasi letting the Market Sentiment to
have a role in inflation expectations’ determinattbe policy analysis is not trivial, and possibly
diverges from the results of Tamborini's paper. Téea is that, from a behavioural point of
view, the two monetary regimes entail different@stations formation’s processes, implying dif-
ferent results for the monetary policy. This to sagt the RE assumption works towards an ho-
mogenization of the economy that finally tradua@s ia smoothing of the monetary policy’s ef-
fects.

Following from this reasoning, my further presuroptiis that if the inflation expecta-
tions’ process matters for the impact of monetanljcy, then this impact changes along with the
relative weight the policy makers attach to inflatiexpectations. That is, stabilization will be

different regarding different path for the parametf the Phillips curve.

Summarizing, the very first motivation for this gi@r comes from the recognition that
even admitting a role for bounded rationality eithrethe form of learning or expectations’ for-
mation through heuristics, the theoretical framdwopon which monetary policy have been
studied poses some concerns. Indeed, it seemssaege®t only to abandon the Rational Expec-
tations hypothesis, but also to let bounded ratignaervading every economic fields.

This further assumption could possibly lead to apge understanding of the underlying
dynamics of different monetary policy regimes, teehgghlighting their inner differences. Then,
it should result that two different monetary regankke the ones presented in Tamborini (2007),
do really imply different monetary policy effectedause the behavioural expectations’ formation
entailed is different.

In order to comply with my motivation, | will presea framework in which | will as-

sume expectations to be influenced by the Marketi®ent as well as all the other economic
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decisions. The differences between the two monetagymes that | will consider should finally

be referred to this behavioural assumption. Inigaler, to remark the importance of inflation

expectations in the economy, | will conduct sompegiments letting the parameters of the Phil-

lips curve varying.

5. Theoretical framework

The equations representing the economy are:

(1)

(2)

(3)

(4)

(5)
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mt are white noise disturbances terms. | choose tictethe original framework

including these random terms since I'm interestadong other things, in analyzing the stability

of the system in the different scenarios in casa shock happening. Moreover, the error terms

renders the framework comparable to the more toadit ones adopted to study monetary policy

alternatives.
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O, still represents the number of optimistic agehisre | suppose that agents are not

economically trained people, so that it is not gaesthinking at them as behaving like econo-
mists.

The principal behavioural hypothesis that complemmenis framework regards the way
in which aggregate inflation expectations are fatme

It is now assumed that inflation expectations afiiénced by the Market Sentiment hy-
pothesis, that is, the way in which people proeessiomic information and form expectations is
mediated through people’s sentiment, and changeg alith prevailing optimism or pessimism.

Indeed, as Leiser and Aroch (2008) pointed out, @mnomists have just a lay under-
standing of economic relationships. For this reagiven the difficulty they face in exploring
economic concepts, they oversimplify the underlystrgicture and make judgements about eco-
nomic variables’ causal relations relying on hdig$s reasonable self-evaluation and shallow
understanding.

The authors run a set of laboratory experimentdiffierent groups of economically
trained and not economically trained students, thegl demonstrate that even if non economists
were not able to fully understand the concepts teye presented, anyway they answered to
well defined questions about causal relationghibpstween economic variables just committing
on some superficial knowledge about the economynthis imperfect knowledge, they can just
rely on heuristics to form evaluations.

In this regard, lacking specific information, iteses plausible to assume that to form in-
flation expectations’ as well as evaluating othesremic variables, agents will rely on common
sense and on the prevailing Market Sentiment.

Therefore, Leiser and Aroch identify the “good-hbisggood” heuristic as the principal
device people use to establish economic relatipnskhiey show that common people tend to
separate economic variables in two different pabis positive and the negative ones, stating that
if a good economic variable is to increase, théthal other good ones are to increase too, even if
this is implausible from an economic point of viéwBy the same reasoning, it is considered as a
good thing if one of the variables that belongthtonegative pool decreases.

As for inflation, experimental subjects mostly fuinto the negative variables pool, in
agreement with the literature that highlight howcmpeople dislike inflation.

In a survey conducted among US, German and Brazieople — both economists and

common people — Shiller (1996) asks participanteely were to worry for an increase in infla-

> Questions were of the type: “If variable A incresshow this will affect variable B?”
6 Consider for example that people put in the riegatole variables rate of inflation together with
interest rates, meaning that an increase in tleedst rate will be related to an increase in irdtat
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tion and why they were to. The vast majority of pleodemonstrate to strongly fear inflation
since they assert that inflation deteriorates thindard of living, harms national prestige, leads
to political chaos and damages national morale.

Interestingly, when asked what would be the effettsiflation on income, people show
to have no clear idea whether income would risey 8te same or decrease, leading to the con-
clusion that people feels inflation as hurting ieabmes rather than nominal ones.

The mentioned causes for inflation varied a lot, they were principally related to the
bad behaviour of some people (people that spendhtazh, big corporates seeking profits, gov-
ernments setting bad policies) while just few pequly attention to strictly economic cadées

Indeed, Shiller's results point in the same dimttas Leiser's ones: common people do
not understand well the functioning of the economynetheless they are interested in economic
news reporting inflation developments because theseally live inflation as a very bad event.

Drawing upon this evidence, | will match an optitiismood with decreasing inflation
expectations, and a pessimistic mood with incrgasikpectations. What I'm arguing is that op-
timistic agents, who in general envision the futire better way, will be more prone to expect
that inflation will decrease, while pessimistic atgethat are scared about the future, will be more
willing to expect an increase in inflation. Rememb®at I'm assuming that people do not fore-
cast upon economic evidence, but rather among otperof judgements or heuristics, including
their mood.

Hence, aggregate expected inflation will decreaitle egard to past inflation when op-
timism prevails, that is,

0 (N -0,)
m=—LtWl-ng_, +——"—
g N[ﬂ D, N

@ I+,

where 77_, is average inflation over the previous four years.

Notice that lot of importance is still attachedp@st inflation: this to say that people do
not make forecasts on completely irrational bdsis they rely on their past experience.

In order to better support the previous assumptienconsidered the relationship be-
tween a possible proxy for the market sentimeniabée and inflation expectations for the §S
in order to check for the presence of some coiagladvocating for the hypothesis that market

sentiment influences inflation expectations. Agaxp for market sentiments we chose the Con-

*"Indeed, the ones who succeed in responding iw@amoenic plausible way were economists

8 Source: St. Louis FED Data Base- FRED; UMSENTesefor the Consumer Sentiment index (1978-
2008), and MICH series for inflation expectatio®78-2008): both the series are produced by the djniv
sity of Michigan Survey Center
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sumer Sentiment Index that measures the publicsep&on about the future course of US econ-
omy: indeed, the University of Michigan calculatitssto judge consumers’ level of opti-
mism/pessimism. Then, we computed the simple catiogl between the CSI series and the infla-
tion expectations one, and it resulted that theist @ significant negative correlation between
the variable®, suggesting that when the CSl increases, thah&nveptimism prevails, inflation

expectations decrease, just as we are pretendthgsichapter.

Given this general assumption about inflationthie following | outline the two mone-
tary regimes under study.

Let’s call the first one the Old Regime .

The Old Regime is characterized by a monetary aityhthat pursues a fixed money
supply policy implementing the LM function alreadiscussed in the previous chapter. There-
fore, the monetary authority does not communicatté public its policy, or its money supply
target, so that people is offered no nominal anétroinflation expectations.

Given the experimental evidence about the sentimhemdy in which people confront
with inflation, | assume that Market Sentiment d@s along with inflation dynamics, and in
particular, people tend to be more optimistic whieey realize inflation is decreasing, while they
start worrying and becoming pessimist when inflatie increasing. In some way, this corre-
sponds to a lack of confidence in the authorityicivhin people’s view, is the responsible for na-
tional economic stability. If inflation increasdben people feel the event as if the authority was
not doing enough for preventing this, and they lwast. In the opposite case, if inflation is de-
creasing people is led thinking that the monetartharity is working well, and they are more
confident about the future increasing their trust.

Hence, the probability of changing opinion in thienkan’s algorithm becomes:

50_{5+a if m, <71,

! o—-a otherwise

‘ o—-a otherwise

5 _{5+a if 7, >7,
(®)

wherea is the amount by which the probability of remagoptimist/pessimist changes

with inflation. That is, when inflation is decreagj éto the probability or remaining optimist

* corr =-0.72, p —value =0.000
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when one is already an optimist, incred%bg an amount equal ta ; and the opposite happens
for an increase in inflation.

Notice that although the scenario results plaugipfen the experimental evidence pre-
sented above, it entails a counterintuitive retedfop between output and inflation that anyhow
can be interpreted as the result of a supply shock.

Prevailing optimism entails two opposite forcesnatk in the economy. On one hand,
optimism fosters output through its effect on irtwasnt and consumption, while on the other it
reduces inflation expectations and possibly infiatioo.

Moreover, notice that optimism reduces the interats, implying that in the stock mar-

ket we have asset price inflation.

Now, consider the second monetary regime, the keddsilodern Regime.

Here, the authority is clearly committed in followgia classical Taylor rule which entails
a 1% target for inflation. The authority pursuemngparency to help the forecasting process, so
people is aware both about the policy implementedl &out the target and therefore can count
on a nominal anchor for their expectations.

In this situation the Market Sentiment will be ughced by the Central Bank reaching
the targeted level of inflation or not. The pubdidl be more willing to be confident in the future
if actual inflation sets behind the targeted lewahjle it will lose confidence about future eco-
nomic conditions if actual inflation is above ttegget. Again, if the Central Bank is not able to
reach its goal, people lose confidence in the aitthand starts worrying.

Thus, the probability of becoming either pessirisbptimist will change according to:

50 = o+a if m_,<0.01
! o—-a otherwise

t

5 _{5+a if m_,>0.01

o—-a otherwise

9)

where 77=0.01 is the targeted inflation level.
The same opposite forces are at work here. If aptimprevails, output receives a posi-
tive acceleration, while inflation receives a négabne. Moreover, we still have asset price in-

flation when optimistic agents are the majority.

*9This in turn implies that the probability of changimind and becoming a pessimist,s, decreases.
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A final remark regards the inflation target. Altlgbuby construction inflation fluctuates
around its steady state valyehere | decide the targeted inflation level to®@l. Indeed, it
seems to me more realistic and more safe for theopshe Central Bank, to assume a non zero

inflation target.

6. Simulation Results

The designed framework has been implemented inrdod@ssess one basic question,
that is, if we assume bounded rationality pervaalegconomic decisions, how does monetary
policy affect the economy?

Trying to answer, | will follow two different paths

First, | will compare the results of bounded raéiity for monetary policy both in the
Old Regime and in the Modern one, showing thatMliagket Sentiment assumption has an im-
portant impact.

Second, | will separately analyze the two Regintesddress how the relative weight
given to inflation expectations impact over theicef€y of monetary policy, that is, if expecta-

tions are truly important for economic stability raot.

As in the previous chapter, the study does notepreto be quantitatively comparable
with empirical evidence, so that it should be relgdras an experiment rather than a replication
exercise, and for this reason parameters haveawot talibrated.

Indeed, the parameter set up is the same as before:

Variable | Description Value
T Number of periods 400
N Number of agents 1000
S Number of intra-period interaction for the 150
Kirman's algorithm
C=Y Steady state values 100
for consumption and output
@ Persistence coefficient 0.7
in the investment function
A Tobin’s g weight 10
P Price index 1
Ve Optimistic Liquidity preference shock 0.1
pP Pessimistic liquidity preference 0.1
shock
7 Interest rate elasticity 0.5

*1 See section 6.3 in Chapter 3
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H Income elasticity of money 0.5
1-0 Probability of changing opinion when meeting ¢ g

someone in Kirman'’s algorithm

€ Probability of changing opinion autonomously 0-000325

a Probability of changing mind momentum 005
(Kirman’s algorithm)

,8 Inflation expectations’ coefficient 0.9

¢ Output gap coefficient 0.2

Table 1: parameters set up

In the next section | will compare the two reginreserms of inflation and output vola-
tility in order to estimate the effects of the mtawrg policy; moreover, to check for differences in
terms of economic structure, | will study their inhge response function to interest rate shocks.

Afterwards, | will let the Phillips curve parameteshanging in order to account for dif-

ferences in policy’s effectiveness when the wegtdched to inflation expectations changes.

6.1. The Old Regime versus the Modern regime

Table 2 shows the simulations’ results for inflatend output standard deviation in both
the regimes. It is undoubtedly clear that the manygpolicies produce different outcomes; in par-
ticular, we have that the Modern Regime perfornmtebén stabilizing the economy with respect
to the Old one.

Old Regime Modern Regime
Inflation std 0.0042 0.0009
Output std 0.023 0.006

Table 2: inflation and output standard deviatiothi& two regimes

Under the hypothesis of inflation expectations gdithy the Central Bank’s target which
in turn operates through the Taylor rule, theatidin and output standard deviations are much
lower with respect to the other case.

Even graphically, it is possible to appreciatedhantitative differences between the two

regimes:
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Figure 1: inflation dynamics in the Old Regime (gliae)

and in the Modern One (black line)

This very first set of results offers some evidesapporting my initial claim, namely,

that abandoning the Rational Expectation hypoththgiswo regimes lead to different stabiliza-

tion paths.

In order to endorse my view and to shed some la@htthe underlying stabilization

mechanisms, let me present the impulse respondafiaifon to interest rate, output and Market

Sentiment shocks.
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Figure 3: Comparing Modern and Ancient regimes:llse responses of inflation to an interest ratelsho
(3.a and 3.b); to an output shock (3.c and 3.dy; Karket Sentiment shock (3.e and 3.f)

The impulse responses of inflation to different gtsoconfirm that the Old Regime is
much more instable than the Modern one. Indeedoasan see in figure 3.a and 3.b, the interest
rate shock takes approximately 80 periods to extitausffects in the Old Regime, while it takes
approximately 40 periods in the Modern one. Thbiktation pattern in the Old Regime implies
an oscillating behaviour that is not at all predgarihe Modern case.

Moreover, in the Old Regime inflation immediatelysponds negatively to the shock,
while in the other case it responds positively; oally, from a quantitative point of view, interest
rate shocks in the Old Regime impact much moreityean inflation with respect to the Modern
case.

The same reasoning can apply to output shock antté¥l&entiment ones: the overall
stabilization path is almost the same, but theeebath qualitative and quantitative differences in

the two patterns.

117



Chapter 4 — Inflation expectations and mkt sentimen

The most important feature is that the Old econ@myguch less able to internalize shock
than the Modern one, so that it takes considerataye time for the former to stabilize with re-
spect to the latter. That is, the effects of theckk last much more.

Indeed, if we compare the two regimes in terms ohetary policy, this evidence allows
us to claim that having inflation expectations waatichored stabilizes the economy and reduces
the persistence of shocks (Mishkin (2007), pag.12).

Then, the framework offers support for Mishkin’safysis: “Because the public has be-
come confident that the Fed will do the right thiegpectations now behave in a manner that
makes economy more stabbebegin with.” (Mishkin (2007), pag.15; emphaaikied).

Let me now shed some light on the role of the etgiems mechanism in determining
economic dynamics.

Consider the case of the Ancient Regime. In thistext the Market Sentiment, and in
turn inflation expectations, reacts to any moveniennflation. If we depart from a situation of
prevailing optimism, we end up with output incremsbecause of the positive MEC and MPC'’s
impulse , and with inflation expectations decregsifss long as the increase in output is not so
big as to overcome the negative effect of inflatexpectations, then actual inflation will not
grow. Instead, if the output prompt is heavy enqubk constraining expectations effect is not
sufficient and finally actual inflation do rise.

If this is the case, in the next period there wél high probability of having pessimism
prevailing, which in turn entails higher inflati@xpectations. Nonetheless, pessimism entails a
negative effect on output too. So, the positive@fof expectations on inflation is counteracted
by the decreasing output until inflation startsréasing too and optimism returns.

The critical element here is the lag in the timofghe process. Since Market Sentiment
responds to inflation with lags, and so does outpiMarket Sentiment, the process is character-
ized by some time discrepancies that makes it blestén other words, the lags make it possible
to have moments in which inflation is not underteolnof the monetary authority.

This mostly happens because people do not have@ninal anchor to which anchoring
expectations.

Consider now the Modern Regime. The Market Sentirnbanges only if inflation over-
comes its targeted level. Again, if we start fronsiation of prevailing optimism output re-
ceives a positive impulse while inflation expeaiat receive a negative one. Actual inflation is
kept under control by negative expectations, anithwdl be until the output growth becomes too
heavy to be constrained by expectations.

The difference with the previous situation is thatess the targeted level is overcome,

the Market Sentiment will not change and the econesttles in a context of increasing output
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and decreasing inflation expectations because ggtirprevails. That is, people is less willing to
change mind because their reference point is @ foree, and it does not vary through time as in
the previous regime: they are not worried by indlatincreasing as long as the latter is kept un-
der the target. In this way inflation expectatioesult much more stable, and in turn contribute to
the stability of the economy.

Moreover, with the presence of the fixed targetcaa get rid of the time lag problem
because Market Sentiment adjusts faster to econdyniamics”.

Notwithstanding the differences just highlightedl,bioth the Regimes the counterintui-
tive relationship that exists between inflation esjations and output dynamics results of great
importance for the stabilization process. The Oégjihe is definitely more unstable with respect
to the Modern one, but the same mechanism thates#ie Modern to be more stable, prevents
extraordinary volatility from happening in the Qtb.

The higher inertia of the expectations mechanisthénOld Regime makes it possible to
explain why the system takes more time in intemiadj shocks (Figure 3). Not only, the same
reasoning can be applied to explain why inflatiortie Old Regime displays much more persis-

tence with respect to the Modern case (Figure 4).

Inflation persistence (Modern regime) Inflation persistence (Ancient regime)
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Figure 4: impulse response of inflation to an itifla shock in
(a) the Modern Regime and in (b) the Old one.

Then, my behavioural assumptions seem to give stugpo some well-known New
Keynesian models’ findings, namely, that commitreemd optimal monetary policy are therefore

better than discretion.

2 In the Modern Regime people compare previous geriflation with the target, while in the Old Re-
gime people compare inflation at time t-1 with atibn at time t-2.
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A framework in which the Central Bank is committiedcontrolling inflation and makes
explicit its objectives stabilizes the economy muebre than a framework in which the mone-
tary authority controls the money supply and dagscommunicate any policy report.

Therefore, someone might say that introducing bedm@tionality has not improved the
already existence knowledge. Indeed, the intergstépect here is that the greater instability the
Old Regime displays with respect to the Modern ameue to the different expectations forma-
tion process, and not to exogenous shocks.

Although the relationship between output and iidlatentailed in the expectations proc-
ess can be assimilated to a supply shock, it isptetely generated endogenously, and derives
from two particular assumptions about the behaviduhe agents, namely, that optimism makes
them prone to invest and produce, and that optintiamslates into lower inflation expectations.

It is the interaction between the latter that detees the degree of systemic stability .

6.2 Flexible money supply rule

Previous results are obtained assuming the CeB&mak pursues a fixed money supply
rule.

Upon this assumption, the results can be questisime® what | am comparing is a re-
gime in which the monetary authority is completghssive with one in which the monetary au-
thority actively influences the economy. One caguarthat the instability is the effect of such a
passiveness.

For this reason, in the following | will dismissigthypothesis and | will let the Central
Bank in the Old Regime to actively react to infhati

In particular, the further assumption is that théharity reacts to an increase in inflation
by lowering the money supply by a certain amouttergas it increases the money supply when
inflation decreases.

Table 3 presents the evidence about inflation stahdeviation and output one in case of
a 1% increases/decreases of the money supplynasabe of a 5% increase/decrease in the same

magnitude.

Old Regime 1% change 5% change
Inflation std 0,004 0,007
Output std 0,023 0,06

Table 3: Old Regime: inflation and output standadesgliations in case
of a 1% change in the money supply and in cases8b @hange in it.
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In case of a 1% change in the money supply theme sgnificant improvement in terms
of diminishing output and inflation standard deiias with respect to the previous basic Old
Regime case, that is, the monetary interventiors ¢ contribute to decrease systemic volatil-
ity. Nonetheless, if the money supply is let chaggby a 5%, the volatility considerably in-
creases, that is, an even more strict monetaryigiéon is of no help for the stabilization of the
economy.

Therefore, if we concentrate on the impulse respems the two cases, some interesting

results come out.

Inflation response to an interest rate shock (1% case) Inflation response to an interest rate shock (5% case)
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Figure 5: impulse responses of inflation to anriedgérate shock In the case
of a 1% change (a) and in case of a 5% change (b)
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Figure b: impulse responses of inflation to anaitifin shock in the case
of a 1% change (a) and in case of a 5% change (b)

In case of a 1% change, the active monetary paliplies a greater capacity for the sys-
tem to absorb shocks. In case of an interest rateksthe adjustment path does not qualitatively

differs much with respect to the case of passiMeyobut the time interval the system spends
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stabilizing is lower. Most importantly, the persiste of inflation (Figure 6.a) is quantitatively
lower and qualitatively follows a pattern very dianito the Modern Regime.

In case of a 5% change, the stabilization proaasgths with respect to the 1% case. As
for inflation persistence, the stabilization patteesembles the one followed in the Modern Re-
gime, but it is longer and more unstable with respethe less severe policy case.

Indeed, these latter results endow us with suliatamibre information with respect to
the previous cases.

First, an active monetary policy does not contebta lower inflation volatility, but it
helps the economy in absorbing more rapidly theclshoNonetheless, if the authority imple-
ments a severe policy, inflation reacts increagimgolatility and spending more time in absorb-
ing the shocks.

Second, once we attach an active role to the detnak, the Modern Regime — the
New Keynesian way of assessing monetary policy beiser with respect to the Old Regime —
the Monetarist view of assessing monetary poliayy for what concerns inflation volatility.
Moreover, a not too strict money supply policy @exs in stabilizing the economy as well as a

Taylor rule based policy.

6.3 Changing the importance attached to inflation exagéans

To underline the importance of inflation expectatidn determining the impact of the
monetary policy, here | will address how the ecopdmehaves if we let the parameter of the
Phillips curve varying, that is, if the weight atied to inflation expectations changes.

In particular | will consider three levels:

B @
0,9 0,2
b 0,7 0,4
c 0,5 0,6

Table 4: Phillips curve’s parameters set up

Upon previous results, my presumption is that wiess weight is attached to inflation
expectations, the monetary authority finds it diffi to exert control over inflation, which in
turns displays more instability.

The analysis is conducted separately for the OlgirRe and for the Modern one.

Let's consider first the Old Regime.
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stdm stdY
a 0,004 0,02
b 0,009 0,02
c 0,014 0,02

Table 5: Inflation and output standard deviatioth@ Old Regime
for different combinations of the Phillips curvggarameters

Hy
a 115,4
b 115,5
c 116,5

Table 6: Average output in the Old Regime for di#fe combinations
of the Phillips curve’s parameters

As you can see from Table 5, inflation and outganhdard deviations increases along
with the decreasing weight attached to inflatiopextations.

This is a direct consequence of the previously @&rpd mechanism. Indeed, the latter
has shown that inflation expectations exert a ktalbion effect on actual inflation, contrasting
the impact of output. Lessening the role of expémta in the determination of actual inflation
implies damping this stabilization effect, andastimaking inflation more volatile.

The role of expectations is emphasized if we comaanattention on the output dynam-
ics. Indeed, output standard deviation as well\esage output levels (Table 6) do not change
between the three treatments, implying that irdglatvolatility does not increase because of out-
put growth but because of the smaller inflationestptions’ negative impact.

As you can see from Table 7 and Table 8, the satterp is recognizable for the Mod-
ern Regime.

Although both standard deviations remain lower witbpect to the Old Regime, they in-
crease along with the decrease of the inflatioreetgiions parameter.

stdmr stdY
a 0,0009 0,006
b 0,0017 0,005
0,0025 0,005

Table 7: Inflation and output standard deviatiothi@ Modern Regime
for different combinations of the Phillips curvgsarameters

Hy
a 117.,8
b 117,8
c 117.,8

Table 8: Average output in the Modern Regime
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for different combinations of the Phillips curveiarameters

Again, the result is due to the weakening of thgatige impact of inflation expectations,

since output variability stays constant.

7. Conclusions

In the present chapter | sought to explore the izapbns for the design of monetary
policy when facing an economy populated by trulyiaed rational agents.

Although the recent learning literature has wort@dards a better understanding of the
effects of monetary policy when agents are bourrd¢idnal, its principle of cognitive consis-
tency still appears a strong assumption. Moreotrerse models consider bounded rationality
only for the inflation expectations process, whilsregarding its effects on the whole economy.

To give account of these limitations and to demmastthat the way in which people
form expectations strongly affects monetary policiave relied on the model developed in the
previous chapter, and | complemented it with somiealvioural hypothesis regarding the expec-
tations mechanism.

I envisioned two different monetary regimes — thd Qegime and the Modern one —
which shares the assumption that inflation expextatare mediated through Market Sentiment,
increasing when the predominant Market Sentimepesimism and decreasing in the opposite
case.

The motivation for this assumption has mainly cdnoen the recent evidence produced
by the experimental and behavioural literature clwvhpoints out some important features.

Many experiments demonstrated that the RationakeEtgions assumption is at odds
with the way common people make forecasts; moredwvbeas been showed that not only people
do not possess Rational Expectations but alsotlieatmajority of them has just a naive under-
standing of economic dynamics, and judges econgariables in a rather sentimental way.

Nonetheless, the two regimes differ in that wittiie Old Regime the Central Bank fol-
lows a money supply rule and optimism/pessimismngkea along with inflation dynamics;
whereas in the Modern Regime the monetary auth@@igommitted to a Taylor rule, and opti-
mism/pessimism depends on actual inflation beirayalor behind the targeted level.

Contrary to the result obtained by Tamborini (2007/hypothesized that once the Ra-
tional Expectation is abandon and bounded ratignadilet influencing all economic decisions,
the two regimes entail different stabilization prseses.

Indeed, simulations results offer support for mgjeoture.
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Under the Old Regime inflation is much more vokatihan in the Modern one, and if hit
by a shock the system spends considerable mordrtiagjusting.

Although simulations results endorse the tradiiddew Keynesian view that commit-
ment is better than discretion, the significancengffindings rely in showing that the instability
of the two systems is due to the peculiar inflatixpectations mechanism, and not to some exo-
genously imposed shocks.

As a further computational exercise, | abandonedagsumption of the Central Bank in
the Old Regime pursuing a fixed money supply raleg] | let it deciding the best policy to im-
plement depending on inflation dynamics. Thaths, @authority now increases the money supply
any time it realizes inflation is decreasing andrdases it in the other case.

Interestingly, if the authority changes the monegy by 1% as a reaction to inflation,
inflation volatility remains the same as before th& capacity of the system to internalize the
shocks increases. In particular, inflation stahtiian resembles the one obtained under the Mod-
ern Regime. However, if we assume the Central Barikiplement more severe policies, say a
variation of money supply by 5%, inflation volaiflincreases considerably and the time the sys-
tem spends in stabilizing does not decrease.

Indeed, these results demonstrate that the Modegini® is definitely better than the
Old Regime only in case the authority implementsspee policies. In the opposite case, the
Modern Regime performs better than the Old one dotywhat concerns inflation volatility.
Moreover, a too strict policy is of no help for@tezing the economy.

Then, the significance of our framework is emphegigince the origin for this evidence
is to be found in the psychological mechanism ffuatern economic decisions.

Finally, | devoted one last section in remarking timportance of inflation expectations

by letting the parameters of the Phillips curvendiag. The 5 parameter is let diminishing until

it results lower than the output gap parameteredull the resulting inflation pattern shows that
inflation volatility increases together with thecteasing of the beta parameter. Then, giving the

prominent role to expectations translate into ledatile (and possibly lower) actual inflation.
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Conclusion

This dissertation investigated the potential of radgemsed modelling in analyzing
economies as complex dynamic systems.

In particular, three main issues have been expldfedt, | studied the implications of
heterogeneity in a credit economy in which bankifielationships are regulated through Rela-
tionship Banking. Second, | offered an interpretatbf Keynes's most important intuitions from
the General Theorybased on the role played by the non rationatitedimotives in determining
economic dynamics. Finally, | analyzed the impdctliferent monetary policy regimes under
the hypothesis of agents being bounded rational.

The dissertation has been articulated in four arapt

Chapter 1 briefly presented the concept of agese¢danodelling. After discussing some
important features characterizing traditional ecoms, | documented the major critics against
the framework, and assessed how the complexityoapjrhas tried to overcome them. In this
context, agent-based modelling results the mosatdei instrument to deal with traditional eco-
nomics drawbacks. Finally | sketched the idea @assical economics has much in common
with the complexity approach, in particular considg the economics of Marshall.

Chapter 2 tackled the macroeconomic implicationfirof-bank interactions. The moti-
vation for the analysis came from the recognitioat tthe literature assessing the role of asym-
metric information in causing economic fluctuatigisee for example Bernanke, Gertler, 1999;
Kiyotaki, Moore) does not take seriously into aauoagents’ heterogeneity, nor the variety of
contractual arrangements the lender can offer eobtirrower. For, | constructed a model of a
credit economy in which entrepreneurs are hetergenin their productive capacity and in their
opportunistic behaviour. In order to take over th@ioductive projects they have to invest an

amount of money which is proportional to their emtrwealth. It is possible to separate entrepre-
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neurs between those who can self finance producsiod others who have to ask for banking
credit. Then, | considered two treatments. In tihet bne the bank is not able to discriminate
good and bad entrepreneurs and thus it chargekealbans with the same interest rate. In the
second one, the bank is able to ex post recogmiad gntrepreneurs in their being long term cli-
ents (they have always given back their loan),thedefore is willing to offer these entrepreneurs
a lower interest rate (Relationship Banking).

Since the literature points at the superiority @l@onship Banking (Sharpe, 1990), |
conducted simulations in order to assess whetleR#iationship Banking treatment does really
perform better than a Pure Asymmetric Informatiore. Results demonstrates that in both the
cases the model produces output series displagimg term growth, and economic fluctuations
of different frequencies and amplitudes in the sham. Nonetheless, at the aggregate level aver-
age output are almost the same in both treatmArdseper analysis has shown that this effect is
due to the presence of entrepreneurs’ heterogenity self financing entrepreneurs contribut-
ing more to output because not constrained by &t ldurden. Getting rid of these firms, output
produced by banking finance entrepreneurs undeati®athip Banking is higher that under Pure
Asymmetric Information; the same results holdstfar wealth levels. The same relationship can
be find looking at the dynamics of the system. Quignd wealth series at the aggregate level
have the same volatility, while concentrating on &f¥fies these result more volatile under the
hypothesis of RB. Therefore, the proportion of défag firms stays equal for both the treat-
ments.

Then, the superiority of Relationship Banking ist mdvial. Upon the hypothesis of
agents’ heterogeneity and limiting our attentiorbémking financing entrepreneurs, the RB con-
tractual arrangement is superior to the PAI onenfloat regards the productive capacity. RB still
performs better in enhancing cumulative capacity,ibis of no help in terms of decreasing the
probability of default. Moreover, RB entails a higHevel of volatility for Bf entrepreneurs. In-
deed, there exists a trade off in the RB regimahabquantitative superiority is achieved at more
volatility costs. Finally, an interesting resultsat deserves further research shows that in both
treatments banking financing entrepreneurs’ outsplays no growth but it is stuck in a well
defined corridor, that is, banking financing poseme limits for macro growth.

In 3 an ABM interpretation of Keynes's ideas ha®reffered. What particularly |
worked for is to revive the Keynesian argument ahbe residual non rational motives that per-
vade economic decisions. In line with recent litera (see e.g. Marchionnati, Fontana (2007), or
Bruun (1999, 2008)), | claimed that the Generaldrizeloes not lack microfoundation — as Neo-
classical economics asserted — since Keynes maaroded General Theory's aggregate func-

tions through agents’ behavioural rules. For tesson, agent-based modelling can perform well
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in giving a formal treatment of Keynes's literarydel. The model is built around the three pil-
lars of GT, namely the Marginal Efficiency of Capital, the imal Propensity to Consume and
the Liquidity Preference. The three are charactdrin a behavioural manner, since it has been
assumed that they change along with the Marketii8ent, that is, along with optimism and pes-
simism waves. In particular, if optimism prevaitsthe society, entrepreneurs do invest because
they expect higher future profits which in turn empasses a higher MEC; consumers increase
consumption; both consumers and entrepreneurs i@imiheir Liquidity Preference, thus induc-
ing a negative shock over the interest rate. Ittbdse noted that designed that way, the model
assesses two more issues that make Keynes an ABMligieram. Indeed, my framework ac-
counts for heterogeneity of agents (people carithereoptimistic or pessimistic) and interaction
(interacting with other agents people can changér tmood following an opinion formation
mechanism presented in Kirman (1993)). The framkwwas been analyzed referring to two
treatments. First | assumed the Market Sentimebetoompletely independent of economic dy-
namics; second, | assumed the Market Sentimenhaoge along with output dynamics, so to
have people more prone to become optimistic whépubis growing.

Once simulated, the first treatment has been abtegtroduce the majority of Keynesian
intuitions. Output series is characterized by iatagfluctuations of different amplitudes and fre-
qguencies. Analyzing the cross-correlation structtimese fluctuations are set off by the Market
Sentiment dynamics so that it is possible to aa@ut Market Sentiment driven business cycle.
Comparing output with consumption and investmedre,former is less volatile than output while
the latter is almost four times more volatile tlariput; contrary to Keynes’s idea, consumption
leads the business cycle whereas investment lag¥ldtion and output present a considerable
degree of persistence; moreover, the simulated atatable to generate a Phillips type relation-
ship between inflation and output. Therefore, theosd treatment demonstrated the capability of
replicating the most important economic relatiopshioo. Moreover, in this treatment inflation
and output have shown a higher persistence degtleeagpect to the previous one. Although the
two treatments have performed well in replicatingyKes'’s ideas, they fail in producing one of
his most important claim, namely, the phenomenarafer production and under investment.
That is, output in both treatments does not exipfmtonged recessionary periods. Indeed, | have
been able to reproduce the phenomena under stxidg fihe proportion of optimists, in such a
way that for a given interval time pessimism prévai the economy. Then, | found support for
Keynes's claim that recessions are the consequaridesg lastly periods of decreasing Mar-
ginal Efficiency of Capital.

The last chapter adds to the literature that agsebe impact of monetary policy under

the hypothesis of agents’ bounded rationality. Wheate mainly motivated me in this analysis
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has been the recognition that the literature thetiepds to tackle bounded rationality in monetary
policy, limits itself to consider the inflation egptation process, while assuming perfectly ra-
tional agents for all the other economic decisidrisund it quite controversial, and for this rea-
son | decided to test the impact of different manepolicy upon the theoretical framework de-
veloped in the previous chapter. Moreover, | dismisthe principle of cognitive consistency
(Evans, Honkapoija 2008) that belongs to the legytiterature, and | assumed agents form in-
flation expectations relying on some heuristicsivier from personal feelings and common
sense. In this way, inflation expectations charigegawith Market Sentiment, being them higher
when pessimism prevails and lower if the oppostérae. The rationale for this choice comes
from the experimental and behavioural literatuneparticular Leiser, Aroch (2008) who demon-
strate that people have just a naive understandiirgconomic variables, and treat them in a
rather sentimental way. Therefore, | envisioned different monetary regimes. The Old Regime
is characterized by a fixed money supply rule, lapdhe fact that the Market Sentiment dynam-
ics is influenced by the inflation dynamics, wittetprobability of becoming a pessimist increas-
ing if inflation displays short run growth. The Memh Regime encompasses a Central Bank
committed to follow an inflation target through timaplementations of a Taylor rule, and in
which the probability of becoming a pessimist/opgim increases if inflation overcomes/stays
below the target.

Simulations results demonstrate that the way irctvipeople form inflation expectations
has an important role in explicating the differen@@nong monetary regimes. Indeed, the Old
Regime resulted more unstable for what concernis imfation and output with respect to the
Modern one. Moreover, in the former inflation deyd much more persistence to interest rate
shocks as well as to output and Market Sentimest.oiihe results can be traced back to the
presence of a counterintuitive relationship betweetput and inflation that works as a stabiliza-
tion mechanism. Indeed, when optimism prevails fBegpect that future inflation will decrease
and future output will increase, a relationship ethtan be assimilated to a supply shock but it is
endogenously generated by the system. Notwithstgnthis discrepancy operates towards stabi-
lizations since when output grows too much and eeds in increasing actual inflation, the re-
sulting pessimistic mood traduces into a constriintoutput and finally a constraint for infla-
tion.

Moreover, as a further assumption, | dismiss thgottyesis of a fixed monetary policy
rule and | let the Central Bank changing the mosugyply along with inflation. Results for a 1%
change in the money supply demonstrate that ameastonetary policy does not lower inflation
volatility but increases the capacity of stabiliaatof the system. Notwithstanding, this is true

only if the policy is not too strict.
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Finally, to support the importance of inflation expations | conducted some computa-
tional experiments letting the parameters of thi#liph curve varying in such a way that the in-
flation expectations parameter gradually losestitsngth. Results show that lowering the beta
parameter implies higher and more volatile inflatio

Indeed, although the evidence reinforces the Nssidal argument about the importance
of commitment in monetary policy, the validity dfet model is given by the fact that the systemic
instability is due to agents’ approach to econowaigables. In this way, | have been able to shed
light on the inner mechanisms that regulate thati@iship between inflation expectations and

actual inflation.

Overall, this thesis has demonstrated the impoeaficonsidering economies like com-
plex, adaptive, dynamic systems for a deeper utatedig of macroeconomic dynamics. In-
deed, the introduction of heterogeneity, interactamd bounded rationality into the developed
frameworks has led to the emergence of unexpectgbpies.

In the second chapter, agents’ heterogeneity imphat the superiority of Relationship
Banking is not something trivial, and that finargiproduction through banking finance may be
not the best choice for a firm since the debt borskems to prevent production’s growth. In the
third chapter, the contemporaneous impact of hg&reity, interaction and bounded rationality
enabled a rigorous assessment of Keynes's Genkeadry. This counterfactual history of eco-
nomic thought demonstrates that Keynes was ddfjniight in attaching importance to the non
rational motives governing the economy, and thatée still have much to say about actual
economies, in particular for what concerns theaattisis. Considering the way in which | have
obtained under production, if we were to follow hesisoning, we should conclude that lowering
the interest rate is of little help, and that eaoies will really revive only if some event triggers
agents’ confidence again. Assuming agents’ bourrdédnality in the fourth chapter, has en-
abled me to demonstrate that at the very basicafi@nic stability there is a mechanism that
draws so much into people’s psychology. Not oniyhds been possible to show that the out-

comes of any monetary regime depend on the wayl@éopn expectations.

Further research
The three topic treated in the chapters offer tbssibility of expanding the research

along various paths.

For what concerns chapter 2, | assumed the prapoof opportunistic entrepreneurs to
be constant and independent from the interest adeed, it seems plausible to remove this hy-
pothesis, and look for the macro implications. Efi@re, following the literature that assesses the

credit channel of monetary policy transmission (Beenanke, Gertler (1995)), our framework
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results suitable to explore the macro implicatiohsnonetary policy conducted under the alter-
native hypothesis of Pure Asymmetric Informatiord delationship Banking when agents are
heterogeneous.

The results obtained simulating the Keynesian modehapter 3 have witnessed the de-
pendence of variables’ dynamics on the inner charatics of the Kirman’s algorithm. Indeed,
further research can go in the direction of lookiagdifferent mechanisms able to describe the
social dynamics. | think two possible roads carekglored. On one hand, given that condition-
ing the social dynamics on output dynamics produbedkind of results | have presented, | can
look for some different opinion regulation’s rutbat is, assuming that people change mind for
example following some exogenous impulse or theadyinos prices instead of output. The other
possibility is to look for a completely differentay through which governing social dynamics: in
particular, it would be interesting to evaluate ti@nce of using networks to model the opinion
formation process.

Finally, the analysis discussed in chapter 4 caimmmoved first of all by studying the
implications of changing the impact of Market Sewtit over inflation expectations. That is, it
would be interesting to study how the intensitycbinges in expectations (changing the magni-
tude of the momentum through which people updapeetations) affects the monetary policy
outcomes. Moreover, given the debate on Inflatiang&ting as well as the debate on the differ-
ent forms the Taylor rule can assuriethe framework results useful in evaluating whethese
different policies do really lead to more or lefficeent outcomes, or whether their efficacy sim-

ply and homogeneously relies in being able to dwrdinflation expectations.

%3 Svensson (1999), Levin, Natalucci, Piger (2004)lddne, Batini (1998), Kuttner (2004), Bernanke; Mi
skin (1997), just to give some examples.
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Chapter 2 — Flow Diagram

Appendix A

1) Symmetric information case
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2) Pure asymmetric information case

- There is a fixed proportion of opportunistic entrepreneurs;

- The bank is not able to ex-ante recognize them;
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Appendix

- w =0 honest entrepreneur
- w =1 opportunistic entrepreneur
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3) Relationship banking case

- There is still a fixed proportion of opportuniséntrepreneurs;
- The bank is able to recognize ex-post honest emnepirs; once recognized, these entre-

preneurs are offered a lower interest rate;

BORROWING OR SELF-
FINANCING?

SELF-FINANCING

BORROWING

7

The bank will charge ex-post honest entrepreneitts W

N AR
=1 b)[é(;]+b[§0(tl_(p)J

It will charge ex-ante unknown entrepreneurs with
e

PRODUCTIVE PROCESS AND
WEALTH ACCOUNTING

BORROWING SELF-FINANCING
No Declare Default and No _
- exit the market inde- O Aff.t =
pendently on the Ain,

profit achieve:

JYes
/

Al =[ a0 ]2

$Yes

No Default and exit
the marke

Yes

Aifit = [pi ht - (1+ K )Ln ] [z
The entrepreneur repays the amount
B, = (1+ 1),
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- b =bank’s exogenous bargaining power

Appendix B
Codes

1. Chapter 2 — Firm-bank relationship and the macroecaomy

%%%%%%%%%%% % %% %% %% % % %% %% %% % % %% %% %% % % %% %%
%%%% Chapter 2 - PAI treatment  %%%%%
%%%%% %% %% % %% % %% %% % %% % %% %% % %% % %% %% % %% % %% %

clear all

f=100; %n. firms

T=400; %n. periods

M=200; %n. Montecarlo simulations
sigma=0.85;  %prob. success
rbar=0.01; %risk-free int.

z=0.8; %consumption

%%%%% Matrices %%%%%%%
ki=zeros(f,1);
V=zeros(T,M);
Aib=zeros(T,1);
Afb=zeros(T,1);
Ais=zeros(T,1);
Afs=zeros(T,1);
Af=zeros(T,M);
Ai=zeros(T,M);
vabf=zeros(T,M);
vasf=zeros(T,M);
av_bf=zeros(T,M);
av_sf=zeros(T,M);
f_rate=zeros(T,M);
kurt=zeros(T,M);
kurt2=zeros(T,M);
skbf=zeros(T,M);
sksf=zeros(T,M);
sk=zeros(T,M);
w_tot=zeros(f, T);
wealth=zeros(f,M);
kurto=zeros(T,M);
Stat=zeros(M,14);
y_cycl=zeros(251,M);
w_cycl=zeros(251,M);
wf=zeros(T,M);

for m=1:M

%%%%%%%%%%% % %% %% %% %% %%
%INITIALIZE THE SYSTEM
%%%%% %% %% % %% % %% %% % %% %%

A=51.25;
%assign ki
for i=1:f
ki(i)=normrnd(51.25,1);
end
rho=zeros(f,1);
for i=1:f
rho(i,1)=ki(i)*(rbar/sigma); %net rate of return (nrr)
end

rhob=rho(rho(:)>=(A*(rbar/sigma))); %nrr for BF firms
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rhos=rho(rho(:)<(A*(rbar/sigma))); %nrr for sf firms
a=numel(rhob);
s=numel(rhos);

9%6%%% %% %% %%6%6 %% %6 %% % %% %% % %% %% %0 %% 0% % %0 %o WBHUIHR 0% %0 Y0 %% %0 %% %0 % %
%First simulation period for BANK FINANCING ENTREPR ENEURS
9%9%6%%9%6% %% %% % %% % %% % %% %% % %% %% % %% %0 %% %0 %0 HBHEABHEAS

%%%%%%%%%%

%arrays for bank financing entrepreneurs
wi=zeros(a,T);
ain=zeros(a,T);
aif=zeros(a,T);
|I=zeros(a,T);
y=zeros(a,T);
pigreco=zeros(a,T);
b=zeros(a,T);
B=zeros(a,T);
vb=zeros(a,T);
fallimenti=zeros(a,T);

phi=0.2; %proportion of opportunistic entr.
rai=((1+rbar)/((1-phi)*sigma))-(1/sigma); %int. unknown entrepreneurs

9%6%% %% %% %% %% %% % %% %6 %% %6 %% % %% %% %% % %% % %% %0 %% % %% Yo
%Personal characteristics algorithm
%9%6%%9%6%%%6% %% %% % %% % %% % %% % %% %% %% % %% % %% % %% % %% Y0

for i=1:ceil(phi*a)
wi(i,1)=1;
end

g=randperm(a);
x=wi(g,1);
wi(:,1)=x;

%%%%%%%%%% %% % %% %% %% %% %% % % %% %% %% %% % % % %% %% %%

for i=l:a

ain(i,1)=1; %initial wealth level
I(i,1)=ain(i,1); %Iloan amount
end

for i=l:a

B(i,1)=I(i,1)*(1+rai);

end

for i=l:a

c=rand;
if ¢>0.15

y(i,1)=(1+rhob(i))*(2*ain(i,1)); %production

vb(i,1)=rhob(i)*2*ain(i,1); %value addedd
else y(i,1)=ain(i,1);

vb(i,1)=0;

end

end

for i=l:a
if  wi(i,1)==0 %honest entrepreneurs
pigreco(i,1)=y(i,1)-((1+rai)*(i,1));
if pigreco(i,1)>0 %who achieve positive profits
b(i,1)=(1+rai)*(i,1); %refund entirely the loan
aif(i,1)=z*pigreco(i,1); % calculate their final wealth
else b(i,1)=ain(i,1); %otherwise, they refund the bank with the minimum p 0Ss-
ible amount, i.e., current period wealth
aif(i,1)=0; %and exit the market
end
else b(i,1)=0;
aif(i,1)=0; % opportunistic entrepreneurs don't meet their obli gations at all
end
end

%6%%% %% % %% %% %%6%6 %% %6 %% %6 %% %% % %% % %% %% %0 Y0 HBHO%HEAS
%First simulation period for SELF FINANCING ENTREPR ENEUR
%9%6%%9%6%%%6%%%6%% % %% % %% % %% %% % %% %% %0 %% Y0 %0 HBH0%EHBHOL4E

180%%0%%%%%%% %

%% %% % %% %%
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Ain=zeros(s,T);
Aif=zeros(s,T);
ys=zeros(s,T);
vs=zeros(s,T);

for i=ls
Ain(i,1)=1;
c=rand,;
if c>(1-sigma)
ys(i,1)=(1+rhos(i))*(Ain(i,1)); %production
vs(i,1)=rhos(i)*Ain(i,1); %value added
Aif(i,1)=z*ys(i,1); %final wealth
else ys(i,1)=Ain(i,1);
vs(i,1)=0;
Aif(i,1)=z*Ain(i,1); %final wealth in case of misfortune
end
end

Afb(1)=sum(aif(:,1));
Afs(1)=sum(Aif(:,1));

for

80%%%
90%%%

%%6%%6%6%%6%%6%6%Y6%%6%6%Y6% 6% % Y6% V6% % Y6% V6% % Y% Y RIS
9%6%6%%6%6%%6%%6%6%6%6% %6 %6%%6% %6 %% %6% %6 %% Y6% %% % V6% Y Fib
%%6%6%6% MAIN LOOP %%6%6%6%6%%%%

9%0%%% %% % %% %% % %% % %% % %% %% % %% % %% %% % % %0 %0 %048 90%%%
9%0%%%%% % %%%% % %% %% %% %% %% %% %% %% %% %0 %% %0 %8 90%%%
t=2:T

%%%% % %% %% % %% %% % %% % %% % %% %% % %% %% % %% % %% % %% %% %
%Personal characteristics algorithm
%%%%%% %% %% %% %% %% %% %% %% %% %% %% %% %% %% % %% %% %% %o

x=find(b(:,t-1)<B(:,t-1));
g=numel(x);
p=ceil(phi*numel(x));
e=zeros(numel(x),2);

e(:,1)=x;
for j=1:p
e(j,2)=1;
end
for j=p+1l:q
e(j,2)=0;
end
palli=randperm(q);
g=e(palli,2);
e(:,2)=g;
for i=l:a
if b(:,t-1)==B(:,t-1)
wi(i,t)=0;
end
end
for i=e(:,1)
wi(i,t)=e(:,2);
end

%%%%%%%%%%% %% %% %% %% % % %% %% %% % %% %% %% % %% %% %% % %

%%%%%%0%%%%% %% % % %% %% %% %% % % %% %% %% %
%BANKING FINANCING ENTREPRENEURS
%%%%%%%%%%% %% % % %% %% %% %% % % %% %% %% %

for i=l:a
if b(i,t-1)==B(i,t-1)
ain(i,t)=aif(i,t-1); %initial wealth level
I(i,t)=ain(i,t); %loan amount
else ain(i,t)=1,; %wealth level if new entrants
I(i,t)=ain(i,t); %loan amount
end
end
for i=l:a
B(i,t)=I(i,t)*(1+rai);
end
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for i=l:a
c=rand;
if c>(1-sigma)
y(i,t)=(1+rhob(i))*(2*ain(i,t));
vb(i,t)=rhob(i)*2*ain(i,t);
else y(i,t)=ain(i,t);

vb(i,t)=0;
end
end
for i=l:a
if  wi(i,t)}==0 %honest entrepreneurs
pigreco(i,t)=y(i,t)-((1+rai)*I(i,t)) ;
if pigreco(i,t)>0 %who achieve positive profits
b(i,t)=(1+rai)*I(i,t); %refund entirely the loan
aif(i,t)=z*pigreco(i,t);
else b(i,t)=ain(i,t); %otherwise, they refund the bank with the minimum
possible amount, i.e., current period wealth
aif(i,t)=0;
end
else b(i,t)=0;
aif(i,t)=0; % opportunistic entrepreneurs don't meet their obli gations at
all
end
end
%9%6%%%6%% %% %% % %% %% % %% % %% % %% %% %% % %% %%
%SELF FINANCING ENTREPRENEURS
9%6%%% %% % %% %% %%6%%%6%6 %% % %% %% %% %% %% %% %%
for i=l:s
Ain(i,t)=Aif(i,t-1);
end
for i=l:s
c=rand;
if c>(1-sigma)
ys(i,t)=(1+rhos(i))*(Ain(i,t));
vs(i,t)=rhos(i)*Ain(i,t);
Aif(i,t)=z*ys(i,t);
else ys(i,t)=Ain(i,t);
vs(i,t)=0;
Aif(i,t)=z*ys(i,t);
end
end
%9%0%%9%6% %% %% % %% % %% % %% %% %% % %% % %% %% %% %% 9/0%%%%
%9%6%%9%6%% %% %% %% % %% % %% % %% % %% %% %% % %% % %% 8%86%% %%
%isolate failing firms and compute their average in itial wealth
for i=l:a

if pigreco(i,t)<=0
fallimenti(i,t)=ain(i,t);
wf(t,m)=sum(fallimenti(:,t))/a;
end
end

%%%%%% %% % %% % %% %% % %% %% % %% % %% % %% %% % %% % %%
%%%calculating aggregate magnitudes
96%%%6%%%%%%6%6 %% % %% % %% %% %% % %% % %% % %% % %% %% %

vabf(t,m)=sum(vb(:,t)); %Dbf value added
vasf(t,m)=sum(vs(:,t)); %sf value added
V(t,m)=vasf(t,m)+vabf(t,m); %total value added
Aib(t)=sum(ain(:,t)); %aggregate initial bf wealth
Afb(t,m)=sum(aif(:,t)); %aggregate final bf wealth
Ais(t)=sum(Ain(:,t)); %aggregate initial sf wealth
Afs(t,m)=sum(Aif(:,t)); %aggregate final sf wealth
av_bf(t,m)=mean(aif(:,t)); %average wealth bf firms
av_sf(t,m)=mean(Aif(:,t)); %average wealth sf firms
Af(t,m)=Afb(t,m)+Afs(t,m); %aggregate final wealth
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f_rate(t,m)=numel(find(pigreco(:,t)<0))

w_tot(1:a,t,m)=aif(1:a,t);
w_tot(a+1:f,t,m)=Aif(1:s,t);

kurt(t,m)=kurtosis(aif(:,t));
kurt2(t,m)=kurtosis(Aif(:,t));
kurto(t,m)=kurtosis(w_tot(:,t));
skbf(t,m)=skewness(aif(:,t));
sksf(t,m)=skewness(Aif(:,t));
sk(t,m)=skewness(w_tot(:,t));

/a; %failure index

%all firms' wealth as at the end of the period

%kurtosis bf wealth
%kurtosis sf wealth
%kurtosis total wealth
%skewness bf wealth
%skewness sf wealth
%skewness total wealth

end
%96%%9%0%%% %% % %% % %% % % %% %
%%% End time loop%%%%
9%%%%%%% %% %% % %% % %% %% %%

%filtering
[y_trend1]=hpfilter(log(V(150:T,m)),100);
[w_trend1]=hpfilter(log(Af(150:T,m)),100);
[w_bf_trend1]=hpfilter(log(Afb(150:T,m)),100);
[w_sf_trend1]=hpfilter(log(Afs(150:T,m)),100);
[va_bf_trend1]=hpfilter(log(vabf(150:T,m)),100);
[va_sf_trend1]=hpfilter(log(vasf(150:T,m)),100);
%detrending
y_cycl(;,m)=log(V(150:T,m))-y_trendl;
w_cycl(:;,m)=log(Af(150:T,m))-w_trend1l;
w_bf_cycl=log(Afb(150:T,m))-w_bf_trend1,;
w_sf_cycl=log(Afs(150:T,m))-w_sf trendl;
va_bf cycl=log(vabf(150:T,m))-va_bf trend1,;
va_sf_cycl=log(vasf(150:T,m))-va_sf trendl,;

Y%statistics matrix
Stat(m,1)=var(y_cycl(:,m));
Stat(m,2)=var(w_cycl(:,m));
Stat(m,3)=var(w_bf_cycl);
Stat(m,4)=var(w_sf_cycl);
Stat(m,5)=mean(log(V(150:T,m)));
Stat(m,6)=mean(log(Af(150:T,m)));

Stat(m,7)=mean(log(av_bf(150:T,m)));

Stat(m,8)=mean(log(av_sf(150:T,m)));
Stat(m,11)=mean(log(Afb(150:T,m)));
Stat(m,12)=mean(log(Afs(150:T,m)));

Stat(m,13)=mean(log(vabf(150:T,m)));

Stat(m,14)=mean(log(vasf(150:T,m)));

for i=1:f
wealth(i,m)=mean(w_tot(i,:));
end

end

%9%0%%%6%%%%%% %% % %%
%%End M loop%%%
%9%0%%%%%%%% % %% % %%

%output variance
%wealth variance
%Dbf wealth variance
%sf wealth variance
%average aggregate output
%average aggregate wealth
%average wealth bf firms
%average wealth sf firms
%average aggregate wealth bf firms
%average aggregate wealth sf firms
%average output bf firms
%average output sf firms

%final total wealth dn

%%%%0%%%%%%% % %% %% %% % % %% %% %% % %% %% %% % % %% %% %%

%%%Montecarlo simulations data pro

data=zeros(T,17);
logs=zeros(T,4);

for t=1:T
data(t,1)=(sum(V(t,:)))/m;
data(t,2)=(sum(av_bf(t,:)))/m;
data(t,3)=(sum(av_sf(t,:)))/m;
data(t,4)=sum(Af(t,m))/m;
data(t,5)=((sum(f_rate(t,:)))/m);
data(t,6)=(sum(vabf(t,:)))/m;
data(t,7)=(sum(vasf(t,:)))/m;
data(t,8)=sum(kurt(t,:))/m;
data(t,9)=sum(kurt2(t,:))/m;
data(t,10)=sum(kurto(t,:))/m;

cessing

%aggregate value added
%average wealth bf firms
%average wealth sf firms
%aggregate wealth
%failure rate
%value added - bf firms
%value added - sf firms
%bf wealth kurtosis
%sf wealth kurtosis
%aggregate wealth kurtosis
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data(t,11)=sum(skbf(t,:))/m;
data(t,12)=sum(sksf(t,:))/m;

%sf wealth skewness
%sf wealth skewness

data(t,13)=sum(sk(t,:))/m; %aggregate wealth skewness
data(t,17)=sum(wf(t,:))/m; %average wealth bf failing firms

logs(t,1)=log(data(t,1));

logs(t,2)=log(data(t,4));

logs(t,3)=log(data(t,2));

logs(t,4)=log(data(t,3));
end

wealth_dist=zeros(f,1);

for i=1:f
wealth_dist(f)=mean(wealth(i,:));

end

filtered=zeros(251,4);

% Filtering (Hodrick-Prescott filter)
[y_trend]=hpfilter(log(data(150:T,1)),100);
[w_trend]=hpfilter(log(data(150:T,4)),100);
[w_bf_trend]=hpfilter(log(data(150:T,2)),100);
[w_sf_trend]=hpfilter(log(data(150:T,3)),100);
[va_bf_trend]=hpfilter(log(data(150:T,15)),100);
[va_sf_trend]=hpfilter(log(data(150:T,16)),100);
%Detrending
y_cyc=log(data(150:T,1))-y_trend;
w_cyc=log(data(150:T,4))-w_trend,;
w_bf_cyc=log(data(150:T,2))-w_bf_trend;
w_sf_cyc=log(data(150:T,3))-w_sf_trend;
va_bf_cyc=log(data(150:T,15))-va_bf_trend;
va_sf_cyc=log(data(150:T,16))-va_sf_trend;

Y%statistics matrix
filtered(:,1)=y_cyc;
filtered(:,2)=w_cyc;
filtered(:,3)=w_bf_cyc;
filtered(:,4)=w_sf_cyc;

stat=zeros(1,14);
stat(1)=sum(Stat(:,1))/M;
stat(2)=sum(Stat(:,2))/M;
stat(3)=sum(Stat(:,3))/M;
stat(4)=sum(Stat(:,4))/M;
stat(5)=sum(Stat(:,5))/M;
stat(6)=sum(Stat(:,6))/M;
stat(7)=sum(Stat(:,7))/M;
stat(8)=sum(Stat(:,8))/M;
stat(9)=sum(Stat(:,9))/M;
stat(10)=sum(Stat(:,10))/M;
stat(11)=sum(Stat(:,11))/M;
stat(12)=sum(Stat(;,12))/M;
stat(13)=sum(Stat(;,13))/M;
stat(14)=sum(Stat(:,14))/M;
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9%%%% %% % %% %% % %% % %% % %% %% % %% % %% %% % %% % %% %% % %
%%%% Chapter 2 - RB treatment  %%%%%
%96%% %% %% %% % %% %% %% %% %% %% % % %% %% %% %% % %% % %% %

clear all

f=100; %n. firms

T=400; %n. periods

M=200; %n. Montecarlo simulations
sigma=0.85;  %prob. success
rbar=0.01; %risk-free int.

z=0.8; %consumption

%Matrices

ki=zeros(f,1);
Aib=zeros(T,1);
Afb=zeros(T,M);
Ais=zeros(T,1);
Afs=zeros(T,M);
Af=zeros(T,M);
Ai=zeros(T,M);
V=zeros(T,M);
vabf=zeros(T,M);
vasf=zeros(T,M);
av_bf=zeros(T,M);
av_sf=zeros(T,M);
f_rate=zeros(T,M);
kurt=zeros(T,M);
kurt2=zeros(T,M);
skbf=zeros(T,M);
sksf=zeros(T,M);
sk=zeros(T,M);
w_tot=zeros(f,T);
wealth=zeros(f,M);
kurto=zeros(T,M);
Stat=zeros(M,14);
y_cycl=zeros(251,M);
w_cycl=zeros(251,M);
giulia=zeros(T,1);
wf=zeros(T,M);

for m=1:M

%%%%%%%%%%% % %% %% %% %% %%
%INITIALIZE THE SYSTEM
%%%%%%%%%%%% %% %% %% %% %%

A=51.25;

%assign ki

for i=1:f
ki(i)=normrnd(51.25,1);

end

rho=zeros(f,1);

for i=1:f

rho(i)=(ki(i)*(rbar/sigma)); %net rate of return(nrr)
end
rhob=rho(rho(:)>=(A*(rbar/sigma))); %nrr for BF firms
rhos=rho(rho(:)<(A*(rbar/sigma))); %nrr for sf firms

a=numel(rhob);
s=numel(rhos);

%9%%%%%%6%6%%% %% % %% %% %%6% %% % %% % %% %6 %0 %% %0 FH8H%H8/6 %0 % Y6 %0 % %% %% %0 %
%pFirst simulation period for BANK FINANCING ENTREPR ENEURS
%90%%%0%%%%%% %% % %% %% %% %% %% %% % %% %0 %% Y0 %0 WBHEUAHE

80%%%%%%%%%%

%arrays for bank financing entrepreneurs

wi=zeros(a,T);

ain=zeros(a,T);

aif=zeros(a,T);

I=zeros(a,T);

y=zeros(a,T);

pigreco=zeros(a,T);

b=zeros(a,T);
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B=zeros(a,T);
vb=zeros(a,T);
r=zeros(a,T);
fallimenti=zeros(a,T);

phi=0.2;
d=0.5; %bargaining power parameter
rai=((1+rbar)/((1-phi)*sigma))-(1/sigma);
rrb=d*(((1+rbar)/(sigma*(1-phi)))-(1/sigma))+(1-

%proportion of opportunistic entr.

Appendix

%int.unknown entrepreneurs

d)*(rbar/sigma); %RB int.rate

%9%0%%9%6%%%6% %% %% % %% % %% % %% %% %% %% %% %% % %% % %% % %% Y0
%Personal characteristics algorithm
96%%% %% %% %% % %% % %%6%6 %% % %% % %% %% %% % %% %0 %% %0 %% % %% Yo

for
wi(i,1)=1;
end
g=randperm(a);
x=wi(g,1);
wi(:,1)=x;

i=1:ceil(phi*a)

%%%%%%%%%% %% %% %% %% %% % %% %% %% % %% %% %% %% %% %% %% %

for i=l:a

ain(i,1)=1; %initial wealth level
I(i,1)=ain(i,1); %Iloan amount
end

for i=l:a

B(i,1)=I(i,1)*(1+rai);

end

for i=l:a

c=rand;

if c>(1-sigma)
y(i,1)=(1+rhob(i))*(2*ain(i,1));
vb(i,1)=rhob(i)*2*ain(i,1);
else y(i,1)=ain(i,1);

%production
%value added

vb(i,1)=0;
end
end
for i=l:a
pigreco(i,1)=y(i,1)-((1+rai)*I(i,1));
if  wi(i,1)==0 %honest entrepreneurs

if pigreco(i,1)>0
b(i,1)=(1+rai)*I(i,1);
aif(i,1)=z*pigreco(i,1);
else b(i,1)=ain(i,1);
ible amount, i.e., current period wealth
aif(i,1)=0;
end
else b(i,1)=0;
aif(i,1)=0;
end
end

%6%%% %% % %% %% %%6%6 %% %6 %% %6 %% %% % %% %% %0 %% Y0 Y0 HBHEHHEAS
%/First simulation period for SELF FINANCING ENTREPR
%9%6%%9%6%%%6% %% %% % %% % %% % %% %% % %% %% %0 %% Y0 %0 W84S

Ain=zeros(s,T);
Aif=zeros(s,T);
ys=zeros(s,T);
vs=zeros(s,T);

for i=l:s
Ain(i,1)=1,;
c=rand;
if c>(1-sigma)
ys(i,1)=(1+rhos(i))*(Ain(i,1));
vs(i,1)=rhos(i)*Ain(i,1);
Aif(i,1)=z*ys(i,1);
else ys(i,1)=Ain(i,1);
vs(i,1)=0;
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%refund entirely the loan
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%first period production
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Aif(i,1)=z*ys(i,1);
end
end

Afb(1)=sum(aif(:,1));
Afs(1)=sum(Aif(:,1));

for

W0%%%

%%%%%%%%%%% %% %% % %% %% %% %% %% % % %% %% %% ]
W0%%%

%%%%%%%%%%% %% % % %% %% %% %% % % %% %% %% %% %A
%%%%% MAIN LOOP %%%%%%%%%
%%%0%%0%%%%%% %% %% %% %% %% %% %% % %% %% %% %0 %0 %%8%8

%%%%%%%%%%% % %% %% %% % %% %% %% %% %% %% %0 %0 %0 EHEHBHBHEAEAAS

80%%%
80%%%

t=2:T

%%%% % %% %% % %% %% % %% % %% % %% %% % %% %% % %% % %% % %% %% %
%Personal characteristics algorithm
%%%%%% %% %% %% %% %% %% %% %% %% %% %% %% %% %% % %% %% %% %o

x=find(b(:,t-1)<B(:,t-1));
g=numel(x);
p=ceil(phi*numel(x));
e=zeros(numel(x),2);

e(:,1)=x;
for j=1:p
e(j,2)=1;
end
for j=p+l:q
e(j,2)=0;
end
palli=randperm(q);
g=e(palli,2);
e(:,2)=9;
for i=l:a
if b(:,t-1)==B(:,t-1)
wi(i,t)=0;
end
end
for i=e(:,1)
wi(i,t)=e(:,2);
end

%%%%0%%%%%%% % %% %% %% % % %% %% %% % %% %% %% % % %% %% %% % %%

%%%%%9%%%%%%% %% % %% %% %% %% %% % % %% %% %%
%BANKING FINANCING ENTREPRENEURS
%%%%%%%%%%% %% %% %% %% %% %% %% %% %% %% %%

for i=l:a
if b(i,t-1)==B(i,t-1) %if debt has been repaid
ain(i,t)=aif(i,t-1);
r(i,t)=rrb; %int=RB rate
else r(i,t)=rai; %otherwise, int=PAl rate
ain(i,t)=1; %wealth level if new entrants
end
end
for i=l:a
I(i,t)=ain(i,t); %loan amount
end
for i=l:a

B(i,t)=I(i,t)*(1+r(i,1));
end

for i=l:a
c=rand;
if c>(1-sigma)
y(i,H)=(1+rhob(i))*(2*ain(i,t));
vb(i,t)=rhob(i)*2*ain(i,t);
else y(i,t)=ain(i,t);
vb(i,t)=0;
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end
end
for i=l:a
if  wi(i,t)}==0 %honest entrepreneurs
pigreco(i,t)=y(i,t)-((1+r(i,t))*I( i,1);
if pigreco(i,t)>0 %who achieve positive profits
b(i,t)=B(i,t); %refund entirely the loan
aif(i,t)=z1*pigreco(i,t);
else b(i,t)=ain(i,t); %otherwise, they refund the bank with the minimum
possible amount, i.e., current period wealth
aif(i,t)=0;
end
else b(i,t)=0;
aif(i,t)=0; % opportunistic entrepreneurs don't meet their obli gations at
all
end
end
9%6%%%%% %% %% % %%6%%%6%6 %% % %% % %% % % %%
%Self financing entrepreneurs
%%%%0%%%% %% %% %% %% %% %% %% % %% %% %%
for i=1:s
Ain(i,t)=Aif(i,t-1);
end
for i=1:s
c=rand,;
if c>(1-sigma)
ys(i,t)=(1+rhos(i))*(Ain(i,t));
vs(i,t)=rhos(i)*Ain(i,t);
Aif(i,t)=z*ys(i,t);
else ys(i,t)=Ain(i,t);
vs(i,t)=0;
Aif(i,t)=z*ys(i,t);
end
end
%%%%%%%%% %% %% %% %% %% %% %% % %% %% %% %% %0 %0 % SRR/ 0% %% Y0
9%6%% % %% %% % %% %% %6 %% % %% %% % %% %% %0 %% 0% % Yo %o WBAHS AR 0% %0 % %
%isolate failing firms and compute their average in itial wealth
for i=l:a

if pigreco(i,t)<=0
fallimenti(i,t)=ain(i,t);
wi(t,m)=sum(fallimenti(:,t))/a;
end
end

%9%6%%9%6% %% %% % %% % %% % %% %% %% % %% % %% % %% % %% %% %
%%%calculating aggregate magnitudes
9%6%%% %% %% %% % %% % %% % %% % %% %% %% % %% %% %% %% %% %

vabf(t,m)=sum(vb(:,t)); %Dbf value added
vasf(t,m)=sum(vs(:,t)); %sf value added
V(t,m)=vasf(t,m)+vabf(t,m); %total value added
Aib(t)=sum(ain(:,1)); %aggregate initial bf wealth
Afb(t,m)=sum(aif(:,t)); %aggregate final bf wealth
Ais(t)=sum(Ain(:,t)); %aggregate initial sf wealth
Afs(t,m)=sum(Aif(:,t)); %aggregate final sf wealth
av_bf(t,m)=mean(aif(:,t)); %average wealth bf firms
av_sf(t,m)=mean(Aif(:,t)); %average wealth sf firms
Af(t,m)=Afb(t,m)+Afs(t,m); %aggregate final wealth
f_rate(t,m)=numel(find(pigreco(:,t)<0))/a; Y%failure index
w_tot(1:a,t,m)=aif(1:a,t); %all firms' wealth as at the end of the period

w_tot(a+1:f,t,m)=Aif(1:s,t);

kurt(t,m)=kurtosis(aif(:,t)); %kurtosis bf wealth

150



Appendix

kurt2(t,m)=kurtosis(Aif(:,t)); %kurtosis sf wealth
kurto(t,m)=kurtosis(w_tot(:,t)); %kurtosis total wealth
skbf(t,m)=skewness(aif(:,t)); %skewness bf wealth
sksf(t,m)=skewness(Aif(:,t)); %skewness sf wealth
sk(t,m)=skewness(w_tot(:,t)); %skewness total wealth
end

%9%%%%0%%%%%%%%% %% % % %% %
%%% End time loop%%%%
%9%0%%%0%%%%%%%%%%%% %% %%

%filtering
[y_trend1]=hpfilter(log(V(150:T,m)),100);
[w_trend1]=hpfilter(log(Af(150:T,m)),100);
[w_bf_trend1]=hpfilter(log(Afb(150:T,m)),100);
[w_sf_trend1]=hpfilter(log(Afs(150:T,m)),100);
[va_bf_trend1]=hpfilter(log(vabf(150:T,m)),100);
[va_sf_trend1]=hpfilter(log(vasf(150:T,m)),100);
%detrending
y_cycl(;,m)=log(V(150:T,m))-y_trendl;
w_cycl(:;,m)=log(Af(150:T,m))-w_trendl;
w_bf_cycl=log(Afb(150:T,m))-w_bf_trend1,;
w_sf_cycl=log(Afs(150:T,m))-w_sf_trendl;
va_bf _cycl=log(vabf(150:T,m))-va_bf trend1,;
va_sf_cycl=log(vasf(150:T,m))-va_sf_trendl;

Y%statistics matrix

Stat(m,1)=var(y_cycl(:,m)); %output variance

Stat(m,2)=var(w_cyc1(:,m)); %wealth variance

Stat(m,3)=var(w_bf_cycl); %bf wealth variance
Stat(m,4)=var(w_sf_cyc1l); %sf wealth variance
Stat(m,5)=mean(log(V(150:T,m))); %average aggregate output
Stat(m,6)=mean(log(Af(150:T,m))); %average aggregate wealth
Stat(m,7)=mean(log(av_bf(150:T,m))); %average wealth bf firms
Stat(m,8)=mean(log(av_sf(150:T,m))); %average wealth sf firms
Stat(m,11)=mean(log(Afb(150:T,m))); %average aggregate wealth bf firms
Stat(m,12)=mean(log(Afs(150:T,m))); %average aggregate wealth sf firms
Stat(m,13)=mean(log(vabf(150:T,m))); %average output bf firms
Stat(m,14)=mean(log(vasf(150:T,m))); %average output sf firms

for i=1:f

wealth(i,m)=mean(w_tot(i,:)); %final total wealth dn

end

end

%9%0%%9%0%%%%%% %% % %%
%%End M loop%%%
%%%%%%% %% %% % %% %%

%%%6%%% %% %% %% %% %% %% %% %% %% %% %% %% % %% %% %% %% %%
%%%Montecarlo simulations data processing

data=zeros(T,17);
logs=zeros(T,4);

for t=1:T
data(t,1)=(sum(V(t,:)))/m; %aggregate value added
data(t,2)=(sum(av_bf(t,:)))/m; %average wealth bf firms
data(t,3)=(sum(av_sf(t,:)))/m; %average wealth sf firms
data(t,4)=sum(Af(t,m))/m; %aggregate wealth
data(t,5)=((sum(f_rate(t,:)))/m); %failure rate
data(t,6)=(sum(vabf(t,:)))/m; %value added - bf firms
data(t,7)=(sum(vasf(t,:)))/m; %value added - sf firms
data(t,8)=sum(kurt(t,:))/m; %bf wealth kurtosis
data(t,9)=sum(kurt2(t,:))/m; %sf wealth kurtosis
data(t,10)=sum(kurto(t,:))/m; %aggregate wealth kurtosis
data(t,11)=sum(skbf(t,:))/m; %sf wealth skewness
data(t,12)=sum(sksf(t,:))/m; %sf wealth skewness
data(t,13)=sum(sk(t,:))/m; %aggregate wealth skewness
data(t,17)=sum(wf(t,:))/m; %average wealth bf failing firms

logs(t,1)=log(data(t,1));
logs(t,2)=log(data(t,4));
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logs(t,3)=log(data(t,2));
logs(t,4)=log(data(t,3));
end

wealth_dist=zeros(f,1);

for i=1:f
wealth_dist(f)=mean(wealth(i,:));

end

filtered=zeros(251,4);

% Filtering (Hodrick-Prescott filter)
[y_trend]=hpfilter(log(data(150:T,1)),100);
[w_trend]=hpfilter(log(data(150:T,4)),100);
[w_bf_trend]=hpfilter(log(data(150:T,2)),100);
[w_sf_trend]=hpfilter(log(data(150:T,3)),100);

[va_bf_trend]=hpfilter(log(data(150:T,15)),100);

[va_sf_trend]=hpfilter(log(data(150:T,16)),100);
%Detrending
y_cyc=log(data(150:T,1))-y_trend;
w_cyc=log(data(150:T,4))-w_trend,;
w_bf_cyc=log(data(150:T,2))-w_bf_trend;
w_sf_cyc=log(data(150:T,3))-w_sf_trend;
va_bf_cyc=log(data(150:T,15))-va_bf_trend,;
va_sf cyc=log(data(150:T,16))-va_sf _trend;

Y%statistics matrix
filtered(:,1)=y_cyc;
filtered(:,2)=w_cyc;
filtered(:,3)=w_bf_cyc;
filtered(:,4)=w_sf_cyc;

stat=zeros(1,14);
stat(1)=sum(Stat(:,1))/M;
stat(2)=sum(Stat(:,2))/M;
stat(3)=sum(Stat(:,3))/M;
stat(4)=sum(Stat(:,4))/M;
stat(5)=sum(Stat(:,5))/M;
stat(6)=sum(Stat(:,6))/M;
stat(7)=sum(Stat(:,7))/M;
stat(8)=sum(Stat(:,8))/M;
stat(9)=sum(Stat(:,9))/M;
stat(10)=sum(Stat(;,10))/M;
stat(11)=sum(Stat(;,11))/M;
stat(12)=sum(Stat(:,12))/M;
stat(13)=sum(Stat(:,13))/M;
stat(14)=sum(Stat(;,14))/M;

152

%distribuzione media ricchezza fine M

Appendix



Appendix

2. Chapter 3 — Keynes in the computer laboratory

%9%0%%%%%% %% % %% % %% %% %% % %% % %% % %% %% %% % %% % %
% Chapter 3 - Keynes in the comp.lab.
%9%%%%6%%% %% %% %% % %% %% %% %% % %% % % %% % %% % %% % %

clear all

%%%% % %% %% % %% %% % %% % %% %% %
% Set up of the routine
%%%%%%%%%%%% %% % %% %%%% %%
T =400; %n. periods

N =1000; %n. agents

S=150; %n. intraperiod interactions

%% %% %% %% %% %% % %% %% %% %% %% %% % % %% % %% %% %% %
% Initialize variables and parameters

%9%0%% %% %% %% % %% % %% % %% %% %% % %% % %% % %% % %% %%
% Parameters

%% %% %% %% %% %% % %% % %% %% %% %% %% % %% % %% %% %% %

shock_up=0.1; shock_down=-0.1;
mu=0.5;C=100; d=0.7; gamma=15;lambda=8;
del =0.1;

xsi = 0.000325;

alfa=0.8;

teta=0.5;

beta=0.9; Phi=0.2;

G=10; %machinery's life

%%%%%%%%%%% %% %% % %% %%%%% %% % % %% %% %% %% %
% Variables
%%0%0%%%%%%%%%0%0% %% %% %% %0%0% % %% %% %% %% %% %%

r=zeros(1,T); c=zeros(1,T);

y=zeros(1,T); i=zeros(1,T); R=zeros(T,1);
agents = zeros(1,N); newagents = zeros(1,N);
k = ones(S,1)*0.5;

ki = zeros(T,1);

g=zeros(1,T);

nu = zeros(S,1);

nui=zeros(1,T);

nup=zeros(1,T);

exp_inf=zeros(1,T);

P=ones(1,T);

infl=zeros(T,1);

A=zeros(1,T);

rho=zeros(1,T);

ybar=zeros(1,T);

av_infl=zeros(1,T);

K=zeros(1,T);

Rho=zeros(1,T);

m=zeros(1,T);

shock=zeros(1,T);

%9%0%%%0%%%%%% %% % %% %% %% %% %% %% % %% % %% %% %%
%/First periods of the simulation
%9%0%%%%%%%%% %% % %% %% %% %% %% % %% %% % %% %% %%
giu=15;

gn(1:giu)=0; gn(giu+1:T)=0.1;

ki(1:giu)=0.5;

i(1:giu)=100;

y(1:giu)=100;

¢(1:giu)=100;

m(giu:T)=1;

R(1:giu)=log(100)*(mu/0.5);

q(1:giu)=1;

infl(1:giu)=0; ybar(1:giu)=y(1:giu);

Z=zeros(1,T);

omega=0.005;

%%%%%%6%%%% %% %% % %% %% %% %% % % % %% %% %% % % 886/ %0 %% %% %% % %% % %%
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%%%%%%%%%% Main loop %%%%% %% %% %% %% % % %%
%%%%% %% %% %% %% %% % %% %% % %% %% %0 %% % %% % %0 %0 %%8%48%8/0%0 %0 % %0 % % % %% % %% %

for t=giu:T

k(1) = k(S);
nu(l1) = k(1)*N;
agents = rand(1,N)>0.5;

%%%%%%%%%%%%% %% %% %% %% %% %% %% % %

%Kirman algorithm

%%%%%%%%%%%%% %% %% %% %% %% %% %% % %

for j=2:S
agprob = rand(1,N);
rswitch = (agprob<xsi);
recruitf = ( agprob>xsi ) & (a
recruitc = ( agprob>xsi ) & (a
newagents = agents;
newagents( (agents==0) & (rswit
newagents( (agents==1) & (rswit
newagents( (agents==0) & (recru
newagents( (agents==1) & (recru
agents = newagents;
k(j) = mean(agents==0);
nu(j) = sum( agents==0);

end

k = k(1:S);
ki(t)=mean(k(1:S));
nui(t)=ceil(mean(nu(1:S)));

gprob<xsi+(1-del)*nu(j-1)/(N-1));
gprob<xsi+(1-del)*(N-nu(j-1))/(N-1));

%n. of optimists

%%%%%%%%% %% %% %% %% %% %% % %% %% %% % %% %% %% % %% %% %% % %

%DETERMINATION MACRO VARIABLES

%%%%% %% %% %% %% %% % %% % %% %% % %% %% %0 %% % %% % %% %% % %% % %%

%consumption

if  y(t-1)>y(t-2)
c(O)=C+ki(t)*(y(t-1)-y(t-2));

else  c(t)=C+((1-ki(t))*(y(t-1)-y(t-2)));
end

%investment
i(t)=(d*i(t-1))+lambda*(q(t-1)-1);

%aggregate output
y(®)=c(t)+i(t);

%calculating MEC
K(t)=i(t)+(9/10)*i(t-1)+(8/10)*i(t-2)+(7/10)*i
5)+(4/10)*i(t-6)+(3/10)*i(t-7)+(2/10)*i(t-8)+(1/10)

Rho(t)=(alfa*y(t))/K(t);
rho(t)=(ki(t)*((1+gn(t))*Rho(t)))+((1-ki(t))*(

%calculating inflation
ybar(t)=log(y(®))-log(y(t-1));
exp_inf(t)=mean(infl(t-3:t-1));
P(t)=P(t-1)*(1+(beta*(exp_inf(t)))+(Phi*ybar(t
infl(t)=(P(t)-P(t-1))/P(t-1);
shock(t)=(1-ki(t))*shock_up+ki(t)*shock_down;

%LM curve
R(t)=((mu/teta)*log(y(t)))-(log(m(t))/teta)+(l
r()=R(t)-exp_inf(t); %real int rate
q®=rho(t)/r();

end
%%SERIES' FILTERING
[y_trend]=hpfilter(log(y(51:T)),100);

[i_trend]=hpfilter(log(i(51:T)),100);
[c_trend]=hpfilter(log(c(51:T)),100);
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[R_trend]=hpfilter(log(R(51:T)),100);
[r_trend]=hpfilter(log(r(51:T)),100);
[infl_trend]=hpfilter(log(infl(51:T)),100);
[ki_trend]=hpfilter(log(ki(51:T)),100);

%%DETRENDING SERIES
y_cyc=log(y(51:T)")-y_trend;
c_cyc=log(c(51:T)")-c_trend,;
i_cyc=log(i(51:T)")-i_trend;
R_cyc=(log(R(51:T)))-R_trend;
r_cyc=(log(r(51:T))")-r_trend;
infl_cyc=(log(infl(51:T)))-infl_trend;
ki_cyc=(log(ki(51:T)))-ki_trend;

%%%variances

sigma_iy=std(i_cyc)/std(y_cyc);
sigma_cy=std(c_cyc)/std(y_cyc);
st_dev_c=std(c_cyc); %std consumption
st_dev_i=std(i_cyc); %std investment
st_dev_y=std(y_cyc); %std output
st_dev_R=std(R_cyc); %std nominal rate
st_dev_r=std(r_cyc); %std real rate
st_dev_infl=std(infl_cyc); %std inflation

%%%%%%CROSS-CORRELATION ANALYSIS

%cross corr between output and all the variables
lag=(-4:4);

lagx=-4:0.01:4;

% lags=(-4:4);

[a,lags]=xcorr(y_cyc,c_cyc, ‘coeff );
ca=a(346:354);

[b,lags]=xcorr(y_cyc,i_cyc, ‘coeff );
cb=b(346:354);

[v,lags]=xcorr(y_cyc,R_cyc, ‘coeff' );
cc=v(346:354);

[d,lags]=xcorr(y_cyc,r_cyc, ‘coeff );
cd=d(346:354);

[e,lags]=xcorr(y_cyc,infl(51:T), ‘coeff'
ce=e(346:354);

[f,lags]=xcorr(y_cyc,ki_cyc, ‘coeff );
cf=f(346:354);

%7%cross correlation all variables with market senti

[g,lags]=xcorr(ki(51:T),c_cyc, ‘coeff' );
cg=0(346:354);

[h,lags]=xcorr(ki(51:T),i_cyc, ‘coeff );
ch=h(346:354);

[o,lags]=xcorr(ki(51:T),R_cyc, ‘coeff );
Ci=0(346:354);

[I,lags]=xcorr(ki(51:T),r_cyc, ‘coeff );
cl=1(346:354);

[m,lags]=xcorr(ki(51:T),infl(51:T), ‘coeff'

cm=m(346:354);
[n,lags]=autocorr(infl(51:T));
cn=n(1:5);
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3. Chapter 4 — Inflation expectations and Market Seeatit

%%%%%%%%% %% %% % % %% %% %% %% % % %% %0 %% %0 %0 %0 Yo S8 A
% Chapter 4 - Inflation and Market Sentiment: Moder n Regime
96%% %% %% %% %% %% %6 %% %% %% %% %% %% %0 %% %0 %0% Y0 %0 WBAHSLABAR RS

%%%%%%%

%0%%%% %%
clear all

%%%%%%%%% %% %% % %% % %% %% % %
% Set up of the routine
9%%%%%%%%%%% %% % %% % %% % %% %

T=400; %Number of periods
N =1000; %Number of agents
S=150; %Number of intra-period interactions

%%%%%% %% % %% % %% %% % %% % %% %% % %% % %% %% % %% %%
% Initialize variables and parameters
%%%%%%%6%%%%% %% %%%%% %% %% %% %% % % %% %% %% % %
% Parameters

%%%%%% %% % %% % %% %% % %% % %% %% % %% % %% %% % %% %%

shock_up=0.1; shock_down=-0.1;

mu=0.5; C=100; d=0.7; lambda=10;

del=0.1;

xsi = 0.000325;

teta=0.5;

alfa=0.8;

beta=0.9; Phi=0.2;

G=10;
%%%%%%%6%%%%% %% %% %% %% %% %% %% %% %% %% %% % %
% Variables

%9%%%%% %% % %% % %% %% % %% % %% %% % %% % %% %% % %% %

r=zeros(1,T); c=zeros(1,T);
y=zeros(1,T); i=zeros(1,T); R=zeros(T,1);
agents = zeros(1,N); newagents = zeros(1,N);
k = ones(S,1)*0.5;

ki = zeros(T,1);
g=zeros(1,T);

nu = zeros(S,1);
nui=zeros(1,T);
exp_inf=zeros(1,T);
P=ones(1,T);
infl=zeros(T,1);
A=zeros(1,T);
shock=zeros(T,1);
rho=zeros(1,T);
ybar=zeros(1,T);
av_infl=zeros(1,T);
K=zeros(1,T);
Rho=zeros(1,T);
m=zeros(1,T);
ys=zeros(T,1);
is=zeros(T,1);
rs=zeros(T,1);

9%6%%% %% %% %% % %%6% %% %6 %% % %% %% %% % %% % %% %0 %% Yo
%First periods of the simulation

%9%6%%%6%%%% %% %% % %% % %% % %% %% %% % %% % %% % %% %
giu=15;

gn(1:giu)=0; gn(giu+1:T)=0.1;

ki(1:giu)=0.5;

i(1:giu)=10;

y(1:giu)=C;

c(1:giu)=C;

m(1:T)=1,

R(1:giu)=log(100)*(mu/0.5);

q(1:giu)=1;

infl(1:giu)=0; ybar(1:giu)=y(1:giu);

Z=zeros(1,T);

omega=0.003;
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%%%0%%%%%%%% %% %% %% %% %% %% %% %% % %% %% %0 %0 %8%8%8/0%6 %% %0 %% %% %% % % %
%%%%%%%%%%%% %% Main loop  %%%%%%%%%%%%%%%%%
%%%%%%6%%%% %% %% % %% %% %% %% % % % %% %% %% % % %886/ %0 %% %% %% % %% % %%

for t=giu:T

k(1) = k(S);
nu(l) = k(1)*N;
agents = rand(1,N)>0.5;

%inflation expectations regulated by the target lev el
if  mean(infl(t-3:t-1))<=0.01
del_opt(1)=1-del+omega;
del_pes(1)=1-del-omega;
else del_opt(1)=1-del-omega;
del_pes(1)=1-del+omega;
end
%9%0%%%0%%%%%% %% % %% % %% %% %% % %% % %%
%Kirman algorithm
%9%%%%%%%%%% %% % %% % % %% % %% %% %% %%
for j=2:S
agprob = rand(1,N);
rswitch = (agprob<xsi);

recruitf = ( agprob>xsi ) & (a gprob<xsi+(del_opt(1))*nu(j-1)/(N-1));
recruitc = ( agprob>xsi ) & (a gprob<xsi+(del_pes(1))*(N-nu(j-1))/(N-
1));
newagents = agents;
newagents( (agents==0) & (rswit ch==1))=1,
newagents( (agents==1) & (rswit ch==1))=0;
newagents( (agents==0) & (recru itc==1) ) = 1,
newagents( (agents==1) & (recru itt==1) ) = 0;
agents = newagents;
k(j) = mean(agents==0);
nu(j) = sum( agents==0);
end
k = k(1:S);
ki(t)=mean(k(1:S));
nui(t)=ceil(mean(nu(1:S))); %numero di ottimisti

%9%0%%%6%%%%%% % %% %% % %% %% %% %% %% % %% %% % %% % % %% % %% % %%
%DETERMINATION MACRO VARIABLES
%%%%% %% %% %% %% %% %% %% %% %% %% % % %% %% %% %% % % %% %% %% % %o
ys(t)=normrnd(0,0.00005);
is(t)}=normrnd(0,0.00005);

%consumption
it y(t-1)>y(t-2)
c(O=CHki(®)(y(t-1)-y(t-2));

else c(t)=C+((1-ki(t))*(y(t-1)-y(t-2)));
end

%investment
i(t)=(d*i(t-1))+lambda*(q(t-1)-1);

%aggregate output
y()=c(t)+i[O)+ys(t);

%calculating MEC

K(t)=i(t)+(9/10)*i(t-1)+(8/10)*i(t-2)+(7/10)*i (t-3)+(6/10)*i(t-4)+(5/10)*i(t-
5)+(4/10)*i(t-6)+(3/10)*i(t-7)+(2/10)*i(t-8)+(1/10) *(t-9);

Rho(t)=(alfa*y(t))/K(t);

rho(t)=(ki(t)*((1+gn(t))*Rho(t)))+((1-ki(t)*( (1-gn(H))*Rho(1)));

%determining inflation
ybar(t)=log(y(t))-log(y(t-1));
av_infl(t)=mean(infl(t-3:t));
exp_inf(t)=(ki(t)*((1-gn(t)*av_infl(t)+((1- ki(t))*((1+gn(t))*av_infl(t)));
P(t)=P(t-1)*(1+(beta*(exp_inf(t)))+(Phi*ybar(t )))+is(t);
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inflt)=(P(t)-P(t-1))/P(t-1);

shock(t)=(ki(t)*shock_down)+((1-ki(t))*shock_u p);
%Taylor rule
R(t)=infl(t)+0.5*(infl(t)-0.01)+0.5*(log(y(t)) -log(100))+0.7+shock(t);
r(t)=R(t)-exp_inf(t); %real interest rate
q(t)=rho(t)/r(t);
end

%%SERIES' FILTERING
[y_trend]=hpfilter(log(y(51:T)),100);
[i_trend]=hpfilter(log(i(51:T)),100);
[c_trend]=hpfilter(log(c(51:T)),100);
[R_trend]=hpfilter(log(R(51:T)),100);
[r_trend]=hpfilter(log(r(51:T)),100);

%%DETRENDING SERIES
y_cyc=log(y(51:T)")-y_trend;
c_cyc=log(c(51:T)")-c_trend,;
i_cyc=log(i(51:T)")-i_trend,;
R_cyc=(log(R(51:T)))-R_trend;
r_cyc=(log(r(51:T))")-r_trend;

%%%VARIANCE
sigma_iy=std(i_cyc)/std(y_cyc);
sigma_cy=std(c_cyc)/std(y_cyc);
st_dev_y=std(y_cyc);
st_dev_inf=std(infl(51:T));

%STATISTICS
mean_y=mean(y(51:T));
mean_inf=mean(infl(51:T));
median_inf=median(infl(51:T));
max_inf=max(infl(51:T));
min_inf=min(infl(51:T));

%%%%%%%%% %% %% %% %% %% % %% %% %% %% %% %% %0 %0 REHEHHBHBHAAYS

% Chapter 4 - Inflation and Market Sentiment: Old R

%6%6%6%6%6%6% % %%6%6%6%% %% %6Y6%6% % %% %66%% %% %6 %660 SR

clear all

%%%%%%%%%%6% %% % %% % %% %% %%
% Set up of the routine
%%%%%% %% % %% %% % %% % %% % %% %

T=400; %Number of periods
N =1000; %Number of agents
S=150; %Number of intra-period interactions

%%%%%%%6%%%%% %% %% %% % %% %% %% %% % % %% %% %% %%
% Initialize variables and parameters

%%%%%% %% % %% % %% %% % %% % %% %% % %% % %% %% % %% %%
% Parameters
%%%%%%%6%%%%% %% %% %% %% %% %% %% %% % %% %% %% % %

shock_up=0.1; shock_down=-0.1;

mu=0.5; C=100; d=0.7; lambda=10;

del=0.1;

xsi = 0.000325;

teta=0.5;

alfa=0.8;

beta=0.9; Phi=0.2;

G=10; %vita del macchinario
%%%%%%%%6%%%% %% %% %%% %% % %% %% %% %% %% %% % %
% Variables

%%%%% %% %%%%% %% %% %% %% % % %% %% %% % %% %% %% %
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r=zeros(1,T); c=zeros(1,T);
y=zeros(1,T); i=zeros(1,T); R=zeros(T,1);
agents = zeros(1,N); newagents = zeros(1,N);
k = ones(S,1)*0.5;

ki = zeros(T,1);
g=zeros(1,T);

nu = zeros(S,1);
nui=zeros(1,T);
exp_inf=zeros(1,T);
P=ones(1,T);
infl=zeros(T,1);
A=zeros(1,T);
shock=zeros(T,1);
rho=zeros(1,T);
ybar=zeros(1,T);
av_infl=zeros(1,T);
K=zeros(1,T);
Rho=zeros(1,T);
m=zeros(1,T);
ys=zeros(T,1);
is=zeros(T,1);

%9%0%%%0%%%%%% %% % %% %% %% %% %% %% % %% % %% %% %%
%/First periods of the simulation
%9%%%%%%6%%%% %% % %% %% %% %% %% %% % %% % %% %% %%
giu=15;

gn(1:giu)=0; gn(giu+1:T)=0.1;

ki(1:giu)=0.5;

i(1:giu)=100;

y(1:giu)=C;

c(1:giu)=C;

m(;)=1;

R(1:giu)=log(100)*(mu/0.5);

q(1:giu)=1;

infl(1:giu)=0; ybar(1:giu)=y(1:giu);

omega=0.003;

%%%0%0%%%%%%% %% %% %% %% % % %% %% %% % %% % %% %0 %8%8%8/0%6%6 %0 % %% %% %% % % %
%%%%%%%%%%%% %% Main loop  %%%%%%%%%%%%%%%%%
%%%%%%%%%% %% %% % %% %% %% %% % % % %% %% %% % % 8%/ %0 %% % % %% % %6 %% %%

for t=giu:T

k(1) =k(S);
nu(l) = k(1)*N;
agents = rand(1,N)>0.5;

%inflation exp. regulate dby past inflation dynamic S
if infl(t-1)<infl(t-2)
del_opt(1)=1-del+omega;
del_pes(1)=1-del-omega;
else del_opt(1)=1-del-omega;
del_pes(1)=1-del+omega;
end

%9%%%%%%%%%6% %% % %% % % %% % %% %% %% %%
%Kirman algorithm
%9%0%%%0%%%%%% %% % %% % %% %% %% % %% % %%
for j=2:S

agprob = rand(1,N);

rswitch = (agprob<xsi);

recruitf = ( agprob>xsi ) & (a gprob<xsi+(del_opt(1))*nu(j-1)/(N-1));
%+1 al numero di ottimisti
recruitc = ( agprob>xsi ) & (a gprob<xsi+(del_pes(1))*(N-nu(j-1))/(N-

1));  %-1 al numero di ottimisti
newagents = agents;

newagents( (agents==0) & (rswit ch==1)) =1,
newagents( (agents==1) & (rswit ch==1))=0;
newagents( (agents==0) & (recru itc==1) ) = 1,
newagents( (agents==1) & (recru itt==1) ) = 0;

agents = newagents;
k(j) = mean(agents==0);
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nu(j) = sum( agents==0);
end

k = k(1:S);
ki(t)=mean(k(1:S));
nui(t)=ceil(mean(nu(1:S)));

%numero di ottimisti

%%%%%0%%%%%% %% %%%% %% %% %% %% %% % %% %% %% % % %% %% %% % %

%DETERMINATION MACRO VARIABLES

%%%%% %% %% %% %% %% % %% % %% %% % %% %% % %% % %% % %% %% % %% % %%

ys(t)=normrnd(0,0.00005);
is(t)=normrnd(0,0.00005);

%consumption

if  y(t-1)>y(t-2)
c(O)=C+ki(t)*(y(t-1)-y(t-2));

else  c(t)=C+((1-ki())*(y(t-1)-y(t-2)));
end

%investment
i(t)=(d*i(t-1))+lambda*(q(t-1)-1);

%aggregate output
y(t)=c(t)+i(t)+ys(t);

%calculating MEC
K(t)=i(t)+(9/10)*i(t-1)+(8/10)*i(t-2)+(7/10)*i

5)+(4/10)*i(t-6)+(3/10)*i(t-7)+(2/10)i(t-8)+(1/10)

%
%
%
%

Rho(t)=(alfa*y(t))/K(b);
rho(t)=(ki(t)*((1+gn(t))*Rho(t)))+((1-ki(t))*(

%determining inflation
ybar(t)=log(y(1))-log(y(t-1));
av_infl(t)=mean(infl(t-3:t));
exp_inf(t)=(kit)*((1-gn(t))*av_infl(t)))+((1-
P(t)=P(t-1)*(1+(beta*(exp_inf(t)))+(Phi*ybar(t
infl(t)=(P(t)-P(t-1))/P(t-1);
shock(t)=(ki(t)*shock_down)+((1-ki(t))*shock_u

(t-3)+(6/10)*i(t-4)+(5/10)*i(t-
*(t-9);

(1-gn(t))*Rho(t)));

Ki(t))*((1+gn(t))*av_infi(t)));
Mis(t);

p);

%%%%%% %% % %% % %% %% % %% % %% %% % %% % %% %% %

%flexible money supply case
if infl(t)>infl(t-1)
m(t)=m(t-1)*1.05;
else m(t)=m(t-1)*0.95;
end

%%%%%%%%%%%%%%%%% %% %% %% %% %% % % %% %%

R(t)=((mu/teta)*log(y(t)))-(log(m(t))/teta)+(lo

LM

r()=R(t)-exp_inf(t); %real interest rate

q(t)=rho(t)/r(t);

end
time=1:1:350;

%%SERIES' FILTERING
[y_trend]=hpfilter(log(y(51:T)),100);
[i_trend]=hpfilter(log(i(51:T)),100);
[c_trend]=hpfilter(log(c(51:T)),100);
[R_trend]=hpfilter(log(R(51:T)),100);
[r_trend]=hpfilter(log(r(51:T)),100);

%%DETRENDING SERIES
y_cyc=log(y(51:T))-y_trend,;
c_cyc=log(c(51:T)")-c_trend;
i_cyc=log(i(51:T)")-i_trend,
R_cyc=(log(R(51:T)))-R_trend;
r_cyc=(log(r(51:T))")-r_trend,;

%%%VARIANCE
sigma_iy=std(i_cyc)/std(y_cyc);
sigma_cy=std(c_cyc)/std(y_cyc);
st_dev_c=std(c_cyc); %std consumption
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st_dev_i=std(i_cyc); %std investment
st_dev_y=std(y_cyc); %std output
st_dev_R=std(R_cyc); %std nominal rate
st_dev_r=std(r_cyc); %std real rate

st_dev_inf=std(infl(51:T));

%%%STATISTICS
mean_inf=mean(infl(51:T));
median_inf=median(infl(51:T));
mean_y=mean(y(51:T));
max_inf=max(infl(51:T));
min_inf=min(infl(51:T));
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Tutti ogni tanto ci
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Ciriporta in strada,
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il nostro verde.
Siamo tutto cid che amiamo,
il resto e sovrastruttura.
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