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Abstract
Previous studies on economic growth have separately examined the role of housing, bank-
ing, and credit market conditions, despite their interrelatedness. Therefore, this paper 
comprehensively investigates the relative importance of four indicators [house prices, res-
idential investment, corporate credit spreads, and aggregate bank liquidity creation (LC)] 
to forecast U.S. real GDP growth. We do so after accounting for a comprehensive set of 
other predictors and aim to identify indicators that better forecast economic growth. Our 
in-and out-of-sample results show that house prices and corporate credit spreads predict 
real GDP growth better than residential investment and LC. Moreover, shocks to house 
prices and corporate credit spreads have a greater impact on real GDP growth and other 
macroeconomic indicators than shocks to LC and residential investment. Furthermore, 
house prices have the largest positive impact on inflation and the largest negative effect on 
unemployment. These results may have potential monetary policy implications.

Keywords  House Prices · Residential Investment · Credit Supply · Bank Liquidity 
Creation · Economic Growth · Inflation · Monetary Policy

JEL classification  E23 · E27 · E37 · E32 · G21 · R11 · R30

1  Introduction

Before the 2007-2009 crisis, macroeconomic research mainly focused on non-
financial firm constraints.1 However, the Great Recession shifted the focus towards 
balance sheet constraints faced by households and banks. This led to increased 
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1  For instance, the financial accelerator/credit cycle theories (e.g. Bernanke and Gertler 1989; Kiyotaki 
and Moore 1997; Bernanke, et al. 1999) highlight how the quality of borrowers’ balance sheets affects 
their access to external finance: a weak balance sheet results in less borrowing, spending, and economic 
activity, and vice versa.
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theoretical and empirical research on the financial crisis and its impact on the real 
economy.

In the empirical literature, investigations into housing, banking, and credit-supply 
conditions are often conducted in isolation to determine their individual contribu-
tion to the real economy. For instance, the credit-cycle literature (e.g, Gilchrist and 
Zakrajšek 2012) shows that corporate credit spreads, which act as a proxy for firm 
external finance premium, explain the business cycle fluctuations. 2 On the other 
hand, the housing literature (e.g., Miller et  al. 2011) finds that house prices can 
potentially impact economic growth through the wealth effects of housing on the 
economy.3 However, another strand of the housing literature (e.g., Leamer 2007, 
2015) argues that residential investment, rather than house prices, determines the 
business cycle. In contrast, the banking literature (e.g., Berger and Bouwman 2009; 
Berger and Bouwman 2017) shows that bank economic output, as measured by bank 
liquidity creation (LC hereafter), determines the business cycle, where banks create 
more liquidity before crises.

Although housing, banking, and credit-supply conditions may each have their 
own impact on economic growth, the 2007-2009 housing/credit crisis highlighted 
the interconnectedness of these three conditions. This relationship persists even in 
non-crisis periods since firms and households borrowing and spending are linked 
to banking through their balance sheets. The literature (Mian et al. 2013; Mian and 
Sufi 2014; Gertler and Gilchrist 2018) finds support of this interconnectedness, 
especially during the 2007-2009 crisis. For instance, Gertler and Gilchrist (2018) 
examine the contribution of decline in house prices and banking distress to unem-
ployment during the Great Recession period. They find that both the house price 
shocks and disruption of banking, as measured by corporate credit spreads shocks, 
contributed to decline in unemployment.

We build on the above literature by exploring economic growth forecast ability 
based on housing, banking, and credit-supply conditions. However, we go beyond 
the Great Recession period, and we assess the relative importance of house prices, 
residential investment, corporate credit spreads, and LC to forecast U.S. GDP 
growth. Our primary goal is to take different transmission mechanisms as given 
and then find their relative importance in forecasting economic growth. Addition-
ally, we examine the impact of shocks to these indicators on inflation and industrial 
production, in addition to focusing on unemployment. This analysis provides a more 
comprehensive understanding of the interrelationships among banking, housing, and 
credit-supply constraints, and their effects on the broader economy.

2  An incomplete list of the literature that investigates whether fluctuations in credit supply, often meas-
ured by spreads between yields of different types of bonds, contain leading information about economic 
indicators are Estrella and Hardouvelis 1991; Estrella and Mishkin 1998; Mody and Taylor (2004); 
Gertler and Lown 1999; Gilchrist et al. (2009); Favara et al. (2016). etc.
3  A short list in the housing literature includes Bostic et al. 2009; Kartashova and Tomlin 2017; Blue-
dorn et  al. (2016); Christensen et  al. (2019); among others, investigate house prices. A large body of 
literature (e.g., Lettau and Ludvigson, 2004; Benjamin et  al., 2004; Case et  al., 2005; Kartashova and 
Tomlin, 2017; Adam et  al. 2021) investigate housing wealth and the real economy. Literature further 
shows that a financial accelearor mechanism exists in the housing market (Bernanke 2007).
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Our primary findings using the 1984-2016 sample housing are as follows. First, 
our in-sample results show that both house prices and corporate credit spreads are 
the leading predictors of real GDP growth, while LC and residential investment are 
less informative. The results further indicate that house prices are a better predictor 
of personal consumption expenditures, whereas residential investment are better pre-
dictors of business fixed investment. On the other hand and as expected, corporate 
credit spreads are a stronger predictor of business fixed investment than they are of 
personal consumption expenditures, while LC contains limited information.

Second, the most important result of our out-of-sample analysis is that the com-
bination of house prices and corporate credit spreads can predict real GDP growth 
better than other predictors (or their combinations). These results suggest that the 
combination of house prices and corporate credit spreads is a better predictor of 
real GDP growth because it captures both personal consumption expenditures and 
business fixed investment more accurately. Other predictors, such as stock market 
returns, lack robust in- or out-of-sample performance.

Third, while forecasting of economic growth is important, it is equally crucial to 
investigate the macroeconomic effects of shocks to housing, banking, and credit sup-
ply conditions, as it may have monetary policy implications. Our VAR results are in 
line with the forecasting results. We find that shocks to house prices and corporate 
credit spreads have the largest impact on real GDP growth. The VAR results also 
indicate that house prices have the largest impact on inflation, unemployment, and 
industrial production, underscoring the significance of housing in the economy. Cor-
porate credit spreads have a notable impact on these macroeconomic indicators, with 
effects generally lower than those of house prices, but higher than LC and residential 
investment. Lastly, we find that monetary policy shocks have a greater impact on the 
housing variables than on bank liquidity creation, with residential investment being 
more affected than house prices.

Overall, the results indicate that the credit and asset prices channels are among 
the most significant channels of monetary policy transmissions. Our findings fur-
ther suggest that the bank lending channel, which is a component of the credit 
channel, may have a lower impact on the economy. Furthermore, in terms of the 
asset channel, we observe that housing wealth, as measured by house prices, bet-
ter forecasts economic growth, than financial wealth, as measured by stock mar-
ket returns. Therefore, policymakers may monitor both house prices and corporate 
credit spreads, along with other indicators such as unemployment and inflation, to 
achieve the objectives of monetary policy, which are to promote price stability and 
maximum employment.

Our findings contribute to the literature by shedding light on the relative impor-
tance of different channels of monetary policy transmission. Additionally, we con-
tribute to the housing literature (e.g., Leamer 2007, 2015; Ghent and Owyang 2010) 
that argues that residential investment determines the business cycle by showing 
that residential investment has limited predictive power for personal consumption 
expenditures when other preditors are considered. As a direct consequence, although 
residential investment is most impacted by monetary policy shocks, it provides lim-
ited leading information about economic growth. In contrast, we find support for the 
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literature (e.g., Campbell and Cocco 2007) that argues house prices are highly cor-
related with consumption, and hence better forecast economic growth.

Finally, we contribute to the banking literature on the role of banks for economic 
development (e.g., e.g., Bencivenga and Smith 1991, Levine and Zarvos 1998, 
Kashyap, et al. 2002). However, unlike the existing literature (Berger and Sedunov 
2017; Chatterjee 2018), our findings indicate that LC does not provide leading infor-
mation about future economic growth after accounting for other indicators. Thus, 
our results are consistent with the findings in the literature (e.g., Bernake and Lown 
1991; Kashyap and Stein 1994) on the relationship between bank lending and eco-
nomic activites.

The paper is organized as follows: Section 2 describes the data sources and char-
acteristics; Section  3 presents in- and out-of-sample real GDP growth prediction 
results; Section  4 investigates macroeconomic consequences and policy implica-
tions, while Section 5 concludes.

2 � Data Sources and Characteristics

We analyze a sample from the first quarter of 1984 to the second quarter of 2016. 
We select the sample period based on the availability of LC data, which is available 
from 1984 onwards. We obtain LC data for all U.S. commercial banks from Christa 
Bouwman’s website.4 We use ΔLC, ΔLCON, and ΔLCOFF, the log differences of 
bank aggregate, on-, and off-balance sheet liquidity creation, respectively. We use 
ΔLC in most of our analysis since the literature (e.g., Berger and Sedunov 2017) 
shows that it explains economic growth. However, we use ΔLCON and ΔLCOFF to 
ensure robustness.

We use two corporate bond credit spreads measures proposed in Gilchrist and 
Zakrajšek (2012) that are computed from unsecured nonfinancial corporate bonds’ 
trading data: excess bond premium (EBP hereafter) and GZ spreads (GZS hereaf-
ter).5 EBP is computed from GZS by removing the corporate default risk and EBP is 
shown to be a superior predictor of economic outcomes. Thus, we primarily use EBP 
in most of our analysis. For robustness tests, we further use the traditional measure 
of corporate credit spreads (CS), which is computed as the difference between the 
yields of Moody’s corporate AAA and BAA rated bond indices.

We use two house price indices and residential investment (RINV hereafter) as 
housing indicators following the literature (e.g., Leamer 2015; Miller et al. 2011). 
The Real Residential Property Price index (RRPP hereafter) data are from the 
Bank of International Settlements (BIS) that includes all types of dwellings in the 
U.S. in both existing and new houses.6 We obtain all-transaction house price index 
(HPI hereafter) from the U.S. Federal Housing Finance Agency; HPI is a weighted, 
repeat-sales index. We use the log differences of RRPP, HPI and RINV represented 

4  We thank Christa Bouwman for providing liquidity creation data.5  We thank Simon Gilchrist for proving the data.
6  Source: BIS Residential Property Price database (http://​www.​bis.​org/​stati​stics/​pp.​htm)

http://www.bis.org/statistics/pp.htm
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as ΔRRPP, ΔHPI and ΔRINV, respectively. To ensure robustness, we use ΔRRPP 
and ΔHPI interchangeably. To ensure further robustness, and to test the effect of 
the household balance-sheet effects, we investigate ΔMIR, the changes in mortgage 
debt service payment to disposable income ratio following the literature (e.g.Gertler 
and Gilchrist 2018).

2.1 � Other Predictor Variables

For the asset channel of monetary policy transmission to function, asset prices 
should be reasonable predictors of economic growth. While we have included house 
prices, households’ portfolios also include financial assets in addition to houses. 
Thus, we use stock market excess returns (MKT) as another predictor, and this selec-
tion is also consistent with the economic growth literature (e.g., Levine and Zarvos 
1998). We also use the changes in the Federal funds rate (ΔFED) as a proxy for 
monetary policy and this is common in the literature (e.g., Estrella and Hardouvelis 
1991; Næs et  al. 2011). Following the literature (e.g., Estrella and Mishkin 1998; 
Harvey 1988, 1989) we also use the Treasury term spread (TS) since TS is found to 
be an important predictor of economic growth and recessions. TS is computed as the 
difference in the yields on the 3-month Treasury-bill and the 10-year Treasury bond 
index as per Estrella and Hardouvelis (1991).

We further include stock market illiquidity (ILR) as per the literature (e.g., Amihud 
2002). While there are other measures of stock market illiquidity, ILR is found to be 
among the best predictor of real GDP (e.g., Næs et al. 2011). The illiquidity ratio of a 
stock is computed as:ILRi,t =

1

Di,t

∑Di,t

d=1
∣ Ri,d,t ∣ ∕VOLi,d,t , where |Ri, d, t| and VOLi, d, t are 

absolute returns, the dollar volume of security i on date d, respectively; Di, t is the number 
of days over which ILR is computed. This measure is a proxy for stock illiquidity. Stocks 
must have share prices of more than $5 and less than $1000 and be traded for 20 days in a 
month to be included in the sample. An equally weighted quarterly average illiquidity of 
all stocks is stock market illiquidity and it is denoted as ILR.

We further collect macroeconomic data such as real GDP, personal consumption 
expenditure, unemployment, etc., from the U.S. Bureau of Economic Analysis and 
the Federal Reserve Bank’s ALFRED database. As for stock market data, we use the 
Center for Research in Security Prices (CRSP) common stocks data. For monthly 
data, we compute quarterly variables by averaging monthly data over a three-month 
period starting from January of each year. Our data consist of different vintages.

First, we conduct both ADF (Dickey and Fuller 1979) unit-root and KPPS 
(Kwiatkowski et  al. 1992) stationarity tests, and transform variables as needed to 
attain stationarity. The transformed variables are indicated by the prefix ‘Δ’. For 
instance, real GDP growth is shown as ΔGDP. We show the data characteristics in 
Table 1.

Table 1 Panel A displays correlations between select variables. The correlation 
analysis shows that ΔRRPP, ΔRINV, and LC are positively correlated with ΔGDP, 
while EBP is negatively correlated with ΔGDP. Rising house prices, residential 
investment, and banks liquidity creation are associated with economic expansion, 
while increase in credits spreads signals a contraction of growth.
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Table 1   Summary Statistics

This table shows summary statistics. Panel A presents the pairwise correlation results for some of the 
variables of interests, where ΔGDP is real GDP growth; ΔRRPP and ΔRINV are the log differences of 
real residential property prices and residential investment, respectively; EBP is a measure of corporate 
bond credit spreads (e.g., Gilchrist and Zakrajšek 2012); ΔLC is the log difference of bank aggregate 
liquidity creation (LC) as in Berger and Bouwman (2009); ΔFED is the first difference of the Federal 
funds rate; TS is the term spread, the difference between the yield on 3-month Treasury bills and 10-year 
Treasury bonds; stock market excess returns (MKT). Panels B and C show the pairwise Granger causal-
ity results of selected variables, where the optimal lag length is chosen to be “one” quarter in a vector-
autoregression framework. Quarterly sample from 1984:Q1-2016:Q2.

Panel A: Pairwise Correlations

ΔRRPP ΔFED ΔGDP TS MKT ΔRINV EBP

ΔFED 0.24
ΔGDP 0.34 0.42
TS -0.09 -0.34 -0.21
MKT 0.11 -0.06 0.09 0.02
ΔRINV 0.66 0.27 0.18 0.01 0.15
EBP -0.45 -0.23 -0.17 0.10 -0.06 -0.43
ΔLC 0.21 0.23 0.12 -0.27 0.02 0.25 -0.41
Panel B: Pairwise Granger Causality Tests Between ΔGDP and Predictors of Interests
Null Hypothesis: p-value
ΔRINV does not Granger Cause ΔGDP 0.02**

ΔGDP does not Granger Cause ΔRINV 0.25
ΔGDP does not Granger Cause ΔEBP 0.47
ΔEBP does not Granger Cause ΔGDP 0.00* * *

ΔGDP does not Granger Cause ΔRRPP 0.17
ΔRRPP does not Granger Cause ΔGDP 0.00* * *

ΔLC does not Granger Cause ΔGDP 0.01* * *

ΔGDP does not Granger Cause ΔLC 0.00* * *

Panel C: Pairwise Granger Causality Tests Among Predictors of Interests
Null Hypothesis: p-value
ΔRRPP does not Granger Cause ΔRINV 0.00* * *

ΔRINV does not Granger Cause ΔRRPP 0.44
ΔRRPP does not Granger Cause EBP 0.00* * *

EBP does not Granger Cause ΔRRPP 0.68
ΔRRPP does not Granger Cause ΔLC 0.02**

ΔLC does not Granger Cause ΔRRPP 0.97
ΔLC does not Granger Cause EBP 0.00* * *

EBP does not Granger Cause ΔLC 0.00* * *

ΔRINV does not Granger Cause EBP 0.08*

EBP does not Granger Cause ΔRINV 0.78
ΔLC does not Granger Cause ΔRINV 0.66
ΔRINV does not Granger Cause ΔLC 0.00* * *
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Table  1 Panels B and C present pairwise Granger causality test results for 
selected variables7, with an optimal lag length of one quarter is chosen in a vector 
autoregression (VAR) framework incorporating both SIC and AIC information cri-
teria. The Granger causality results show that house prices, residential investment, 
corporate credit spreads, and LC Granger cause real GDP growth, while no reverse 
Granger causalities exist. The Granger causality results further show that house 
prices Granger cause residential investment, corporate credit spreads, and LC, while 
there is no reverse Granger casuility. Although Granger causality does not imply 
causation, these results demonstrate that house prices contain leading information, 
not only about real GDP growth, but also about the other predictors that we focus 
on. We next formally investigate the predictive relationship in a multivariate setup.

3 � Predicting Real GDP, Consumption, and Investment

In this section, we conduct in- and pseudo-out-of-sample prediction of real GDP 
growth by house prices, residential investment, LC, and EBP. The forecasting litera-
ture (e.g., Inoue and Kilian 2004, among others) suggests that in-sample predictions 
must precede out-of-sample predictions. For the in-sample predictions, we use a 
predictive model as in Eq. (1) where ΔGDP (or other macroeconomic indicators) is 
the dependent variable, “V” is a vector of explanatory variables that include ΔRRPP 
(or ΔHPI), ΔRINV, ΔLC, EBP, and other control variables.

The corresponding results are presented in Table 2, where we do not show the 
results for some predictors since their coefficients are not statistically significant. 
Furthermore, the out-of-sample tests that we conduct next indeed show that these 
variables have limited predictive power for real GDP growth.

In table 2 panel A, Model 1 shows that ΔLC is positively and significantly related 
to ΔGDP. Model 2 shows that the predictability ΔLC for ΔGDP remains intact in 
the presence of ΔRRPP. We further find that ΔRRPP is also positively and signifi-
cantly related to ΔGDP. The positive sign of the coefficient of ΔRRPP is also con-
sistent with the housing literature (e.g., Miller et al. 2011) that higher house prices 
leads to higher economic growth. The results are also consistent with the banking 
literature (e.g., Berger and Sedunov 2017) that LC is positively related to economic 
growth.

In Model 3, we include an interaction term between ΔRRPP and ΔLC. We find 
that there is a positive interactive effect of house prices and LC on ΔGDP. However, 
since the coefficient of ΔLC of the corresponding model is not statistically signifi-
cant, we cannot make any conclusive argument about the interaction term. The inter-
active effect is valid only if there are independent effects. Model 4 shows that when 
we replace ΔRRPP with ΔRINV, the coefficient of ΔLC is statistically insignificant, 

(1)Xt = � + � ∗ Xt−1 + � ∗ Vt−1 + �

7  Complete Granger causality results are available upon request.
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while ΔRINV predicts ΔGDP, which is consistent with the results in Leamer (2007, 
2015). Overall, these results show that ΔLC may not be a good predictor of ΔGDP.

In Model 5, we include ΔRRPP, ΔRINV, ΔLC, and EBP -- the four variables of 
interest to predict ΔGDP. We further include MKT as another predictor in Model 5. 
The corresponding results show that the coefficients of ΔRRPP and EBP are statisti-
cally significant, while those for ΔRINV and ΔLC are not. The negative sign of the 
coefficient of EBP is consistent with the findings in Gilchrist and Zakrajšek (2012). 
Additionally, in line with previous literature (e.g., Levine and Zarvos 1998), we find 
that MKT predicts ΔGDP.

In Model 6, we include the interaction terms between ΔLC and ΔRRPP, ΔLC 
and ΔRINV, and ΔLC and EBP, respectively, to investigate whether the Model 5 
results hold after accounting for these interaction terms. Looking at the Model 6 
results, we find that ΔRRPP and EBP are the only two robust predictors of ΔGDP. 
The results further underscore the importance of housing wealth, as captured in 
ΔRRPP, which is more important than financial wealth, as captured in MKT, in pre-
dicting economic growth.

Model 7 omits ΔLC and its interaction terms, but include ΔRRPP and ΔRINV, 
EBP and ΔRINV, and EBP and ΔRRPP interaction terms. We further include 
ΔFED and TS as predictors. The results reveals that ΔRRPP and EBP are still robust 
predictors of ΔGDP. This model has the highest adjusted R-Squared value of 0.41 
among all the presented models in this table.

Models 8 and 9 show that replacing ΔRRPP with ΔHPI, the alternative house 
prices indicator, or replacing EBP with CS, the traditional measure of corporate 
credit spreads, do not change our main conclusion. Overall, our in-sample results 
indicate that house prices and corporate credit spreads are robust predictors of 
ΔGDP, while LC and residential investment may not be as robust. Furthermore, TS, 
ΔFED, and MKT contain limited information about ΔGDP, which aligns with the 
findings in Stock and Watson (2003) that asset prices may not be stable predictors of 
macroeconomic outcomes.

Next, we investigate whether ΔRRPP, ΔRINV, EBP, and ΔLC predict two impor-
tant components of GDP: personal consumption expenditures growth (ΔCONS) and 
business fixed investment growth (ΔBINV). Table  2 Panel B indicates that hous-
ing variables and corporate credit spreads predict ΔCONS and ΔBINV, while LC 
may not provide leading information. Notably, we find that ΔRRPP contain leading 
information about ΔCONS, supporting existing literature that shows that the impact 
of housing on economic growth is through consumption (e.g., e.g., Lettau and Lud-
vigson, 2004). Conversely, the results suggest that ΔRINV contain leading informa-
tion about ΔBINV, consistent with the literature that housing may affect economic 
growth through residential investment (e.g., Leamer 2007, 2015). However, as con-
sumption is the most important component of GDP, ΔRRPP rather than ΔRINV 
better predicts ΔGDP as shown in Table 2 Panel A. Table 2 Panel B results further 
indicate that EBP predicts both ΔBINV and ΔCONS, underscoring the significance 
of credit constraints in the economy. These results are also consistent with the litera-
ture (e.g., Gilchrist and Zakrajšek 2012). However, upon examining the coefficients 
of EBP, we observe that EBP is a better predictor of ΔBINV than it is of ΔCONS. 
Overall, the in-sample results indicate that house prices and corporate credit spreads 
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are better predictor of economic growth. We next, investigate whether the in-sample 
results hold out-of-sample.

3.1 � Out‑of‑sample Forecasts

In this section, we perform pseudo-out-of-sample forecasts of ΔGDP. In addtion to 
the predictors used in the in-sample investigation, we use the following additional 
variables: ΔLCON and ΔLCOFF, bank on- and off-balance sheet liquidity creation 
variables, respectively, and ΔILR, stock market illiquidity. We briefly describe the 
methodology and present the out-of-sample results.

We adopt a τ-step-ahead out-of-sample rolling window forecast methodology, 
setting τ =1, 2, 3, and 4 quarters. For model estimation, we consider the first quarter 
of 1984 through the fourth quarter of 2004. Next, we forecast for the dependent vari-
able from the first quarter of 2005 through the second quarter of 2016. Our baseline 
model is an AR(1) model, where one quarter lag of ΔGDP is the predictor of ΔGDP. 
We then augment the AR(1) model with additional predictors to evaluate thier fore-
cast performance. We measure the performance of the test models relative to the 
baseline model using out-of-sample root mean squared error (RMSE) ratios. How-
ever, since RMSE ratios may be biased, we also evaluate the forecast performance 
based on the test-statistics, as described below.

If the parsimonious model has the same predictor variables of a larger encom-
passing model, then the models are nested. In our case, the models we are interested 
in are nested.8 For the nested-models, we evaluate model accuracy by the MPSE-
adjusted-statistics proposed in Clark and West (2007), and we present the method-
ology briefly.9 Suppose there are a candidate predictor variable 1 and a competing 
predictor variable 2. The forecaster is interested in τ-step-ahead forecasts of the 
dependent variable “y”. Let us denote the period “t” forecasts of yt + τ from the two 
models as ŷ1t+𝜏 and ŷ2t+𝜏 , respectively. We test the null that both models have equal 
predictive accuracy. We define a variable f̂t+𝜏 as per Eq. (2) and test for equal RMSE 
by regressing it on a constant. Then, we use the resulting t-statistics for a zero coef-
ficient, and reject the null at 5% level if | MPSE-adjusted | > 1.65.

Table  3 presents the out-of-sample test results. We investigate a number of 
models that nest the AR(1) model. For brevity, we do not show other possible 
combinations because all of these models have higher RMSE ratios than what 
we show in Table 3, but these results are available on request. For parsimony and 

(2)f̂t+𝜏 =
(

yt+𝜏 − ŷ1t+𝜏
)2

−
[

(

yt+𝜏 − ŷ2t+𝜏
)2

−
(

y1t+𝜏 − ŷ2t+𝜏
)2
]

8  Since the non-nested models have higher RMSE ratios relative to the nested models in Table 3, those 
are not reported for parsimony, but are available on request. Thus, we do not decribe the test-statistcs 
computation for non-nested models to save space.
9  Please see the detailed methodology described in Clark and West’s (2007) and we keep the original 
description of the test-statistics of their paper.
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visual clarity, we further show the statistical significance of the model that has 
the lowest RMSE ratio relative to the competing models.

Looking from the left and top in Table 3 for a one-quarter ahead forecasts of 
ΔGDP, first we present the baseline AR(1) model. Next, we add one of the pre-
dictors to the baseline model, and then, we add two predictors, and so on.

By comparing the two-variable forecast models and the baseline model, we find 
that the model that contains AR(1) and ΔRRPP terms has the lowest RMSE ratio of 
0.94. The next best two-variable model contains AR(1) and EBP terms, and it has an 
RMSE ratio of 0.96. If we augment the baseline AR(1) model with ΔRINV, ΔLC, 
ΔLCON, and ΔLCOFF, etc., we find that the corresponding RMSE ratios are higher 
than those for the other two augmented models, and often an AR(1) model does bet-
ter in terms of model accuracy. Overall, we find that ΔRRPP and EBP as forecasting 
variables of ΔGDP perform better than others.

Table 3   Out-of-sample Forecasts of real GDP growth

This table presents the out-of-sample τ-step-ahead forecasts of ΔGDP, where τ=1, 2, 3,and 4 quarters. 
The baseline is an AR(1) model. ΔLCON, ΔLCOFF and ΔILR are the log differences of bank on- and off-
balance-sheet liqudity creation, and ILR measure of stock market illiquidity, respectively. We compare 
the nested model AR(1)+ΔRRPP+EBP, which has among the lowest RMSE ratios, to three competing 
models that it nests, namely, AR(1), AR(1)+EBP, AR(1)+ΔRRPP. *, **, *** implies that the RMSE 
ratio is statistically different from the competing models based on the MPSE-Adjusted test-statistics 
(Clark and West, 2007). The tests for statistical differences between other models are not shown for parsi-
mony, while RMSEs are reported. The estimation period is from 1984:Q1-2004:Q4. Forecasts are for the 
2005:Q1-2016:Q2 period.

Out-of-sample GDP forecasts

One-Quarter Ahead Two-Quarter Ahead Three-Quar-
ter Ahead

Four-
Quarter 
Ahead

Predictors RMSE Ratios Relative to the AR(1) Model

AR(1) 1.00 1.00 1.00 1.00
AR(1)+ΔRRPP 0.94 0.91 0.89 0.90
AR(1)+EBP 0.96 0.93 0.92 0.91
AR(1)+ΔLC 1.00 0.99 0.98 0.98
AR(1)+ΔLCON 1.01 1.12 1.16 1.18
AR(1)+ΔLCOFF 0.99 1.11 1.14 1.16
AR(1)+MKT 0.98 0.96 0.96 0.96
AR(1)+ ΔILR 1.20 1.28 1.30 1.29
AR(1)+ΔRINV 0.97 0.94 0.95 0.96
AR(1)+ΔLC+EBP 0.98 0.94 0.92 0.91
AR(1)+ΔRINV+EBP 0.96 0.91 0.89 0.88
AR(1)+ΔRINV+ ΔRRPP 0.95 0.95 0.94 0.93
AR(1)+ΔRRPP+EBP 0.92*** 0.86*** 0.83*** 0.83***

AR(1)+ΔRRPP+EBP+ΔLC 0.92 0.86 0.83 0.82
AR(1)+ΔRRPP+EBP+ΔLC+ΔRINV 0.92 0.86 0.83 0.83
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Looking next at the three-variable forecast models and the baseline model, we 
observe that an RMSE ratio of 0.92 is the lowest among all the models in Table 3, 
and this model contains three predictors: AR(1)+EBP+ΔRRPP. Based on the 
MPSE-adjusted-statistics, this model is more accurate than the competing three 
models: 1) AR(1); 2) AR(1)+EBP; 3) AR(1)+ΔRRPP. That is, EBP considerably 
improves the forecast accuracy of the parsimonious model that contain AR(1) and 
ΔRRPP. Looking next at the model with three predictors: AR(1)+EBP+ΔRINV, 
we find that the RMSE ratio of the corresponding model is 0.96, and this model 
is inferior to the parsimounius AR(1)+ΔRRPP model. We further find that the 
AR(1)+ΔRRPP+ΔRINV model is inferior to the model AR(1)+ΔRRPP+ΔRINV 
model. Therefore, among the housing variables, ΔRRPP seems to be a better predic-
tor of ΔGDP than ΔRINV.

Finally, looking at the last two rows, we find that adding more indicators to the 
three factor AR(1)+EBP+ΔRRPP model does not improve the RMSE ratios of the 
corresponding larger models. For the two- to four-quarter-ahead forecasts, we find 
that the results are qualitatively similar to those for the one-quarter-ahead forecasts. 
Therefore, our out-of-sample results generally conform to the in-sample results. 
Importantly, out-of-sample results show that the combination of ΔRRPP and EBP 
can predict ΔGDP better than other predictors and their combinations. This result 
can be explained from the findings in Table 2 Panel B, where we show that ΔRRPP 
is a good predictor of personal consumption expenditures and EBP is a good predic-
tor of business fixed investment. Therefore, a combination of ΔRRPP and EBP cap-
tures both personal consumption and business investment, and hence better predicts 
ΔGDP.

The takeways from the above in- and out-of-sample results are as follows. First, 
we find that the inclusion of both corporate credit spreads and house prices is needed 
to improve the forecast accuracy of the baseline AR(1) model. Second, we further 
find that the inclusion of LC does not improve the forecast accuracy once we have 
included those two indicators.

4 � Macroeconomic and Monetary Policy Implications

While forecasting real GDP is important, policymakers may also be interested in 
understanding how important macroeconomic indicators, such as unemployment 
and inflation, respond to shocks from different leading indicators, as well as exam-
ining the response of economic indicators to monetary policy changes. Addition-
ally, it is crucial to account for the inherent endogeneity that exists among housing, 
banking, credit conditions, and the macroeconomy. Therefore, an analysis that takes 
these factors into consideration is imperative.

We use a standard vector auto-regression (VAR) method, which is similar to the 
VAR specification used in Gilchrist and Zakrajšek (2012) to investigate the macro-
economic effects of EBP. However, in our study, we include ΔRRPP, ΔRINV, and 
ΔLC in the VAR model. To ensure robustness, we also include ΔLCON and ΔLCOFF, 
the components of ΔLC.
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We further include the following variables in the endogenous VAR model: real 
consumption (ΔCONS) and business fixed investment (ΔBINV) growths; quarterly 
percentage change in industrial production (ΔIP); unemployment (UNEMP) and 
inflation (Π) rates. The ordering of the endogenous VAR variables is important, and 
we follow the literature (Christiano et  al. 1994, 1999, 2001), where the monetary 
policy variables is ordered first, followed by macro and micro variables.

Thus, the VAR specification includes the endogenous variables that are ordered 
as follows: ΔFED, ΔGDP, ΔCONS, ΔBINV, ΔIP, UNEMP, Π, ΔRRPP, ΔRINV, 
ΔLC, ΔLCON, ΔLCOFF, TS, EBP, MKT, and ΔILR. Based on information crite-
ria such as Akike information criterion (AIC) we find that VAR(1) describes the 
dynamics. We evaluate the VAR(1) results by examining both the forecast error 
variance decomposition (FEVD) and the accumulated impulse response functions 
(IRFs) of the variables of interest over a period of ten quarters.

Table 4 presents the FEVD of ΔGDP, our primary variable of interest. The results 
are rounded to one decimal place for improved readability, and we do not show the 
FEVDs for other variables to conserve space. The first column of Table 4 displays 
the forecast horizon, while the second column, labeled "S.E.", presents the forecast 
error of ΔGDP at the specified forecast horizon. The remaining columns provide the 
percentage of the forecast variance attributable to each innovation, with each row 
summing up to 100%.

The FEVD of ΔGDP in Table 4 indicates that at a one-quarter forecast horizon, 
the forecast variance is solely attributable to ΔFED (3.9%) and ΔGDP (96.1%). 
However, after ten quarters, ΔGDP accounts for approximately 50% of the forecast 
variance, while ΔRRPP and EBP contribute around 11% and 8.4% respectively. 
Conversely, the contribution of other variables, such as ΔLC, ΔLCON, and ΔLCOFF, 
is lower compared to ΔRRPP and EBP after ten quarters. Alternative ordering of the 
VAR variables, with bank variables placed before the housing variables, does not 
qualitatively change the above results, and these results are available upon request. 
The above findings align with both the in-sample and out-of-sample results that 
house prices and corporate credit spreads are robust leading indicators of ΔGDP. 
Next, to complement the FEVD findings, we investigate the IRFs of ΔGDP to vari-
ous shocks.

Figure 1 shows the IRFs of ΔGDP for one standard deviation positive Cholesky 
shocks to ΔRRPP, ΔRINV, ΔLC and EBP. For brevity and to save space, we do not 
present the IRFs of ΔGDP to other shocks since these responses are smaller than the 
ones we show. We find that the IRFs of ΔGDP to ΔRRPP, ΔRINV, ΔLC and EBP 
positive shocks are approximately 0.82, 0.20, -0.09, and -0.43 percentage points, 
respectively. In our sample, the mean quarterly ΔGDP is 0.68 percent, and hence 
those impacts are economically significant. The IRFs indicate that housing plays 
an important role in driving economic growth, whether we consider house prices 
or residential investment. Additionally, the IRF of ΔGDP for shocks to EBP aligns 
with the findings of Gilchrist and Zakrajšek (2012) that a contraction in EBP leads 
to economic growth. In contrast, the impact of ΔLC on ΔGDP is found to be limited 
and negative. We next investigate the robustness of our VAR results.

There is no established economic theory that prescribes a specific ordering for 
banking, housing, and credit spreads variables. To address this issue, we follow the 
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VAR literature (e.g., Koop et al. 1996, Pesaran and Shin 1998) and investigate gen-
eralized shocks where the ordering of the endogenous VAR variables is unimpor-
tant. The VAR specification remains unchanged and includes the same endogenous 
variables as before: ΔFED, ΔGDP, ΔCONS, ΔBINV, ΔIP, UNEMP, Π, ΔRRPP, 
ΔRINV, ΔLC, ΔLCON, ΔLCOFF, TS, EBP, MKT, and ΔILR. We present the gener-
alized accumulated IRFs over ten quarters in Fig. 2.

We observe that the IRFs of ΔGDP to ΔRRPP, ΔRINV, ΔLC and EBP posi-
tive shocks are approximately 0.64, 0.41, 0.13, and -0.51 percentage points, respec-
tively. Overall, these generalized responses of ΔGDP for shocks to ΔRRPP, ΔRINV, 
and EBP are qualitatively similar to those under the Cholesky shocks. While small, 
the impact of ΔLC on ΔGDP is positive and is consistent with the literature (e.g., 
Berger and Sedunov 2017) that LC fosters economic growth. Since the generalized 
IRFs are consistent with the banking literature, we will use these response func-
tions throughout the rest of the paper. We next investigate the IRFs of other macro-
economic variables, such as personal consumption expenditures growth, to different 
shocks.

In Fig. 3, we show the IRFs of each variable in one plot to save space. For vis-
ual clarity, we do not show the standard error (S.E.) bands of the IRFs. Figure 3A 
displays the accumulated IRFs of ΔCONS and ΔBINV for generalized one stand-
ard deviation positive shocks to EBP, ΔRRPP, ΔRINV, and ΔLC. We observe that 
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Fig. 1   Accumulated Impulse Responses of GDP growth to Cholesky Shocks. This figure shows accu-
mulated impulse responses of different variables to positive one standard deviation Cholesky shocks 
for the VAR(1) model with the following endogenous variables: ΔFED, ΔGDP, ΔCONS, ΔBINV, ΔIP, 
UNEMP, Π, ΔRRPP, ΔRINV, ΔLC, ΔLCON, ΔLCOFF, TS, EBP, MKT, and ΔILR. Response functions 
are plotted for 10 quarters in % points. Other response functions are not shown for parsimony. Quarterly 
sample 1984:Q1-2016:Q2
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shocks to ΔRRPP and EBP have impacts on ΔCONS of approximately 0.25 and 
-0.15 percentage points, respectively. In contrast, ΔRINV and ΔLC have lower 
impacts. Additionally, we find that positive shocks to ΔRINV, ΔRRPP, and EBP 
have impacts of approximately 0.10, 0.08, and -0.10 percentage points, respectively, 
on ΔBINV. Once again, we find ΔLC has a very limited impact on ΔBINV. There-
fore, the VAR results are consistent with our in-sample findings for personal con-
sumption expenditures and business fixed investment.

In Figure  3B, we investigate the IRFs of industrial production (ΔIP), unem-
ployment (UNEMP), and inflation (Π) for positive generalized shocks to ΔRINV, 
ΔRRPP, ΔLC, and EBP. We do not report the IRFs to other shocks since the impacts 
are lower. We find that shocks to ΔRRPP have the most significant impact on ΔIP, 
UNEMP, and Π, while EBP has a considerable impact on ΔIP and UNEMP. In con-
trast, shocks to ΔLC and ΔRINV have lower impacts. Overall, the VAR results sup-
ports in- and out-of-sample results that house prices and corporate credit spreads are 
important indicators of real GDP with significant impact on other macroeconomic 
indicators. Next, we investigate the effect of monetary policy on different indicators.

In Fig. 4, we show the IRFs of different indicators to ΔFED shocks, using FED 
as a proxy for monetary policy stance. Figure 4A shows the IRFs of unemployment 
and inflation to monetary policy shocks. For a comparison, we also show the impact 
of ΔRRPP and EBP shocks. We find that ΔRRPP have a greater impact than ΔFED 
on unemployment and inflation. These results suggest that monetary policy may 

-0.5%

0.0%

0.5%

1.0%

1 2 3 4 5 6 7 8 9 10

House Prices

-0.5%

0.0%

0.5%

1.0%

1 2 3 4 5 6 7 8 9 10

EBP

-0.5%

0.0%

0.5%

1.0%

1 2 3 4 5 6 7 8 9 10

Residential Investment

-0.5%

0.0%

0.5%

1.0%

1 2 3 4 5 6 7 8 9 10

LC

AccumulatedResponse of GDP to Generalized One S.D. Innovations
± 2 analytic asymptotic S.E.s

Fig. 2   Robustness: Impulse Responses of GDP Growth to Generalized Shocks. This figure shows accu-
mulated impulse responses of different variables to positive one standard deviation Generalized shocks 
for the VAR(1) model shown in Figure 1. Response functions are plotted for 10 quarters in % points. 
Quarterly sample 1984:Q1-2016:Q2
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work through the housing market to influence unemployment and inflation. To bet-
ter understand the dynamics, we next investigate the impact of ΔFED shocks on 
ΔRINV, ΔRRPP, ΔLC, and EBP.

Figure  4B shows that higher monetary policy leads to lower house prices, 
decreased residential investment, and increased bank liquidity creation. We observe 
that the highest impact of ΔFED shocks is on ΔRINV, while the impact on EBP is 
not as pronounced. While the results for housing variables are as expected, the posi-
tive relationship between LC is consistent with the findings of Berger and Bouw-
man (2009) that banks create more liquidity when the Federal funds rates are higher. 
The result is also consistent with the argument in the literature (e.g., Thakor 2005, 
among others) that commercial banks act as a buffer for long-standing customers 
through off-balance sheet bank activities such as lines of credit, thereby mitigating 

A  Responses of Personal Consumption Expenditures and Business Fixed Investment

B  Responses of Industrial Production, Unemployment, and Inflation
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Fig. 3   Accumulated Impulse Responses of Other Macroeconomic Indicators. This figure shows accu-
mulated impulse responses of macroeconomic indicators to positive one standard deviation Generalized 
shocks for the VAR(1) model described in Figure 1. Response functions are plotted for 10 quarters in % 
points. Quarterly sample 1984:Q1-2016:Q2. A: Responses of Personal Consumption Expenditures and 
Business Fixed Investment. B: Responses of Industrial Production, Unemployment, and Inflation
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the effect of monetary policy. Overall, we find some evidence that monetary policy 
seems to be working through the housing market to influence the economy. There-
fore, policymakers may focus on monitoring fluctuations in the housing and credit 
markets since they are not only important indictors of economic growth but also 
of unemployment and inflation. This is particularly relevant as policymakers work 

A Responses of Inflation and Unemployment Rates to Federal Funds Rate shocks

B Responses of Housing, Banking and Credit Spreads to Federal Funds Rate shocks
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Fig. 4   Accumulated Impulse Responses to Fed Funds Rate Shocks. This figure shows accumulated 
impulse responses of macroeconomic indicators to generalized positive one standard deviation shocks 
for the VAR(1) model described in Figure 1. Response functions are plotted for 10 quarters in % points. 
Quarterly sample 1984:Q1-2016:Q2. A: Responses of Inflation and Unemployment Rates to Federal 
Funds Rate shocks. B: Responses of Housing, Banking and Credit Spreads to Federal Funds Rate shocks
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towards achieving their primary goals of promoting price stability and maximum 
employment.

We conduct several robustness tests using alternative measures of house prices, 
corporate credit spreads, and bank liquidity creation. We further consider mortgage 
debt service payment to disposable income ratio as household credit constraints as 
in Gertler and Gilchrist (2018). To save space, these results are not reported, but 
available upon request. These robustness tests confirm our main conclusions that 
both the housing and credit market conditions are the most important indicators of 
economic growth and other macroeconomic indicators.

5 � Summary and Conclusions

The existing literature on economic growth examines housing (e.g., Miller et  al. 
2011), banking (e.g., Bencivenga and Smith 1991), and credit market conditions 
(e.g., Gilchrist and Zakrajšek 2012) independently. However, since housing, bank-
ing, and credit constraints are interrelated, this paper aims to examine the real GDP 
growth forecasting ability of house prices, residential investment, corporate credit 
spreads (EBP), and bank aggregate liquidity creation (LC) concurrently.

Our findings indicate that house prices and EBP have a strong forecasting power 
for real GDP growth, while the forecasting power of LC and residential invest-
ment is not as robust. The results from our vector-autoregression analysis show that 
orthogonalized shocks to house prices and EBP have an economically significant 
impact on economic growth, while the impact of similar shocks to LC and residen-
tial investment is lower.

While the impact of LC on macroeconomic indicators, including real GDP 
growth, may be relatively small, this does not diminish the significance of bank-
ing. Real-estate loans are one of the crucial components of LC, but it also includes 
other important on- and off-balance items, such as commercial and industrial loans 
and letter of credits, which are essential for economic activities. Our results suggest 
that, once we consider credit constraints as captured in corporate credit spreads, the 
impact of LC, as measured, is somewhat lower on macroeconomic outcomes.

There are several ways our findings could be further explored. It would be worth-
while to investigate whether other bank on- or off-balance sheet variables, such as 
home equity line of credit (HELOC), have stronger ability to predict macroeco-
nomic indicators than aggregate LC. Additionally, it would be interesting to examine 
whether our results hold in non-U.S. economies.
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