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#### Abstract

Phase transitions are fundamental phenomena in (quantum) many-body systems. They are associated with changes in the macroscopic physical properties of the system in response to the alteration in the conditions controlled by one or more parameters, like temperature or coupling constants. Quantum phase transitions are particularly intriguing as they reveal new insights into the fundamental nature of matter and the laws of physics. The study of phase transitions in such systems is crucial in aiding our understanding of how materials behave in extreme conditions, which are difficult to replicate in laboratory, and also the behavior of exotic states of matter with unique and potentially useful properties like superconductors and superfluids. Moreover, this understanding has other practical applications and can lead to the development of new materials with specific properties or more efficient technologies, such as quantum computers. Hence, detecting the transition point from one phase of matter to another and constructing the corresponding phase diagram is of great importance for examining many-body systems and predicting their response to external perturbations.

Traditionally, phase transitions have been identified either through analytical methods like mean field theory or numerical simulations. The pinpointing of the critical value normally involves the measure of specific quantities such as local observables, correlation functions, energy gaps, etc. reflecting the changes in the physics through the transition. However, the latter approach requires prior knowledge of the system to calculate the order parameter of the transition, which is uniquely associated to its universality class. Recently, another method has gained more and more attention in the physics community. By using raw and very general representative data of the system, one can resort to machine learning techniques to distinguish among patterns within the data belonging to different phases. The relevance of these techniques is rooted in the ability of a properly trained machine to efficiently process complex data for the sake of pursuing classification tasks, pattern recognition, generating brand new data and even developing decision processes.

The aim of this thesis is to explore phase transitions from this new and promising data-centric perspective. On the one hand, our work is focused on the developement of new machine learning architectures using state-of-the-art and interpretable models. On the other hand, we are interested in the study of the


various possible data which can be fed to the artificial intelligence model for the mapping of a quantum many-body system phase diagram. Our analysis is supported by numerical examples obtained via matrix-product-states (MPS) simulations for several one-dimensional zero-temperature systems on a lattice such as the XXZ model, the Extended Bose-Hubbard model (EBH) and the two-species Bose Hubbard model (BH2S).

In Part I, we provide a general introduction to the background concepts for the understanding of the physics and the numerical methods used for the simulations and the analysis with deep learning. In Part II, we first present the models of the quantum many-body systems that we study. Then, we discuss the machine learning protocol to identify phase transitions, namely anomaly detection technique, that involves the training of a model on a dataset of normal behavior and use it to recognize deviations from this behavior on test data. The latter can be applied for our purpose by training in a known phase so that, at test-time, all the other phases of the system are marked as anomalies. Our method is based on Generative Adversarial Networks (GANs) and improves the networks adopted by the previous works in the literature for the anomaly detection scheme taking advantage of the adversarial training procedure. Specifically, we train the GAN on a dataset composed of bipartite entanglement spectra (ES) obtained from Tensor Network simulations for the three aforementioned quantum systems. We focus our study on the detection of the elusive Berezinskii-Kosterlitz-Thouless (BKT) transition that have been object of intense theoretical and experimental studies since its first prediction for the classical two-dimensional XY model. The absence of an explicit symmetry breaking and its gappless-to-gapped nature which characterize such a transition make the latter very subtle to be detected, hence providing a challenging testing ground for the machine-driven method. We train the GAN architecture on the ES data in the gapless side of BKT transition and we show that the GAN is able to automatically distinguish between data from the same phase and beyond the BKT. The protocol that we develop is not supposed to become a substitute to the traditional methods for the phase transitions detection but allows to obtain a qualitative map of a phase diagram with almost no prior knowledge about the nature and the arrangement of the phases - in this sense we refer to it as agnostic - in an automatic fashion. Furthermore, it is very general and it can be applied in principle to all kind of representative data of the system coming both from experiments and numerics, as long as they have different patterns (even hidden to the eye) in different phases.

Since the kind of data is crucially linked with the success of the detection, together with the ES we investigate another candidate: the probability density function (PDF) of a globally $\mathrm{U}(1)$ conserved charge in an extensive sub-portion of the system. The full PDF is one of the possible reductions of the ES which is known to exhibit relations and degeneracies reflecting very peculiar aspects of the physics and the symmetries of the system. Its patterns are often used to tell different kinds of phases apart and embed information about non-local quantum correlations. However, the PDF is measurable, e.g. in quantum gas microscopes experiments, and it is quite general so that it can be considered not only in the cases of the study but also in other systems with different symmetries and dimensionalities. Both the ES and the PDF can be extracted from the simulation of the ground state by dividing the one-dimensional chain into two complementary subportions. For the EBH we calculate the PDF of the bosonic occupation number in a wide range of values of the couplings and we are able to reproduce the very rich phase diagram containing several phases (superfluid, Mott insulator, charge density wave, phase separation of supersolid and superfluid and the topological Haldane insulator) just with an educated gaussian fit of the PDF. Even without resorting to machine learning, this analysis is instrumental to show the importance of the experimentally accessible PDF for the task. Moreover, we highlight some of its properties according to the gapless and gapped nature of the ground state which require a further investigation and extension beyond zero-temperature regimes and one-dimensional systems.

The last chapter of the results contains the description of another architecture, namely the Concrete Autoencoder (CAE) which can be used for detecting phase transitions with the anomaly detection scheme while being able to automatically learn what the most relevant components of the input data are. We show that the CAE can recognize the important eigenvalues out of the entire ES for the EBH model in order to characterize the gapless phase. Therefore the latter architecture can be used to provide not only a more compact version of the input data (dimensionality reduction) - which can improve the training - but also some meaningful insights in the spirit of machine learning interpretability.

In conclusion, in this thesis we describe two advances in the solution to the problem of phase recognition in quantum many-body systems. On one side, we improve the literature standard anomaly detection protocol for an auto-
matic and agnostic identification of the phases by employing the GAN network. Moreover, we implement and test an explainable model which can make the interpretation of the results easier. On the other side we put the focus on the PDF as a new candidate quantity for the scope of discerning phases of matter. We show that it contains a lot of information about the many-body state being very general and experimentally accessible.
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## Part I

## Background

## Chapter 1

## Many-body states and quantum entanglement

A quantum state is the mathematical description of a quantum system which provides the probability distribution of the outcomes of possible measurements. When such a state is a vector of the Hilbert space $\psi \in \mathcal{H}$, the state is said to be pure. The expectation value of a generic operator $\hat{A}$ is then:

$$
\begin{equation*}
\langle\hat{A}\rangle=\operatorname{tr}(\rho \hat{A})=\langle\psi| \hat{A}|\psi\rangle, \tag{1.1}
\end{equation*}
$$

where $\rho=|\psi\rangle\langle\psi|$ is the density matrix operator that is positive semi-definite, Hermitian and has trace one. If the state is not pure but can be written as a linear combination of pure states, it is mixed. Usually mixed states are associated to fluctuations or errors in experiments because the system, when measured, will collapse in one of the pure states with a probability given by the coefficients of the linear combination. As a consequence of the spectral theorem, it always exists a set $\left\{\left|\phi_{\lambda}\right\rangle\right\}$ living in $\mathcal{H}$, so that the density matrix is decomposed:

$$
\begin{equation*}
\rho=\sum_{\alpha} p_{\lambda}\left|\phi_{\lambda}\right\rangle\left\langle\phi_{\lambda}\right|, \tag{1.2}
\end{equation*}
$$

with the non-negative coefficients $p_{\lambda}$ summing up to one. The expectation value of $\hat{A}$ can then be written as:

$$
\begin{equation*}
\langle\hat{A}\rangle=\operatorname{tr}(\rho \hat{A})=\sum_{\lambda} p_{\lambda}\left\langle\phi_{\lambda}\right| \hat{A}\left|\phi_{\lambda}\right\rangle, \tag{1.3}
\end{equation*}
$$

so the dependence on the probability distribution $p_{\lambda}$ is explicit. While the trace of the density matrix is one, the trace of the squared density matrix takes the name of purity:

$$
\begin{equation*}
\operatorname{tr}\left(\rho^{2}\right)=\sum_{\lambda} p_{\lambda}^{2} \leq 1 \tag{1.4}
\end{equation*}
$$

This quantity is considered as a measure of how much the state is pure. If it is one, then the distribution of $p_{\lambda}$ is peaked on a single pure state, while if the distribution is completely flat meaning the probabilities are $p_{\lambda}=1 / \operatorname{dim}(\mathcal{H})$ the state is maximally mixed.

### 1.1 Quantum Entanglement

The concept of quantum entanglement is one of the most interesting and misterious aspects of quantum mechanics that has gained increasing attention after the Einstein-Podolsky-Rosen (EPR) paradox formulation [1]. It is related to the correlations among the degrees of freedom of a quantum system which cannot be explained classically. Within the quantum information framework, entanglement is considered a resource for quantum tasks such as quantum computation and quantum communication. More specifically for our purpose, it is a universal compression that was proven to be very useful for the characterization of a quantum many-body system whose description is cursed by an exponentially growing number of degrees of freedom.

We can introduce entanglement through the quantification of the amount of information that can be retrived from one system A about another system B which has been in contact with A. Following the discussion of Bell in its seminal work [2], A and B could be spin one-half particles created somehow in the singlet spin state - hence a pure state - and moving freely in opposite directions. The EPR paradox arises when we assume that locality is obeyed: when the A spin component is measured, for instance, in the $z$-direction and results +1 , then according to quantum mechanics the measure of $\mathrm{B} \operatorname{spin} z$-component when it is far apart will be -1 . Assuming locality, the only way of explaning the correlated outcomes is that they must be predetermined. However, such predetermination is not contemplated in the quantum mechanical description of the singlet. One option to include predetermination of the result is to include an additional hidden variable in the quantum mechanical description
of the initial state as is formalized in [2] in form of one of the famous Bell's inequalities. Those were proven to be violated by quantum systems afterwards $[3,4,5,6]$. Eventually, this "spooky action at a distance" phenomenon that violates locality took the name of entanglement.

In the following we consider the division of a pure system in two complementary subportions (bipartition) in a more systematic way. We denote with A and B two complementary subsystems with their respective Hilbert spaces $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$. Their union is AB with $\mathcal{H}_{A B}$ its Hilbert space. When the state of the entire system takes the form of:

$$
\begin{equation*}
|\psi\rangle=\left|\phi^{(A)}\right\rangle \otimes\left|\chi^{(B)}\right\rangle \tag{1.5}
\end{equation*}
$$

where $\left|\phi^{(A)}\right\rangle\left(\left|\chi^{(B)}\right\rangle\right)$ is a state in $\mathcal{H}_{A(B)}$ it is known as separable or product state. The negative definition of entanglement is: A is said to be entangled with $B$ (or $A B$ is entangled) when $A B$ is not separable.

We can extend to the more general mixed case by retrieving the density matrices. The state of the entire system is separable when its density matrix can be written as:

$$
\begin{equation*}
\rho=\sum_{\lambda} p_{\lambda} \rho_{\lambda}^{(A)} \otimes \rho_{\lambda}^{(B)} \tag{1.6}
\end{equation*}
$$

where in this case $\rho_{\lambda}^{(\alpha)}=\left|\phi_{\lambda}^{(\alpha)}\right\rangle\left\langle\phi_{\lambda}^{(\alpha)}\right|$ for the $\alpha$-subsystem and $\left\{\left|\phi_{\lambda}\right\rangle^{(\alpha)}\right\}$ a basis for $\mathcal{H}_{\alpha}$.

Before treating the measures of entanglement, it is useful to relate it to the concept of mixedness. The reduced density matrix of one subsystem with respect to the other is computed with a partial trace on the total density matrix:

$$
\begin{equation*}
\rho_{A}^{\mathrm{red}}=\operatorname{Tr}_{B}[\rho]=\sum_{i}\left\langle\chi_{i}^{(B)}\right| \rho\left|\chi_{i}^{(B)}\right\rangle, \tag{1.7}
\end{equation*}
$$

being $\left|\chi_{i}^{(B)}\right\rangle$ a basis for $\mathcal{H}_{B}$. Now if we consider a pure entire AB state, then the reduced density matrix of A is:

$$
\begin{equation*}
\rho_{A}^{\mathrm{red}}=\sum_{\lambda} p_{\lambda} \rho_{\lambda}^{(A)} . \tag{1.8}
\end{equation*}
$$

It is immediate to see that the condition for which the state is separable, so not entangled, implies that the distribution $p_{\lambda}$ is peaked on a single vector of
the A Hilbert space:

$$
\begin{equation*}
\rho_{A}^{\mathrm{red}}=\left|\phi^{(A)}\right\rangle\left\langle\phi^{(A)}\right|, \tag{1.9}
\end{equation*}
$$

hence a pure state is said to be entangled when the reduced density matrix of one subsystem is not (classically) mixed. It is also straightforward to define a proper measure for entanglement of pure states starting, for instance, from the purity. The situation for mixed states is quite more involved and still cutting-edge of current research.

### 1.2 Entropy (Von Neumann)

The von Neumann entropy [7] is a straightforward adaption of the Shannon entropy [8] of a discrete probability distribution from information theory to density matrices in quantum statistics. Entropy is generally regarded as a measure for the average amount of information that we gain about a random variable by triggering and observing one outcome. The definition of the Von Neumann entropy is:

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}[\rho \ln \rho] \tag{1.10}
\end{equation*}
$$

where the trace operation is performed on a complete basis of the Hilbert space where the system lives. Through the decomposition of the density on a basis, the entropy has a more simple expression:

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}\left[\sum_{\lambda} p_{\lambda}\left|\phi_{\lambda}\right\rangle\left\langle\phi_{\lambda}\right| \ln \left(\sum_{k} p_{k}\left|\phi_{k}\right\rangle\left\langle\phi_{k}\right|\right)\right]=-\sum_{\lambda} p_{\lambda} \ln \left[p_{\lambda}\right] . \tag{1.11}
\end{equation*}
$$

If the system is in a pure state, the density matrix is idempotent and $S(\rho)=$ $2 S(\rho)$ would hold, leading to the unique option of zero entropy. It can be further demonstrated that entropy is zero if and only if the state is pure while is maximum for a maximally mixed state, once $p_{\lambda}$ is flat. One can use the Von Neumann entropy as a measure of the amount of mixedness of the reduced density matrix of the a bipartition of a pure state [9] and hence of the amount of entanglement $S(A)=-T r \rho^{\text {red }} \ln \rho^{\text {red }}$. Indeed, other properties contribute to the elegibility of the Von Neumann entropy as a measure of entanglement [10, 11]. We expect a measure of entanglement to quantify the amount of information that can be retrieved from one subsystem about the other, but meanwhile it should not change if we perform a local operation on either one of the subsystems. This is the case for the Von Neumann entropy
which is invariant under the so-called Local Operations and Classical Communications (LOCC) which also account for classical broadcasting of information. For any valid reduced density matrix $\rho^{\text {red }}-$ namely positive semi-definite, hermitian, trace-one operator - the entropy is real and non-negative. Moreover, it possesses the property of additivity: if A and $\mathrm{A}^{*}$ are independent systems, then $S\left(\rho_{A} \otimes \rho_{A^{*}}\right)=S\left(\rho_{A}\right)+S\left(\rho_{A^{*}}\right)$. The collection of these properties can be considered as a recepy for a good measure of entanglement for bipartite pure states, i.e. a function giving a unique ordering of entangled states.

The situation for mixed states is rather more complicated. For instance, the bipartite Von Neumann entropy is not a well-defined measure in the latter case. One can easily convince oneself with a simple contraddiction for the mixed, separable ensamble of two qubits A and B $\rho=\frac{1}{2}(|00\rangle\langle 00|+|11\rangle\langle 11|)$ whose Von Neumann entropy is $S\left(\rho_{A}^{\text {red }}\right)=\ln (2)$ due to the classical correlations. At this point, it is possible to reduce the entropy using LOCCs. Immagine that the two qubits are separated in space and in one laboratory Alice performs the following operations on the A qubit: either she project the qubit in the $|1\rangle$ state or she project it on $|0\rangle$ and then she applies $\sigma_{x}$. Once she has done one of the two operations, she communicates with Bob so he performs the same one on qubit B . The resulting composite state is described by $\rho^{\prime}=|11\rangle\langle 11|$ which has zero entropy. This is clearly a contraddiction because LOCCs are not supposed to change entanglement.

The object of our interest are pure ground-states of quantum many-body systems, so we will not focus on the thorny issue of mixed states. We mention some possibilities for the measure of entanglement for those states following the much more complete treatment in [11]:

- Entanglement of formation considers all the possible decompositions that realize a given mixed state in terms of pure states. The entanglement of formation is defined as the minimum weighted average (the weights are $p_{\lambda}$ ) of the bipartite von Neumann entropy of the pure states over all the possible realizations.
- Distance-based measures (or relative entropy) employs the distance between the mixed state and the nearest separable state. The measure is defined choosing a proper distance function between the desity matrices (e.g. Kullback-Leibler, Ulmann fidelity, etc.).
- Operational-based measures like distillable entanglement that considers the amount of Bell states which can be distilled from $n$-copies of the mixed density matrix by means of LOCCs; entanglement cost on the contrary counts the amount of maximally entangled states that are needed to realize $n$-copies of the mixed state.


### 1.3 Area-law

In our work, we are interested in the properties of the ground-state of onedimensional quantum many-body system on a lattice. Whereas the general description of the quantum many-body state is very hard because of the exponential growth of the Hilbert space in the number of costituents, we are focusing on a very peculiar corner of it. In such a region the number of parameters for a proper description is not affected by the curse of dimensionality but is limited when the system is not critical or is polynomial for the critical one [12]. The concept of bipartition that was introduced so far for the practical quantification of the amount of entanglement, becomes instrumental in the formalization of the above statement. The limited growth of degrees of freedom in one-dimensional systems is indeed reflected in a linear increase of the leading term of the entanglement entropy in the size of the boundary between the bipartitions.

This phenomenon is actually more


Figure 1.1: Sketch of a system bipartition in the two complementary subportions A and B with $\partial \mathrm{A}$ the boundary of the A part. We mainly deal with those states of the system which lie in a small corner of the entire Hilbert space and possess the area-law property of the entanglement entropy. tropy $[13,14]$. It was proved that this peculiar scaling happens for the free Klein-Gordon field [15] and for conformal systems [16] which could be related
in some cases to the physics of black holes. On the other side, the limited number of parameters for an efficient description of area-law systems, gained increased interest in the context of numerical simulation as will be clear from the next section.

A demonstration of the validity of area-law for one-dimensional gapped systems with a local hamiltonian can be found in [17] meaning that the entanglement entropy is bounded by a constant which is independent on the system's size. For gapless (critical) systems this is no longer the case and the scaling of the entropy versus the size is logarithmic. Moreover, due to the link with conformal field theory at criticality, the coefficient of the logarithm has to do with the central charge of the underlying conformal field theory [12, 16, 18]. Another noticeable subject is the form of the corrections to area-law - aka the subleading terms - which acquire a universal and peculiar behaviour in presence of topological order [19, 20].

At last, it is worth mentioning another perspective about the restricted number of parameters necessary for the treatment of the systems described before that act as a springboard for the discussion about the numerical method in the next section. The fact that a system can be simulated by considering only a relevant smaller portion of the Hilbert space is the key on which renormalization methods rely. We can easily introduce their operating principle in an intuitive way: immagine that a system living in a Hilbert space of a given dimension is described by a certain microscopic theory. In order to build an easier, effective description, all the non-relevant degrees of freedom must be integrated out while the original couplings in the Hamiltonian are modified accordingly (renormalized). If a limited number of parameters is sufficient to describe the system, the new effective theory will be a good approximation of the original one. The theory about renormalization procedure provides a systematic approach to this task and allows for a physically motivated cancellation of the irrelevant couplings. In general it can keep track of the coupling modification as the renormalization flow proceedes. Usually this methods are successful when there is a natural separation of scales involving distances/energies. The relevant phenomena for this thesis involve for example a diverging correlation length at criticality meaning that the low-energy scale (low-wavelength behaviour) dominates the physical properties of the system.

Since the system is one-dimensional, the interactions are local and we pursue the ground state properties, the scaling of entanglement as genuine quantum
correlations is anyway bounded at most to a logarithmic growth. Being true that it is still growing with the system size, the increase is not as drastic as for volume-law $\left(S\left(\rho_{\alpha}^{\text {red }}\right) \propto L_{\alpha}^{d}\right)$. Moreover, when the system is not critical, arealaw behaviour dominates and hence one can expect that a class of ansätze which is efficient in approximating low-entangled state (as generated by the Density Matrix Renormalization Group) provides a good description of the relevant states.

### 1.4 Schmidt decomposition

A lot of entanglement properties for a pure bipartite state can be explored starting from the Schmidt decomposition. As we commented above, a pure state is not always separable, therefore one should provide two orthonormal basis for the two complementary subspaces $|i\rangle_{A}$ and $|j\rangle_{B}$ to properly describe the total state as:

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{\operatorname{dim}(A)} \sum_{j=1}^{\operatorname{dim}(B)} \Lambda_{i j}|i\rangle_{A}|j\rangle_{B}, \tag{1.13}
\end{equation*}
$$

where the matrix of the coefficients $\Lambda_{i j}$ is generically a rectangular matrix since we do not assume that the two subspaces have the same dimension. One can always perform a singular value decomposition (SVD) of the matrix $\Lambda$ which allows to write the rectangular matrix as the product $\Lambda=U D V^{\dagger}$ (see Fig. 1.2 for an illustration), where $U$ and $V$ are $\operatorname{dim}(A) \times \min (\operatorname{dim}(A), \operatorname{dim}(B))$ dimensional and $\min (\operatorname{dim}(A), \operatorname{dim}(B)) \times \operatorname{dim}(B)$ dimensional matrices with orthonormal columns and row respectively (one of them being squared matrix is unitary) and $D$ is a diagonal $\min (\operatorname{dim}(A), \operatorname{dim}(B)) \times \min (\operatorname{dim}(A), \operatorname{dim}(B))$ matrix with the non-negative singular values $\lambda_{\alpha}$. By applying the SVD, the state of Eq. (1.13) can be re-written as:

$$
\begin{align*}
|\psi\rangle & =\sum_{i=1}^{\operatorname{dim}(A)} \sum_{j=1}^{\operatorname{dim}(B)} \sum_{\alpha=1}^{\min (\operatorname{dim}(A) \operatorname{dim}(B))} U_{i \alpha} \lambda_{\alpha} V_{\alpha j}^{\dagger}|i\rangle|j\rangle \\
& =\sum_{\alpha=1}^{\min (\operatorname{dim}(A) \operatorname{dim}(B))} \lambda_{\alpha}\left(\sum_{i=1}^{\operatorname{dim}(A)} U_{i \alpha}|i\rangle\right)\left(\sum_{j=1}^{\operatorname{dim}(B)} V_{\alpha j}^{\dagger}|j\rangle\right), \tag{1.14}
\end{align*}
$$



Figure 1.2: Pictorial representation of the singular value decomposition of a rectangular matrix $\Lambda$. The matrix $\Lambda$ is decomposed into the product of three matrices: $U, D$ and $V^{\dagger}$. The columns of $U$ and $V^{\dagger}$ are orthonormal and the diagonal elements of $D$ are the singular values $\lambda_{\alpha}$.
and the Schmidt decomposition finally reads:

$$
\begin{equation*}
|\psi\rangle=\sum_{\alpha=1}^{r} \lambda_{\alpha}\left|\varphi_{\alpha}\right\rangle\left|\theta_{\alpha}\right\rangle, \tag{1.15}
\end{equation*}
$$

where $\left|\varphi_{\alpha}\right\rangle$ and $\left|\theta_{\alpha}\right\rangle$ are orthonormal bases of $A$ and $B$ because of the orthonormality properties of $U$ and $V$ and $r=\min (\operatorname{dim}(A), \operatorname{dim}(B))$ is the Schmidt rank. The Schmidt decomposition provides a nice and numerically efficient way to compute the spectrum of the reduced density matrix because the partial trace can be easily applied to the state as written in (1.15):

$$
\begin{equation*}
\rho_{A}^{\mathrm{red}}=\sum_{\alpha_{1}}^{r} \lambda_{\alpha}^{2}\left|\varphi_{\alpha}\right\rangle\left\langle\varphi_{\alpha}\right|, \quad \quad \rho_{B}^{\mathrm{red}}=\sum_{\alpha_{1}}^{r} \lambda_{\alpha_{1}}^{2}\left|\theta_{\alpha}\right\rangle\left\langle\theta_{\alpha}\right| . \tag{1.16}
\end{equation*}
$$

Notice that the reduced density matrices of the two subspaces share the same spectrum with a number of eigenvalues bounded by the smaller dimension among the spaces. The singular values $\lambda_{\alpha}$ are also called Schmidt values and their square correspond to the eigenvalues of the reduced density matrices.

### 1.5 Entanglement Spectrum

With the tools introduced above, we can now define the bipartite entanglement spectrum (ES) of a pure state. The latter corresponds to the set of the logarithm of reduced density matrix eigenvalues of the two subspaces:

$$
\begin{equation*}
\xi_{\alpha}=-\log \lambda_{\alpha}^{2} . \tag{1.17}
\end{equation*}
$$

so that the reduced density matrix of $A$, being always positive semi-definite, can be cast in an exponential form in the spirit of a partition function:

$$
\begin{equation*}
\rho_{A}^{\mathrm{red}}=\frac{1}{Z} e^{-H_{E}} \quad \text { with } \quad H_{E}=\sum_{\alpha=1}^{r} \xi_{\alpha}\left|\varphi_{\alpha}\right\rangle\left\langle\varphi_{\alpha}\right| \tag{1.18}
\end{equation*}
$$

where $H_{E}$ is the Entanglement Hamiltonian. The constant $Z$, written in analogy to thermodynamics, ensures the correct normalization $\operatorname{Tr}\left(\rho_{A}^{\text {red }}\right)=1$ but can also be included in the exponent showing that the meaningful information in the ES is not contained in the absolute magnitudes of its eigenvalues but rather in their relative magnitudes. Despite its suggestive form which resembles the one of a system coupled with a thermal bath, the above expression is not a true Boltzmann formula because $H_{E}$ does not correspond to the real Hamiltonian restricted to the $A$ subsystem.

The ES and its Hamiltonian have been studied for a plethora of systems. The first achievements were obtained with the Bisognano-Wichmann theorem in the context of generic field theory [21] and for conformal field theories afterwards [22]. The seminal work by Li and Haldane [23] demonstrated that the low-lying part of the ES contains universal features associated with topological properties. This has aroused great interest and triggered the study of ES as a very powerful tool for the detection and characterisation of topological phases. Among numerous fascinating properties of the ES, the notion of entanglement Hamitonian in its very natural definition has been also intensively debated and is still a research topic. A great summary of the obtained results about the ES can be found in [24].

## Chapter 2

## Numerical simulation of quantum many-body systems

As previously anticipated, the concepts grounded on the renormalization procedure had a huge impact also on the numerical simulation of quantum manybody systems. The idea is to build a good approximation of the ground state of the system by considering only a relevant portion of the Hilbert space. Several so-called decimation procedures for eliminating the irrelevant degrees of freedom for the proper description of the ground state of such systems began to be developed in the 1990s, following and adapting the original seminal work of Wilson [25, 26]. The translation of the original renormalization group procedures for the study of the thermodynamic-limit ground-state properties is based on the replacement of the energy levels with lattice sites. Unfortunately, the first schemes turned out to be very poor as shown in the work by White and Noack of 1992 [27] where a numerical real-space renormalization group was proven to be ineffective for a tight-binding model emulating the particle in a box. The procedure was anyway conceptually crucial for the further developements which lead to the introduction of the Density Matrix Renormalization Group (DMRG) [28, 29]. The first receipt for the real space numerical renormalization procedure is summarized as follows:

1. A sub-portion A of the system called block and containing $L$ sites is chosen small enough so the Hamiltonian acting on it $H_{A}$ can be exactly diagonalized
2. A compound block AA of length $2 L$ is formed and the Hamiltonian
$H_{A A}$ is formed accounting for the two single-blocks Hamiltonian and the interblock interations.
3. $H_{A A}$ is diagonalized by keeping only $m$ lowest-lying eigenvalues.
4. $H_{A A}$ is projected on the truncated space spanned by the $m$ eigenvectors new matrix $H_{A A}^{\text {tr. }}$
5. Loop from step 2 until the whole system is covered by compound of blocks.

The key point is that the decimation (or truncation) of the highly energetic eigenstates of each block should not contribute to the ground state of the overall system. The numerical advantage lies in the low dimension of the Hamiltonian to be diagonalised after each decimation step. Unfortunately, even in very simple scenarios, the first procedure leads to some problems due to the boundary conditions of the single block. [27].

White's brilliant breakthrough [28] consisted in the observation that, in order to have a general procedure, one should carefully consider which states must be retained for a block A when it is immersed in an environment, i.e. the case of the true thermodynamic limit in which A is ultimately embedded. In this context, he showed that the set of states which is particularly suitable for representing the properties of a composite block $A A$ for the decimation procedure is that formed by the leading eigenvectors of the reduced density matrix of $A A$. Assuming that a system composed of $L$ sites with a Hilbert space of dimension $m^{(S)}$ spanned by a basis $\left\{\left|n_{L}^{(S)}\right\rangle\right\}$ is described by the Hamiltonian $H_{L}$. An enlarged block Hamiltonian $H_{L+1}$ is created by adding a site to the system. The basis that spans the new space can be written as $\left\{\left|n_{L}^{(S)}\right\rangle \otimes\left|\sigma^{(S)}\right\rangle\right\}$ where $\left\{\sigma^{(S)}\right\}$ is a local basis for the new site. Now the environment is mimicked by embedding the system in an environment of the same size by an analog construction, hence a superblock of length $2 L+2$ is formed. The approximation to the ground state at thermodynamic limit is chosen to be the ground state of the superblock, obtained by numerical diagonalization:

$$
\begin{equation*}
|\psi\rangle=\sum_{n_{L}^{(S)}=1}^{m^{(S)}} \sum_{\sigma^{(S)}=1}^{d} \sum_{\sigma^{(E)}=1}^{d} \sum_{n_{L}^{(E)}=1}^{m^{(E)}} \phi^{n_{L}^{(S)}, \sigma^{(S)}, \sigma^{(E)}, n_{L}^{(E)}}\left|n_{L}^{(S)}\right\rangle \otimes\left|\sigma^{(S)}\right\rangle \otimes\left|\sigma^{(E)}\right\rangle \otimes\left|n_{L}^{(E)}\right\rangle \tag{2.1}
\end{equation*}
$$

where the dimension of the system $S$ (environment $E$ ) is $N^{(S)}=m^{(S)} \times d$ $\left(N^{(E)}=m^{(E)} \times d\right)$. The decimation prescription which leads to the DMRG can be interpreted as one of the following three lines of argument:

- If the superblock state of (2.1) describes the physical state of the system through the reduced density matrix $\rho_{S}^{\text {red. }}$ (obtained by tracing out the environment) and we assume that its eigenvalues are ordered by magnitude $p_{1} \geq p_{2} \geq \cdots \geq p_{N_{(S)}}$, then it can be demonstrated that retaining only the first $\chi^{(S)}$ dominant eigenvalues of $\rho_{S}^{\text {red. }}$ is the optimal choice for reducing the error in the expected value of a generic observable bounded on the system. The error in the estimate is proportional to the truncated weight $\sum_{\alpha=\chi^{(S)}+1}^{N^{(S)}} p_{\alpha}$.
- The quadratic norm of the distance $\|\left|\psi^{(S)}\right\rangle-\left|\tilde{\psi}^{(S)}\right\rangle \|$ of the state approximation $|\tilde{\psi}\rangle=\sum_{i=1}^{\chi^{(S)}} \sum_{j=1}^{N^{(E)}} \Lambda_{i j}|i\rangle|j\rangle$ with truncated space to the true generic state $|\psi\rangle=\sum_{i=1}^{N^{(S)}} \sum_{j=1}^{N^{(E)}} \Lambda_{i j}|i\rangle|j\rangle$ can be minimized by keeping the $\chi^{(S)}$ eigenvectors $|i\rangle$ of the system with the largest eigenvalues of the reduced density matrix $\rho_{S}^{\text {red. }}$. The error is the truncated weight of the previous point.
- The entanglement-wise optimization can be applied after a Schmidt decomposition:

$$
\begin{equation*}
|\psi\rangle=\sum_{\alpha=1}^{N_{\text {Schmidt }}} \lambda_{\alpha}\left|w_{\alpha}^{(S)}\right\rangle\left|w_{\alpha}^{(E)}\right\rangle, \tag{2.2}
\end{equation*}
$$

and the Schmidt number $N_{\text {Schmidt }} \leq \min \left(N^{(S)}, N^{(E)}\right)$ once the assumption $N^{(S)} \geq N^{(E)}$ is relaxed. The truncation of the Schmidt values to $\chi^{(S)} \leq N_{\text {Schmidt }}$ states by keeping the largest in magnitude means that only a fraction of the entanglement between the system and the environment is allowed. The discarded, low-probable, correlations are those corresponding to the truncated values.

The formulation of the infinite-system DMRG algorithm [28] can now be described following the aformentioned procedure with the following steps:

1. Consider a lattice of $L$ sites forming the system block $S$ living in a Hilbert space spanned by $m^{(S)}$ states $\left\{\left|n_{L}^{(S)}\right\rangle\right\}$ and an Hamiltonian $H_{L}^{S}$ bounded to the block. Another block for the environment $E$ is formed accordingly.
2. The new system block $S^{\prime}$ is formed by adding a new site. The new basis is then $\left\{\left|n_{L}^{(S)}\right\rangle \otimes\left|\sigma^{(S)}\right\rangle\right\}$ containing $N^{(S)}=m^{(S)} \times d$ states. The same construction is performed for the environment $E \rightarrow E^{\prime}$. The entire superblock of length $2 L+2$ contains $S^{\prime}$ and $E^{\prime}$ and the Hamiltonian acting on it is denoted by $H_{2 L+2}$.
3. The Hamiltonian $H_{2 L+2}$ is diagonalized, its eigenvalues and eigenvectors are sorted in decreasing order.
4. The reduced density matrix of the system $\rho_{S^{\prime}}^{\mathrm{red}}=\operatorname{Tr}_{E^{\prime}} \rho$ is determined and only $\chi^{(S)}$ leading eigenstates are kept in order to form a new reduced basis for $S^{\prime}$. The reduced diagonalizing matrix composed of the kept $\chi^{(S)}$ on the columns is denoted by $T$ and is $N^{(S)} \times \chi^{(S)}$ dimensional.
5. The new effective (truncated) Hamiltonian for the system $S^{\prime}$ is formed by decomposition on the new reduced basis of the block $H_{L+1}^{\mathrm{tr}}=T^{\dagger} H_{L+1}^{S} T$ and becomes the new Hamiltonian of the system as $S^{\prime} \rightarrow S$ and $E^{\prime} \rightarrow E$ for the next iteration starting from step 2. The iterations stop once the final wanted length for the system is reached.

During the DMRG steps, observables can be computed both at the end of the optimization and between every growing step. A detailed description of the observables' computation is provided later below, once the DMRG algorithm is re-formulated in the context of matrix product states.

The infinite DMRG method as in its original prescription leads to some problems mainly due to the fact that in the early steps the blocks are small and the chosen relevant states are likely to be very different from a block of the same size embedded in the bulk of the big final system. The finite $D M R G$ manages to substantially cure these problems. The idea is that once the infinite DMRG steps lead to an $L$ sized system, the growing procedure is stopped and an optimization of the obtained superblock is applied. The optimization recalls the same steps of the infinite algorithm but the growth of one block (e.g. the system) is accompained by the shrinkage of the complementary block (e.g. the environment). The procedure is quite efficient if the infinite algorithm stages are stored so that for every optimization step, the decription of the blocks is already available. This further processing of the final state is called sweeping: every sweep proceeds until the shrinking of the system or the environment reaches some minimum size and the growing can the start again
at the expense of the complementary block. Convergence is usually checked through stabilization of the results from sweep to sweep. It is worth mentioning that convergence must be checked also varying the number of kept states $\chi^{(S)}$ as free parameter of the algorithm since it can happen that the apparently converged finite-system results are instead effect of the trapping in a low-entangled metastable state.

From now on, we will report the mechanisms of the DMRG in a more detailed way but by following a more modern path. The latter derives from a unrelated initial development of the optimization of a particular class of ansatz devoted to the approximation of quantum systems, namely the Matrix Product States (MPS). The early stages of the adoption of this family of variational states lead to several astonishing advances, one of them being the exact expression of the one-dimensional AKLT state [30]. The MPS connection to DMRG was done only a few years after their discovery [31, 32]. Eventually, it was recognized that the finite DMRG gives rise to quantum states which can be written in MPS form [33].

The DMRG algorithm and its expression in terms of MPS language, represented a fundamental milestone for a new state-of-the-art level of accuracy in the simulation of one-dimensional quantum many-body systems. Currently, for such systems, it still maintains this supremacy in the majority of the cases. These systems are usually hard to study and an exact solution is available only in few cases (e.g. with Bethe ansatz [34], exact diagonalization, quantum Monte Carlo [35]). In many applications of DMRG, the accuracy is limited by machine precision, quite independently of the nature of the microscopic Hamiltonian. In this work we are only concerned with the simulation of the ground state but the possibilities do not end here and extend to other purposes as real-time dynamics, excited states or thermal ensambles. Moreover, thanks to the very general map of a lattice system to a Tensor Network developed from the MPS, the idea could be extended to the simulation of two-dimensional systems by means of the projected entangled-pair states (PEPS) [36]. Despite the technical complexity of the algorithm and their computational demanding nature that make PEPS not able to reach the same standing as MPS yet, they are considered a promising tool for the simulation of two-dimensional systems and have already been used to study a wide range of physical phenomena, such as quantum phase transitions and topological phases of matter. Advances in computational resources and algorithmic developments are expected to over-
come some of their limitations in the future.

### 2.1 Matrix Product States

In the following, we will show that any one-dimensional pure quantum state can be written exactly in MPS form. Once this is established, the natural decimation scheme applicable to MPSs is presented so that they can be intuitively linked to the numerical procedure of DMRG. Being a very convenient language, supported also by an opportune pictorial representation, the MPS formalism is also used to present the detailed optimization procedure which leads to the determination of the ground state of one-dimensional quantum systems as well as the numerical calculation of observables (e.g. local observables, correlators, energy, etc.), of the entanglement properties and the realization of boundary conditions.


Figure 2.1: a pictorial representation of the $|\uparrow \downarrow \uparrow\rangle 3-$ qubits state. In particular the cube contains the coefficients of the tensor $\phi_{i_{1} i_{2} i_{3}}$ whose indices run over the single particle doublets.

We can introduce the MPS starting from a generic one-dimensional normalized pure quantum state on a lattice of $L$ sites with $d$ dimensional local state spaces $\left\{i_{j}\right\}_{j=1, \ldots, L}$ that can be written as:

$$
\begin{equation*}
|\psi\rangle=\sum_{i_{1}, i_{2}, \ldots, i_{N}=1}^{d} \phi_{i_{1} i_{2} \ldots i_{L}}\left|i_{1}\right\rangle \otimes\left|i_{2}\right\rangle \otimes \ldots \otimes\left|i_{L}\right\rangle \tag{2.3}
\end{equation*}
$$

where the coefficients $\phi_{i_{1} i_{2} \ldots i_{L}}$ are exponentially many ( $d^{L}$ ) in the lattice size and are collected in a big tensor structure (see Fig.2.1 for an example of a 3 spin-half qubits) where the dimensions of the tensor retrace the local physical ones. A decomposition of such a tensor can be done in terms of smaller objects via additional new indices following a systematic procedure.

The idea is to separate the state in blocks by means of the SVD: we can start by reshaping the tensor into a matrix of dimension $d \times d^{L-1}$ that will be indicated with the notation $\phi_{i_{1}\left(i_{2} \ldots i_{N}\right)}$ after the fusion of all the indices but from the first one; the unique new index contains the Cartesian product of all the fused ones [37] (see Fig. 2.2 for the illustration of the fusion operation). The state


Figure 2.2: Coefficient of the many-body wavefunction in their tensor shape drawn in the tensor network diagramatic representation (left). The open legs are the physical indices. The version of the tensor with fused links is depicted on the right. The new index $j$ is the cartesian product of all the fused ones.
now reads:

$$
\begin{equation*}
|\psi\rangle=\sum_{i_{1}}^{d} \sum_{i_{2} \ldots i_{N}}^{d} \phi_{i_{1}\left(i_{2} \ldots i_{N}\right)}\left|i_{1}\right\rangle\left|i_{2} \ldots i_{N}\right\rangle . \tag{2.4}
\end{equation*}
$$

We have already seen that SVD allows to separate the tensor in two contributions bounded to the complementary parts of the Hilbert space:

$$
\begin{equation*}
\phi_{i_{1}\left(i_{2} \ldots i_{N}\right)}=\sum_{\alpha_{1}}^{r_{1}} U_{\alpha_{1}}^{i_{1}} \lambda_{\alpha_{1}}\left(V^{\dagger}\right)_{\alpha_{1}}^{\left(i_{2} \ldots i_{N}\right)} . \tag{2.5}
\end{equation*}
$$

Notice that the physical indices have been written as superscript just for the sake of clarity. From now on, we are not going to assign an additional index to tensors that contain the physical one $i_{l}$ for indicating their position along the lattice since they are unambiguously identified by it; for instance $U_{\alpha_{l-1} \alpha_{l}}^{i_{l}} \equiv$ $\left(U_{l}\right)_{\alpha_{l-1} \alpha_{l}}^{i_{l}}$. Reabsorbing the terms as done before, the Schmidt decomposition yields:

$$
\begin{equation*}
|\psi\rangle=\sum_{\alpha_{1}}^{r_{1}} \lambda_{\alpha_{1}}\left(\sum_{i_{1}}^{d} U_{\alpha_{1}}^{i_{1}}\left|i_{1}\right\rangle\right)\left(\sum_{i_{2} \ldots i_{N}}^{d}\left(V^{\dagger}\right)_{\alpha_{1}}^{\left(i_{2} \ldots i_{N}\right)}\left|i_{2} \ldots i_{N}\right\rangle\right)=\sum_{\alpha_{1}}^{r_{1}} \lambda_{\alpha_{1}}\left|\varphi_{\alpha_{1}}\right\rangle\left|\theta_{\alpha_{1}}\right\rangle, \tag{2.6}
\end{equation*}
$$

The virtual index $\alpha_{1}$ has been introduced running up to the Schmidt rank $r_{1}$. The reduced density operators for the two subspaces - the first site and the rest of the system - can be written in the same spirit of Eq. (1.16).

The same protocol can be iteratively repeated for splitting the indices of all the other sites and resumming consecutively the diagonal matrices $\lambda$ on the right after the SVDs decompositions. Ultimately, what is left is an exact decomposition in a (left-canonical) MPS:

$$
\begin{equation*}
|\psi\rangle=\sum_{i_{1} \ldots i_{L}} \sum_{\alpha_{1} \ldots \alpha_{L}} A_{\alpha_{1}}^{i_{1}} A_{\alpha_{1} \alpha_{2}}^{i_{2}} \ldots A_{\alpha_{L-2} \alpha_{L-1}}^{i_{L-1}} A_{\alpha_{L-1}}^{i_{L}}\left|i_{1} \ldots i_{L}\right\rangle . \tag{2.7}
\end{equation*}
$$



Figure 2.3: Pictorial representation of the matrix product state. Every tensor (blue ball) is linked with the neighbours by closed legs meaning that the indices are contracted. The open legs $\left(i_{m}\right)$ represent the physical indices running over the local Hilbert space basis.

It is called left-canonical because according to the recipe used for the decomposition, all the tensors have orthonormal columns $A_{\alpha_{j} \alpha_{j+1}}^{i_{j}}=U_{\left(\alpha_{j}\right) \alpha_{j+1}}^{i_{j}}$ for all $i \in\{1, L-2\}$ but for the last one $A_{\alpha_{L-1}}^{i_{L}}=\lambda_{\alpha_{L-1}}\left(V^{\dagger}\right)_{\alpha_{L-1}}^{i_{L}}$.

The decomposition does not change the order of the amount of coefficients if at each SVD the number of kept singular values is equal to the lowest of the dimensions of the decomposed matrix. Maximally, the dimensions of the $A$ matrices is then $(1 \times d),\left(d \times d^{2}\right), \ldots,\left(d^{L / 2-1} \times d^{L / 2}\right),\left(d^{L / 2} \times d^{L / 2-1}\right), \ldots,(d \times$ $\left.d^{2}\right),(1 \times d)$ recaling the exponential growth of degrees of freedom. In order to make the MPS tractable from a numerical point of view, the dimension of the matrices must be truncated up to a number of allowed virtual states $\chi$ at the most. Therefore, from $d^{L}$ coefficients, the number becomes of the order $L \times \chi^{2} \times d$ that is polynomial in the dimension of the system. $\chi$ takes the name of bond dimension and is a free-parameter of the simulation which is strictly linked to the representational power of the MPS. We will see immediately how this parameter can be related to the truncated weight of DMRG and puts a limit on the maximal amount of entanglement present in the MPS state. In particular, the procedure for the decimation of the states in the DMRG language becomes a truncation of the kept singular values' maximum number.

The MPS structure can be very conveniently graphically represented as in Fig. 2.3 where every $A$ matrix is a circular box, the physical indices are vertical legs and the $\alpha_{j}$ indices are horizontal legs connecting the matrices (all connected legs are summed over).

### 2.2 Gauge freedom

The MPS of Eq. (2.7) is written in general terms. The adopted sequential decomposition relying on the SVD that was carried out to transform a general state in the MPS form is not unique meaning that different MPSs can represent the same state. This redundancy is associated with a gauge freedom and
concretely corresponds to an invariance under a set of linear transformations of the tensors $A$ of the MPS chain which have no impact on the physical degrees of freedom. In practice, it is easy to understand such a freedom considering the following illustration:


One can insert an identity $\mathbb{1}=X^{-1} X$ inside the closed leg between tensors $A$ and $B$ and reabsorb $X^{-1}$ and $X$ in $A$ and $B$ respectively, giving rise to two new tensors $A^{\prime}$ and $B^{\prime}$. Since this operation is always possible, if the MPS provides a good description of a physical state, the physical information cannot be affected by this operation. The latter property can be instead exploited to drastically increase efficiency in the numerical simulation.

Nevertheless, let us recall the fact that the MPS of (2.7) is left-canonical: every tensor $A$ but the last one on the right fuilfills this property:

$$
\begin{equation*}
\sum_{\alpha} A_{\alpha \beta}^{i_{m}} A_{\alpha \beta^{\prime}}^{\dagger i_{m}}=\mathbb{1}_{\beta \beta^{\prime}} \tag{2.8}
\end{equation*}
$$

that pictorially is shown in Fig. 2.4 where the left canonical tensors are indicated with a triangle so that they can be distinguished from the more general circular ones. By performing the same iterative decomposition as before but


Figure 2.4: In the picture the diagram of the equation (2.8). The shape of the tensor indicates the direction of the contraction used to employ the left canonical form obtained with the gauge transformation.
starting from the right, it is straightforward to obtain a right-canonical MPS for which the first tensor on the left now is written as $A_{\alpha_{1}}^{i_{1}}=U_{\alpha_{1}}^{i_{1}}$ and all the others $A_{\alpha_{j} \alpha_{j+1}}^{i_{j}}=\left(V^{\dagger}\right)_{\alpha_{j} \alpha_{j+1}}^{i_{j}}$. The equivalence of the two forms is just another example of the gauge freedom, it is indeed possible to transform a left-canonical MPS into a right-canonical one by absorbing the singular values matrix $\lambda_{\alpha}$ sequentially on the adjacent matrix $U$ on the left and performing
again an SVD so that a sequence of $V^{\dagger}$ is kept on the right and ultimately the first tensor becomes $A_{\alpha_{1}}^{i_{1}}=U_{\alpha_{1}}^{i_{1}}$. It is also possible to mix the decomposition of the state from left and right hence obtaining an MPS in general canonical form. The tensor of coefficients $\phi_{i_{1} i_{2} \ldots i_{L}}$ is decomposed in the following way:

$$
\begin{equation*}
\phi_{i_{1} i_{2} \ldots i_{L}}=\sum_{\alpha_{1} \alpha_{2} \ldots \alpha_{L}} U_{\alpha_{1}}^{i_{1}} U_{\alpha_{1} \alpha_{2}}^{i_{2}} \ldots U_{\alpha_{l-1} \alpha_{l}}^{i_{l}} \lambda_{\alpha_{l}} V_{\alpha_{l} \alpha_{l+1}}^{\dagger} \ldots V_{\alpha_{L-1} \alpha_{L}}^{\dagger} \tag{2.9}
\end{equation*}
$$

The special site $l$ is often called orthogonality center since all the tensors on the left and on the right possess orthogonality properties. Eventually, in Fig. 2.5 the reason why the gauge freedom is a resource for numerical calculations manifests clearly for the computation of the norm of a given MPS. The norm can be represented just as the contraction of all the physical legs of the MPS in Eq. (2.7) with the correspondent physical legs of the adjoint version of the same MPS. The operation is sketched in the Fig. 2.5 for a left-canonical MPS. Due to the orthonormality properties in this gauge, all the tensors but the far right one respect Eq. (2.8) and the contractions become trivial. The non-trivial contraction is the one between the last tensor and its adjoint which is the only one that must be computed. The procedure is usually employed also for the


Figure 2.5: Procedure for the contraction aimed at computing the norm of a state in the MPS representation. The definition of an orthogonality center allows to spare numerical effort. A smart employment of the gauge freedom leads to the most convenient form of the MPS in such a way that the norm consists in a unique double contraction (last step).
sake of computing the expectation values of local operators: the orthogonality center is placed on the site on which the local operator acts, thus simplifying the contractions on its left and right.

### 2.3 Matrix product operators

A natural generalization of the MPS structure can be written for operators, the idea is to consider the matrix elements of operators as written as chain of
tensors like for the state coefficients:

$$
\begin{equation*}
\langle\vec{i}| \hat{O}\left|\overrightarrow{i^{\prime}}\right\rangle=W^{i_{1}, i_{1}^{\prime}} W^{i_{2}, i_{2}^{\prime}} \ldots W^{i_{L-1}, i_{L-1}^{\prime}} W^{i_{L}, i_{L}^{\prime}} \tag{2.10}
\end{equation*}
$$

where the matrices $W$ are the analog of matrices $A$ of (2.7), and $|\vec{i}\rangle=\left|i_{1}, \ldots, i_{L}\right\rangle$ correspond
to
physical
indices.
For carrying out the generalization explicitely, let us


Figure 2.6: Representation of the building block of an MPO. consider first the general shape of an operator acting on the many-body Hilbert space:

$$
\begin{equation*}
\hat{O}=\sum_{\{\vec{i}\}\left\{\vec{i}^{\prime}\right\}} o_{\vec{i}, \overrightarrow{i^{\prime}}}|\vec{i}\rangle\left\langle\overrightarrow{i^{\prime}}\right| \tag{2.11}
\end{equation*}
$$

The main difference from the state coefficients is that the tensor $o_{\overrightarrow{i, i^{\prime}}}$ has both ingoing and outgoing physical legs.

Any operator can actually be brought into the form of a chain of matrices by following the same idea of decomposition of the MPS, indeed $o_{\vec{i}, \overrightarrow{i^{\prime}}}=o_{i_{1} i_{2} \ldots i_{L}, i_{1}^{\prime} i_{2}^{\prime} \ldots i_{L}^{\prime}}$ can be reshaped as $o_{\left(i_{1} i_{1}^{\prime}\right)\left(i_{2} i_{2}^{\prime}\right) \ldots\left(i_{L} i_{L}^{\prime}\right)}$ and then decomposed in the same way as in the previous section. The resulting expression for the operator yields:

$$
\begin{equation*}
\hat{O}=\sum_{\{\vec{i}\}\left\{\vec{i}^{\prime}\right\}} \sum_{\alpha_{1}, \ldots, \alpha_{L}} W_{\alpha_{1}}^{i_{1}, i_{1}^{\prime}} W_{\alpha_{2}, \alpha_{3}}^{i_{2}, \ldots} W_{\alpha_{L-2}, \alpha_{L-1}}^{i_{L-1}, i_{L-1}^{\prime}} W_{\alpha_{L}}^{i_{L}, i_{L}^{\prime}}|\vec{i}\rangle\left\langle\vec{i}^{\prime}\right| . \tag{2.12}
\end{equation*}
$$

and takes the name of Matrix Product Operator (MPO). The building blocks of the MPO are tensors with 4 legs, two physical legs running on the input and output physical state's basis and the MPO bond indices (see Fig. 2.6). The application of a MPO to a MPS runs as:

$$
\begin{align*}
\hat{O}|\psi\rangle & =\sum_{\{i\}\left\{i^{\prime}\right\}} \sum_{\alpha_{1}, \ldots, \alpha_{L}} \sum_{\beta_{1}, \ldots, \beta_{L}}\left(W_{\alpha_{1}}^{i_{1}, i_{1}^{\prime}} W_{\alpha_{2}, \alpha_{3}}^{i_{2}, \ldots} W_{\alpha_{L-2}, \alpha_{L-1}}^{i_{L-1}, i_{L-1}^{\prime}} W_{\alpha_{L}}^{i_{L}, i_{L}^{\prime}}\right) . \\
& \cdot\left(A_{\beta_{1}}^{i_{1}^{\prime}} A_{\beta_{1}}^{i_{1}^{\prime}} \ldots A_{\beta_{L-2}, \beta_{L-1}}^{i_{L-1}^{\prime}} A_{\beta_{L-1}}^{i_{L}^{\prime}}\right)|i\rangle  \tag{2.13}\\
& =\sum_{\{i\}} \sum_{\alpha_{1}, \ldots, \alpha_{L}} \sum_{\beta_{1}, \ldots, \beta_{L}} B_{\alpha_{1} \beta_{1}}^{i_{1}} B_{\alpha_{1} \alpha_{2} \beta_{1} \beta_{2} \ldots}^{i_{2}} . B_{\alpha_{L-1} \alpha_{L} \beta_{L-1} \beta_{L}}^{i_{L-1}} B_{\alpha_{L} \beta_{L}}^{i_{L}}|i\rangle
\end{align*}
$$

where in the rightmost side the contractions $B_{\alpha_{j} \alpha_{j+1} \beta_{j} \beta_{j+1}}^{i_{j}}=\sum_{i_{j}^{\prime}}\left(W_{\alpha_{j}, \alpha_{j+1}}^{i_{j}, i_{j}^{\prime}} A_{\beta_{j}}^{i_{j}^{\prime}}\right)$ are performed. The result of the multiplication is still an MPS with a dimension corresponding to the combination of the original MPS and MPO dimen-
sions.
The computation of local observables expectation values becomes straighforward thanks to the MPO representation of operators. Moreover, because of the clear pictorial representation, the stategy for the contractions becomes very intuitive.

To make a concrete example, let's consider a local operator acting on the third site of the chain:

$$
\begin{align*}
\hat{O}_{3} & =\mathbb{1}_{1} \otimes \mathbb{1}_{2} \otimes \hat{O}_{3} \otimes \mathbb{1}_{4} \ldots \mathbb{1}_{L} \\
& =\sum_{\{\vec{i}\}\left\{\vec{i}^{\prime}\right\}} \mathbb{1}^{i_{1} i_{1}^{\prime}} \mathbb{1}^{i_{2} i_{2}^{\prime}} O_{3}^{i_{3} i_{3}^{\prime}} \mathbb{1}^{i_{4} i_{4}^{\prime}} \ldots \mathbb{1}^{i_{L} i_{L}^{\prime}}|\vec{i}\rangle\left\langle\overrightarrow{i^{\prime}}\right|=\sum_{i_{3}, i_{3}^{\prime}} o_{3}^{i_{3} i_{3}^{\prime}}\left|i_{3}\right\rangle\left\langle i_{3}^{\prime}\right| \tag{2.14}
\end{align*}
$$

is already in MPO form. In order to simplify the calculations one can exploit the gauge freedom in such a way that the minimum number of contractions is performed. The point is to properly define the orthogonality center of the canonical form that is the tensor for which on the right(left) everything is in the right(left) canonical form. Also in this case, the expectation value $\langle\psi| \hat{O}_{3}|\psi\rangle$ on the state $\psi$ written in MPS form is conveniently represented with the illustration in Fig. 2.7.


Figure 2.7: Simplification of the contractions for the expectation value of the local operator $\hat{O}_{3}$. The orthogonality center is taken to be the third site.

### 2.4 MPO representation of the Hamiltonian

In this section we will cover the procedure for the translation of the Hamiltonian in MPO language. We do it for a concrete simple example as the transverse field Ising model Hamiltonian in order to grasp the principles. Generalizing to other models has a quite straighforward implementation though. The Hamiltonian involves only on-site and nearest-neighbour term, it reads:

$$
\begin{equation*}
H=\sum_{j}-J \hat{S}_{j}^{x} \hat{S}_{j+1}^{x}+h \hat{S}_{j}^{z} \tag{2.15}
\end{equation*}
$$

where $S^{x, z}$ are the components of the spin operator labeled with the site's number of the lattice. The full Hamiltonian in its expanded version corresponds to the sum of locally acting operators involving generic neighbouring sites $l$ and $l+1$ :
$H_{l}=-J_{l}\left(\mathbb{1} \otimes \mathbb{1} \otimes \ldots \otimes \mathbb{1} \otimes \hat{S}_{l}^{x} \otimes \hat{S}_{l+1}^{x} \otimes \mathbb{1} \otimes \ldots \otimes \mathbb{1}\right)+h_{l}\left(\mathbb{1} \otimes \mathbb{1} \otimes \ldots \otimes \mathbb{1} \otimes \hat{S}_{l}^{z} \otimes \mathbb{1} \otimes \ldots \otimes \mathbb{1}\right)$.

The translation procedure to the MPO form retraces the so called matrix product diagrams or finite automata/state-machine [38, 39, 40]. We consider a local building block of an MPO, namely $W_{\alpha_{l}, \alpha_{l+1}}^{i_{l}, i_{l}^{\prime}}$, not as different matrices for each physical index, it is instead promoted to an operator-valued matrix $\hat{W}_{\alpha_{l}, \alpha_{l+1}}$ acting only locally at site $l$ where the bond indices run over virtual states. Furthermore, we adopt the convention that when the operator-valued


Figure 2.8: Drawing of the local operator in the finite state machine language. The initial state I and the final state O are connected with an intermediate one (A) that is reached after the appearance of the spin operator. Another spin operator along the $x$ direction is applied in order to reach the output state. On the other side the external field along $z$. The identity operators applied to the initial and final state are intended to make the picture the most general possible, both for boundary operators and bulk ones.
matrices are multiplied together over the bond indices, the contained operators are combined through the outer-product. We aim to obtain the expression for each matrix so that the full combination along the chain gives the total Hamiltonian $H=\hat{W}_{\alpha_{1}} \hat{W}_{\alpha_{1}, \alpha_{2}} \ldots \hat{W}_{\alpha_{L-1}, \alpha_{L}} \hat{W}_{\alpha_{L}}$. For the transverse field Ising model, the matrix is the following:

$$
\left.\hat{W}_{\alpha_{l}, \alpha_{l+1}}=\begin{array}{c}
\mathrm{A}  \tag{2.17}\\
\mathrm{~A}
\end{array} \begin{array}{ccc}
\mathrm{I} & \mathrm{~A} & \mathrm{O} \\
\mathrm{O} & \hat{S}_{l}^{x} & h_{l} \hat{S}_{l}^{z} \\
0 & 0 & -J_{l} \hat{S}_{l}^{x} \\
0 & 0 & \hat{\mathbb{1}}
\end{array}\right]
$$

where we introduced 3 virtual states (I,A and O) over which the bond indices $\alpha_{l}, \alpha_{l+1}$ run. Placing one term inside the matrix means selecting the operator to be applied to account for the transition from one input state in the $l$ bond to the output state in the following $l+1$. One can think of running over the string of (2.16) from left to right: the string of identities that does not change the initial state called I is tanken into account by filling the transition $I \rightarrow I$ with the identity. Another possibility is to encounter the non-trivial operator $\hat{S}^{x}$ that changes the virtual state from $\mathrm{I} \rightarrow \mathrm{A}$. After that, the subsequent factor is fixed to $-J \hat{S}^{x}$ so from A one goes to another different state O and the former factor sits in $\mathrm{A} \rightarrow \mathrm{O}$. The state O stands for a completed interaction term for the $l$ bond and one will find only identities afterwards. $\mathrm{O} \rightarrow \mathrm{O}$ is again trivially the identity operator. At this point, the missing term is the transverse field, since at I no non-trivial operator has already been found along the string and from O one can find only identities, the $h \hat{S}^{z}$ operator occupies the transition from $\mathrm{I} \rightarrow \mathrm{O}$, without any needed intermediate state. All the other transitions are forbidden. The intuitive sketch of the transition is reported in Fig. 2.8.

Is is easy to prove that the contraction of two subsequent matrices following the aforementioned procedure $\hat{W}_{\alpha_{l} \alpha_{l+1}} \hat{W}_{\alpha_{l+1} \alpha_{l+1}}$ allows for the collection of the term $-J \hat{S}_{l}^{x} \hat{S}_{l+1}^{x}+h \hat{S}_{l}^{z}+h \hat{S}_{l+1}^{z}$ on the top right corner. If the Hamiltonian has open boundary conditions, the first and the last matrices will be a row vector (of operators) and a column vector respectively. The full contraction on the bond indices yields the total Hamiltonian. This representation is formally proven to be optimal and leads to a bond size of the MPO tensors of $\chi_{l}=N_{l}+2$ where $N_{l}$ is the number of interaction operators crossing the bond $(l, l+1)$ [41].

### 2.5 Variational iterative ground-state searching

The algorithm for computing the approximation to the ground state is based on a variational technique on the class of MPS states. Suppose to have an initial MPS ansatz that approximates the state that we denote with $\left|\psi\left(\left\{A_{i}\right\}\right)\right\rangle$ - this could be an MPS filled with random numbers of the desired shape and size. The goal is that of optimizing its parameters (its tensors $A_{i}$ ) so that the
energy is minimized ([37, 42]):

$$
\begin{align*}
\min _{\left\{A_{i}\right\}_{i=1, \ldots, L}} \frac{\left\langle\psi\left(\left\{A_{i}^{*}\right\}\right)\right| \hat{H}\left|\psi\left(\left\{A_{i}\right\}\right)\right\rangle}{\langle\psi \mid \psi\rangle} & =\min _{\left\{A_{i}\right\}, \lambda}(\langle\psi| \hat{H}|\psi\rangle-\lambda\langle\psi \mid \psi\rangle) \\
& =\min _{\lambda}\left[\frac{\partial}{\partial\left\{A_{i}^{*}\right\}}(\langle\psi| \hat{H}|\psi\rangle-\lambda\langle\psi \mid \psi\rangle)=0\right] . \tag{2.18}
\end{align*}
$$

On the right side of the equation, the minimization is redefined as extremization with the introduction of the Lagrange multiplier $\lambda$. Eventually, the optimal $\left|\psi\left(\left\{A_{i}\right\}\right)\right\rangle$ will be the ground state approximation and $\lambda$ its energy. The total minimization should be done simultaneously on all the tensors making this a hard non-linear optimization problem. As an approximation, the minimum over $\lambda$ can be performed iteratively one site at a time. To clarify, we explicitely write the extremization involving the $A_{i}$ tensor:

$$
\begin{gather*}
\min _{\lambda}\left[\frac{\partial}{\partial\left\{A_{i}^{*}\right\}}(\langle\psi| \hat{H}|\psi\rangle-\lambda\langle\psi \mid \psi\rangle)=0\right]_{\forall i} \Leftrightarrow  \tag{2.19}\\
\frac{\partial}{\partial\left\{A_{i}^{*}\right\}} A_{i}^{\dagger} H^{\mathrm{eff}} A_{i}=\lambda \frac{\partial}{\partial\left\{A_{i}^{*}\right\}} A_{i}^{\dagger} N^{\mathrm{eff}} A_{i} \quad \forall i,
\end{gather*}
$$

where $H^{\mathrm{eff}}=H_{A_{1}, \ldots, A_{i-1}, A_{i+1}, \ldots, A_{L}}^{\mathrm{eff}}$, is the contracted MPO of the Hamiltonian over all the tensors of the MPS except for the $i$-th one. $N^{\text {eff }}$ is nothing else but the overlap $\langle\psi \mid \psi\rangle$ fully contracted except for $A_{i}$ (see Fig. 2.11 for the schematic representation). The single optimization step does not lead to the optimal state but will lower the energy and find a variationally better approximation of the ground-state. Usually the iterations are stopped when the energy does not change anymore or when a maximum number of iterations is reached.

The derivative of a chain of tensors with respect to one them corresponds to the whole chain without that specific one. The intuitive diagram is in Fig. 2.9 below. Therefore, Eq. (2.19) is that of Fig. 2.10. The latter is in the form of


Figure 2.9: Pictorial representation of the derivative of a chain of tensors with respect to one of them.


Figure 2.10: Pictorial representation of the step of the variational iterative ground-state search.
a generalized eigenvalue problem

$$
\begin{equation*}
\min _{\lambda} \quad H^{\mathrm{eff}} A_{i}=\lambda N A_{i} \quad \forall i, \tag{2.20}
\end{equation*}
$$

for every site of the chain: in order to find the MPS approximation of the ground state of a given Hamiltonian, one starts from an initial unbiased ansatz and iteratively optimizes the tensors by solving a generalized eigenvalue problem for every site.

The numerical efficiency, can be boosted by exploiting once again the canonical form. The choice of the orthogonality center on the operator $A^{i}$ to be optimized allows for a much simpler expression for the right hand side of (2.20) since all the tensors for the orverlap on the left and on the right of $A^{i}$ contract to the identity. In such a gauge, the generalized eigenvalue problem becomes a standard eigenvalue problem that can be solved more efficiently for the lowest eigenvalues and eigenvectors (see Fig. 2.11 for the diagram of the simplification and Fig. 2.12 for the new form of equation (2.20)). For this scope, the usually adopted technique involves Lancsoz [43] or Jacobi-Davidson [44] large sparse matrix solvers to decrease the complexity when the dimension of the matrix to be diagonalized (at worst $d \chi^{2}$ with $\chi$ the maximal bond dimension) is too large for an exact full diagonalization. The standard procedure for the iterative optimization is to consecutively sweep on the chain from left to right and viceversa so that the orthogonality center of the MPS can be moved from one site to the neighbouring one minimizing the operations. It probably does not sound so surprising at this point that the aforementioned ground state searching can be related to the finite-size version of DMRG presented in the introduction of the chapter. Actually the two methods are exactly identical if the optimization of the DMRG superblock with the sweeping procedure is done on a single site and not on two sites (one of the system $S$ and the other of the environment $E$ ) at the same time. On the contrary, the MPS optimization


Figure 2.11: Schematic representation of the simplification of the right hand side of the generalized eigenvalue problem (2.20) by exploitation of the canonical form.


Figure 2.12: Final simplified version of the generalized eigenvalue problem (2.20) in the canonical form.
can be mapped exactly to the finite DMRG by optimizing two neighbouring tensors on the chain simultaneously. A very nice description of the relation between the two languages can be found in Ref. [33]

### 2.6 Numerical Efficiency

The MPS gauge as well as the implementation of the iterations for the ground state searching have no unique prescription. The freedom of choosing the order of the different contractions - which are in the end just pairwise matrix multiplications - allows for the optimization of the numerical scaling. The number of operations for a contraction, indeed, strongly affects the final applicability of the method since a more costly scaling can prevent the simulation to run in reasonable time for a given system.

It is very easy to compute the number of operations needed during a contrac-
tion: we count the number of dimensions of all open indices of both tensors and we multiply by the dimensions of the indices that will be contracted over. For instance the contraction of two tensors with indices $\alpha, \beta$ and $\gamma, \beta, \delta$ where $\alpha, \gamma, \delta=1, \ldots, \chi$ and $\beta=1, \ldots, d$ over $\beta$ requires $d \chi^{3}$ operations. The order of operations for the norm of the MPS of Fig. 2.3 with a bond dimension $\chi$ and a physical dimension $d$ without resorting to the canonical form is $\mathcal{O}\left(d \chi^{3} L\right)$, hence linear in the system size. This represents just one of the examples where the smart employment of the canonical form can drastically reduce the computational cost.

### 2.7 Symmetries in tensor networks

When dealing with numerical efficiency, one essential aspect is represented by the embedding of symmetries in the tensor network formalism. From the quantum mechanical side, the advantage of taking into account symmetries is well known and consists in the reduction of the full problem into a set of decoupled ones. The reduced problem has clear physical properties associated to the conserved quantities related to the symmetries because of Noether's theorem. The fact that the conserved quantities are commuting with the Hamiltonian allows for the convenient choice of the eigenbasis labeled by the respective quantum numbers that makes the Hamiltonian block diagonal. Indeed, once the selection rules introduced by the symmetries are applied, a large number of matrix elements becomes zero. From the numerical point of view, it is natural to imagine that the rewriting of the tensors in terms of the symmetry sectors allows for a more efficient computation both speed and memory-wise. Generally speaking, employing symmetries in the MPS formalism implies dealing with smaller configurational space, therefore improving the accuracy. Moreover, the targeting of specific sectors restricts the variational search to those states which have defined quantum numbers instead of approaching the problem from a "gran canonical" perspective (e.g. with the introduction of the chemical potential in the model). Clearly the latter implies a reduction of the computational complexity and results in a more precise approach than the one accounting for multiple sectors at once.

The encoding of symmetries in tensor networks is not always convenient both from a matter of efficiency and complexity though. The ones that are more straighforwardly implemented are those which transform independently each
degree of freedom of the system without making them interact. Specifically, if $U(g)$ is the unitary representation of the group element $g$ belonging to a given group $\mathcal{G}$, for the latter symmetries it is possible to decompose the representation in disjointed transformations which act only locally $U(g)=\otimes_{j} V_{j}(g) \quad \forall g \in$ $\mathcal{G}$ at site $j$. Concerning the complexity, a general procedure for the implementation of Abelian symmetries is explained in great detail in [37] while for nonAbelian groups the situation is quite more complicated due to the non-trivial Clebsch-Gordan coefficients.

Just to give the flavour about the implementation in the Abelian case taken from [37]: the first step is - once known the one-dimensional unitary irreducible representations in form of phase factors - to transform every link index $i_{r}$ of the a tensor with $r=1, \ldots, n$ links with a tuple $i_{r} \equiv\left(l_{r}, \delta_{r}\right)$ where $l$ labels the principal quantum number and $\delta$ accounts for the degeneracy. Each link then corresponds to an irreducible representation of the group labeled by $l$ and $\delta$. In order to make the tensor itself symmetric, the invariance property under the application of symmetry transformations to the links must be ensured. The links become directed (incoming and outcoming) to select the invariance under the direct representations and inverse (hermitian conjugate) ones. Eventually, the invariance is translated through the quantum number fusion rules to identify only some allowed matchings among the total possible combinations of the quantum numbers. Only those matches have nonzero elements in the tensor, hence the number of free parameters is reduced.

The book keeping overhead of the implementation pays out immediately when treating a system responding to the same symmetries. Indeed, all the sectors are dynamically decoupled and one can always deal with the separate, usually low dimensional, sectors without loosing generality. Anyway, one must be careful when forgetting about the ensamble of the sectors as a whole for instance when the SVD is performed. Even though the symmetric matrix structure is block diagonal, the truncations during the decimation procedure should compare all the singular values and not only the ones at the sector level. Otherwise, the truncation itself could lead to artificial spurious symmetry breakings. Another crucial point is that symmetric tensors introduce contraints in the representation of a state, therefore it can happen that for some symmetry broken systems (e.g. for the case of the Néel state) the simulation can be counterintuitively more expensive.

### 2.8 Entanglement and correlations

For an MPS in mixed canonical form where a bond matrix $\lambda_{\alpha_{l}}$ is connected to two orthonormal sets of tensors as in Eq. (2.9), the bipartite entanglement properties are naturally extrapolated from the reduced density matrix. In particular, the system is then divided in left and right portions with a cut at site $l$ of Eq. (2.9). Assuming that the number of allowed states is bounded by $\chi$ in the virtual legs, the entanglement entropy is maximized in the situation where the distribution of the coefficients is flat $\lambda_{\alpha_{l}}=1 / \sqrt{\chi} \forall \alpha_{l}=1, \ldots, \chi$. In general, the entropy of the MPS is then bounded:

$$
\begin{equation*}
S=-\sum_{\alpha_{l}=1}^{\chi} \lambda_{\alpha_{l}}^{2} \log \lambda_{\alpha_{l}}^{2} \leq 2 \log \chi, \tag{2.21}
\end{equation*}
$$

which clearly does not scale with the size $L$ of the chain, therefore the MPSs can only efficiently represent area-law states by construction. This also means that for the simulations of critical ground states with logarithmic corrections to the constant entropy $S \propto$ const. $+\log (L)$, the bond dimension must be increased linearly in the system size to properly capture the long correlations. Anyway, in such a case the number of parameters is "only" polynomial in $L$.

Once again, the eigenspectrum of the reduce density matrix is equivalent to the squared singular value spectrum $\lambda_{\alpha_{l}}$ obtained from the SVD decomposition. Hence, the decimation on the SVD spectrum assumes equivalent meaning to the one in the DMRG spirit.

### 2.9 Boundary conditions

Boundary conditions are a crucial aspect of the simulation of lattice models and fortunately they can be handled also in the MPS formalism; indeed, for the systems investigated in this Thesis we often resort to periodic boundary conditions (PBC). There are several possibilities for the realization based on different translations of the lattice topology to the tensor network. Some tensor networks are preferable than others and in general the design has an impact on the numerical stability of the simulation. For the PBC, the most known implementation is to link the first and the last tensor of the MPS, thus taking
the trace of the tensor product:

$$
\begin{align*}
|\psi\rangle & =\sum_{i_{1}, \ldots, i_{N}} \sum_{\alpha_{1}, \ldots, \alpha_{N}} A_{\alpha_{N}, \alpha_{1}}^{i_{1}} A_{\alpha_{1}, \alpha_{2}}^{i_{2}} \ldots A_{\alpha_{N-2}, \alpha_{N-1}}^{i_{N-1}} A_{\alpha_{N-1}, \alpha_{N}}^{i_{N}}\left|i_{1}, \ldots, i_{N}\right\rangle \\
& =\sum_{i_{1}, \ldots, i_{N}} \operatorname{Tr}\left[A^{i_{1}} A^{i_{2}} \ldots A^{i_{N-1}} A^{i_{N}}\right]\left|i_{1}, \ldots, i_{N}\right\rangle . \tag{2.22}
\end{align*}
$$

The tensor diagram is the following:


Unfortunately, despite ensuring a true translational invariant and periodic ansatz, this solution is not always numerically stable and neither efficient because of the loopy geometry [45] that impairs the existence of a canonical form. Only loop-free ansätze can exploit the canonical form as a huge boost to the efficiency. Another option is to consider the same trick on the Hamiltonian MPO level, the inconvenience is that during the sweeping procedure when the physical information is transmitted through the tensors' optimization, the connection between the first and the last part of the chain relies only upon the trace link. Some issues, in particular concerning the homogenization, make this realization not so effective. In order to circumvent the problem, one can employ Tree Tensor Networks [37], or - as we do here for nearest neighbour interacting models - by mapping the ring onto a chain with tailored nextnearest neighbor couplings and boundary nearest neighbor ones [46]. The loop disappears from the MPS form and gets adsorbed inside the MPO. The basic idea of such "snake" pattern is shown in Fig. 2.13 for a very little system with an even number of sites. Despite a slightly bigger MPO and a bit of extra book keeping for the post-processing of observable measurements, the numerical calculations are demonstrated to be efficient and stable [46]. Also in our work, we do not encounter any problem related to the small asymmetry of the first and last link of the chain with respect to all the others.


Figure 2.13: Sketch of the scheme used to mimic periodic boundary conditions with a computational open boundary conditions ansatz.

## Chapter 3

## Deep Learning

Deep learning is a subfield of machine learning that has been gaining a lot of attention in the last years. It comprises a set of algorithms inspired by the structures and functions of the human brain and based on so called artificial neural networks (NN). Such networks are employed nowadays in a huge variety of contexts like computer vision [47], speech recognition [48], natural language processing [49], generation [50], decision making [51] and so on, all under the hat of the artificial intelligence (AI) field (see the great textbooks [52, $53]$ and references therein). The success of deep learning resides precisely in the meaning of "deep": it refers to the use of multiple layers in the NN where increasing the number of layers can be interpreted, at this point, just as increasing its complexity. The analogy with the brain is instrumental to understand the basic ideas behind the operation of a NN: its constituents are called neurons, they are connected between each other and organized in layers. The neurons in the first layer (the input layer) are connected to the neurons in the first hidden layer, the neurons in the first hidden layer are connected to the neurons in the second hidden layer and so on. The last layer contains the output neurons. When some sort of information is given to the input layer it is transmitted through the network and somehow manipulated toward the output. The incredible power of NN arises from their ability of processing the input in a non-linear way: in a simplified picture every neuron is activated when the synthesis of its inputs overcomes a certain threshold. Concretely, the neuron provides to the following ones a non-linear function (activation function) of a weighted sum of its inputs. The activation function represents the key ingredient which makes NNs universal approximators (see 4.7 of [54]). In addition to their representation power, another important advantege of

NNs is the computational efficiency. This efficiency does not refer only to the processing of the input (which is indeed just mainly a matrix multiplication algorithm) but to the optimization of the parameters of the network happening during learning. This aspect will be clarified in detail later on.

While NN framework is very general and mathematically solid, the choice of the structure of the network (or architecture) is crucially connected with the task to be solved. This is due to the fact that an AI system needs to acquire its own experience in order to "learn" how to solve a task and its way of doing it is through extraction of patterns from training data. All the learning process is nothing but a tuning (or optimization) of the model such that it is able to process the data in a way that the extracted features are the most significant ones for the problem at hand. Since the problems can be very different, the important patterns could be of completely different nature such are objects in an image or letters in a word or even more abstract concepts as the emotions contained in a speech. Therefore, the architectures able to optimally process such kind of data are different.

The last missing concept about deep learning that we want to mention in this brief introduction is the data-driven paradigm. The whole procedure for the training is aimed at making the NN build complex concepts and new representation of the data in an automated way. In order to do so, the model must analyze and interpret the provided data so it can learn from them. The outcome depends on the way in which they are processed for the sake of acquiring knowledge and being able to generalize on unseen examples.

### 3.1 Structure and training of a NN: concepts and a concrete example

The atom of a NN is the artificial neuron. Suppose that we have an input vector $\vec{x}$, the artificial neuron performs a linear combination of the input components through some weights $\vec{w}$ (plus an eventual bias $b$ ) and applies a non-linear activation function $g$ to the result:

$$
\begin{equation*}
y=g(\vec{w} \cdot \vec{x}+b) . \tag{3.1}
\end{equation*}
$$

The weights $\vec{w}$ and bias $b$ are free parameters of the neuron and since they the target to be optimized during the training, they are called learnable parameters. In other words, the aim when training a model is to find the best set of parameters which maximize the accuracy of the NN prediction on the task at hand. Since the usual optimization is gradient-based, the function $g$ must be differentiable. The most common activation functions are the sigmoid function, the softmax function, the hyperbolic tangent and the rectified linear unit (ReLU). In a NN all the neuron units are organized in a layered structure where neurons from one layer send outputs to the following one. One common instance is the fully connected network (FCNN) where every neuron of a layer is connected to all the neurons of the previous and following one. We denote with $y_{i}^{(j)}$ the output of the $i$-th neuron of the $j$-th layer and in such an architecture it can be written with the recursive relation:

$$
\begin{equation*}
y_{i}^{(j)}=g\left(\sum_{k} w_{i k}^{(j)} y_{k}^{(j-1)}+b_{i}^{(j)}\right) . \tag{3.2}
\end{equation*}
$$



Figure 3.1: Two examples of images from the training set of the MNIST dataset.

To understand the training mechanism we resort now to a concrete problem, namely the classification of handwritten digits from the MNIST database. The latter is very often taken into account to benchmark the performances of ML models for the sake of classification and consists in few tens of thousends of fixed-size images of $28 \times 28$ grey-level pixels (see Fig. 3.1 for two examples). Every image is a drawn digit between 0 and 9 and has a corresponding label. The dataset, as for all the datasets in ML, is divided into a training set containing those images which are used for the parameter optimization of the model and a test set used once the model is already trained and containing new examples which the model has not seen at training-time. The test set is of fundamental
importance to check the generalization ability of the trained model that is its capacity of accurately carry out the task on unseen examples. Generalization is often monitored also at training time by means of the validation set - containing new images with respect to the training one as well - over which the learnable parameters' optimization is temporary frozen. More concretely, we choose as an example a training set of 60,000 images and a validation set (used also as test) of 10,000 images. We aim at carrying out a classification task: each image is given as input to a FCNN in form of a flattened vector with 784 components having values from 0 (black) to 1 (white). We design the NN so that it has as output 10 neurons whose values are in $[0,1]$ coinciding with the probabilities of the input to belong to a given class, namely the predicted digit label. In this regard, the trained NN is supposed to emulate the probability distribution function of the classes' list.

The explicit example of the MNIST classification problem, offers the chance to introduce some missing crucial concepts about deep learning. In order to make the NN learn to solve the classification task from the data, we want to tune the free parameters so that once one of the examples from the training set is fed to the NN, the output set of probabilities resembles the true label with the best possible accuracy. The idea behind the optimization is the minimization of a user-given metric for the accuracy of the prediction on the training data, namely the minimization of the loss. For the moment, we consider one natural loss function between two (discrete) probability distibutions, namely the CrossEntropy. Given two discrete probability distributions $p$ and $q$ on the same support $\mathcal{X}$, the cross-entropy of $q$ relative to $p$ reads:

$$
\begin{equation*}
H(p, q)=-\mathbb{E}_{p}[\log q]=-\sum_{i \in \mathcal{I}} p(i) \log q(i) \tag{3.3}
\end{equation*}
$$

where $\mathbb{E}_{p}$ is the expected value with respect to $p$. In our case we deal with a multiclass classification problem, so the support contains the digits $i=0, \ldots, 9$ (classes). Supposing that we have a certain number $N$ of realizations $\vec{x}_{n=1, \ldots, N}$, we aim at minimizing the average loss:

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{N} \sum_{n=1}^{N} \sum_{i \in \mathcal{I}} p\left(i \mid \vec{x}_{n}\right) \log q\left(i \mid \vec{x}_{n}\right) \tag{3.4}
\end{equation*}
$$

where we indicate with $p\left(i \mid \vec{x}_{n}\right)$ the set of probabilities of the classes for the sample $\vec{x}_{n}$ in training set corresponding to the provided label. Specifically,
$p\left(i \mid \vec{x}_{n}\right)$ is encoded as a one-hot vector (a vector with all zero components but from one which is equal to one) with one on the component correspondent to the class of the label. $q\left(i \mid \vec{x}_{n}\right)$ is the output of the NN and depends on the learnable parameters that we indicate as $\theta$ standing for the collection of all the weights and the biases of the neurons.

At this point, the training can be formalized as an optimization problem to find the optimal parameters $\theta^{\star}$ :

$$
\begin{equation*}
\theta^{\star}=\operatorname{argmin}_{\theta} \mathcal{L}(\theta) . \tag{3.5}
\end{equation*}
$$

The high-dimensional minimization can be tackled with gradient descent when the chosen loss function is differentiable in the network parameters. Therefore, the parameters are updated with an iterative procedure by following the direction of the negative gradient of the loss. The magnitude of the shift is set with the learning rate $\alpha$ :

$$
\begin{equation*}
\theta^{\prime}=\theta-\alpha \nabla_{\theta} \mathcal{L} \tag{3.6}
\end{equation*}
$$

Assuming a convex loss function, the gradient descent is guaranteed to converge to its global minimum. However, the problem of local minima for non-convex functions can be usually dealt with by means of the stochastic version of gradient descent. In deep learning the typical trick consists in the evaluation of the gradient and the subsequent optimization on several batches of samples stochastically drawn from the training set. For our training, we always made use of Adam [55] optimizer that is considered among the state-of-the-art techniques. In addition to the stochasticity with the batched training, it adapts dynamically the learning rate based on the first and second moments of the gradient.

Another key point of the NN training concerns the numerical efficiency. When dealing with very deep networks with a huge number of parameters, it is fundamental to perform an efficient optimization to cut the training time. In this respect, the backpropagation algorithm [53] is always employed and already built in the common libraries for the NNs implementation. The idea is quite easy: the dependence of the loss on the parameters is inherited from the output value of the network in the first place. The output can be written as a function of the neurons of just the previous layer and so on and so forth. All the derivatives on the loss with respect to the parameters can be decomposed following the chain rule and going backward in the networks' structure up to
the input. For simplicity, we consider the vectorized form of Eq. (3.2):

$$
\begin{equation*}
y^{(j)}=g\left(W^{(j)} y^{(j-1)}+b^{(j)}\right), \tag{3.7}
\end{equation*}
$$

where now $W^{(j)}$ is a matrix of weights for layer $j$ whose rows run over the neurons of the $j$-th layer and columns of the $j$ - 1 -th one. Following the chain rule of the derivatives with respect to a generic parameter $\theta$, it is easy to derive the following recursive equation which relates the derivative of the output $y^{(j)}$ to the ones of the previous layer $y^{(j-1)}$ :

$$
\begin{equation*}
\frac{\partial y^{(j)}}{\partial \theta}=\frac{\partial g}{\partial \theta}\left[\frac{\partial W^{(j)}}{\partial \theta} y^{(j-1)}+W^{(j)} \frac{\partial y^{(j-1)}}{\partial \theta}+\frac{\partial b^{(j)}}{\partial \theta}\right] \tag{3.8}
\end{equation*}
$$

The essence of the backpropagation procedure is rooted in the nested structure of the derivatives. The latter can be exploited from the last layers to the initial ones by keeping track of the various contributions to the error in the prediction.


Figure 3.2: Results of the training of a fully connected network with 80 neurons in the hidden layer. The training loss is shown in red solid line, the validation loss in orange dashed line. The shaded area indicates the standard deviation of the loss over the batches of data within a given epoch. The accuracy scale is on the right $y$-axis and the performance is plotted in blue. The final accuracy value, namely the number of correctly classified images in the test set, is of $97.2 \%$.

Now, with all the ingredients presented above about the learning mechanism of a NN, we explore its details on the concrete example of the MNIST classification problem. The first implemented architecture is a fully connected network which takes as input the handwritten digits images as a flattened vector of $28 \times 28=784$ components. The first layer has 80 neurons with a rectified linear unit (ReLU) activation function. The second and last layer consists of

10 neurons containing the predicted ouput probabilities for the input image of belonging to one of the classes. The network is trained on the entire training set and the weights are updated via the Adam optimizer with an initial learning rate of $\alpha=3 \times 10^{-3}$. Each epoch contains several optimization steps, one for each batch of data in the training set (each batch was chosen to contain 100 images). At every step, the gradient of a cross-entropy loss function between the predictions of the network and the target labels are computed. In Fig. 3.2 the behaviour of the training loss, the test loss (used as validation set) and the accuracy (scale on the right $y$-axis) for the classification of the test set is reported for this first network. After just 7 epochs, the network is already able to correclty classify the $97.2 \%$ of the unseen data in the test set. The mean losses are represented with solid lines while their standard deviations with shaded regions around the mean.

In order to visualize what happens to the learnable parameters at training time, we report in Fig. 3.3 the evolution of the weights in the last layer of the above-mentioned FCNN (left) and the correspondent gradients. The heatmaps are histograms of the parameters (gradients) counting their number (color dimension) for a certain value ( $y$-axis) as the training proceeds (epochs on the $x$-axis). The weights evolve from the random initialization and tend to stabilize in the last epoch when the majority of their gradients is zero. Meanwhile, the training loss in Fig. 3.2 decays as well as the test loss, reaching very similar values near 0.1. A lower loss in the prevision is evidently followed by a better accuracy in the classification.

The trend of the curves in Fig. 3.2 is quite optimal apart from the fine-tuning of the hyperparameters (such as the learning rate) or some subtleties concerning the choice of the non-linearities which can allow for a slightly better performance of the network. Now we present some other configurations that are instead more problematic but instrumental to see in practise how delicate can be the choice of a model. The first one leads to underfitting: when the number of the degrees of freedom of the network - or its complexity - is not big enough, the result of the predictions cannot reach a good level. This is represented in the left panel of Fig. 3.4 for a network with only 20 neurons in the first layer. The performance of such a network is compared with the baseline given by the previous presented model (gray and black lines). The losses and the accuracy of the 20 neurons network are visibly worse than the previous case and one could prove that even proceding further with the training does



Figure 3.3: Evolution of parameters (left) and their gradients (right) of the last layer of the FCNN with 80 hidden neurons for the MNIST classification. The heatmaps are histograms of the parameters/gradients counting their number (color dimension) for a certain value ( $y$-axis) as the training proceeds (epochs on the $x$-axis). The weights evolve from the random initialization and tend to stabilize in the last epoch when the majority of their gradients are zero. Meanwhile, the training loss in Fig. 3.2 decays as well as the test loss, reaching very similar values near 0.1.
not substantially increase the accuracy.

The other fundamental problem is overfitting: in this case the number of degrees of freedom of the network is too big. What usually happens in this scenario is that the training loss reaches very low values, meaning that the network really is learning to perform the wanted task (regression, classification, reconstruction, etc.) on the training set very well. On the contrary, the generalization ability of the network is more and more compromised, thus the results on the test set become worse or stop to improve. The resulting model has not built abstract concepts which allow for a good generalization on unseen data but has rather optimized its paramenters in a way that is best suited for the training data only, even learning their statistical noise. The latter situation is represented in Fig. 3.4 on the right for a network with 784 neurons (the same as th input dimension) in the first layer. After the initial 1-2 epochs, the training loss keeps decreasing but this is not followed by the test loss. Indeed the accuracy becomes stagnant or even decrease. The zero-level solution to this very frequent problem is called early stopping and consists in stopping the training when the validation loss reaches its minimum. Already at the 2 nd epoch the results are indeed better than the baseline because the model is way more powerful than the 80 neurons version. While early stopping can be a good solution to overfitting, it is not really systematic when the loss


Figure 3.4: Left: underfitting. The network with 20 neurons in the first layer is compared with the baseline (gray and black lines) of the FCNN with 80 hidden neurons. The losses and the accuracy are visibly worse than the baseline and one could prove that even going ahead with the training does not substantially increase the accuracy. Right: overfitting. The network with 784 neurons in the first layer is compared with the baseline (gray and black lines). After the initial 1-2 epochs, the training loss keeps decreasing but this is not followed by the validation loss. Indeed the accuracy becomes stagnant or even decrease.
profile as the training proceeds is not as smooth and regular as in the easy cases presented here. To tackle the problem even with very complicated networks and highly dimensional loss landscapes, two other solutions are widely employed in machine learning. One is regularization: a penalty for weights with big magnitude is added to the loss therefore the network is encouraged to perform good predictions on the training set with a lower number of weights or with smaller ones. Regularization actually can be extended also for other specific contraints and provides a very useful method to gain more control on the automatic optimization of the parameters. At the same time, one must be aware that adding a lot of regularization can lead to a very biased learning where the network is too constrained. The typical regularizations for struggling against overfitting are L1 and L2 regularization [56] corresponding to penalties proportional to the absolute value of the parameters $\propto \sum_{i}^{N_{\text {param }}}\left|\theta_{i}\right|$ or to the squared parameters $\propto \sum_{i}^{N_{\text {param }}} \theta_{i}^{2}$. Sometimes the biases are not regularized and the above terms only contain the weights. The other clever way of sistematically avoid overfitting is dropout [57]. The idea is quite simple: during every training epoch a random fraction of the neurons of the network is "dropped out" meaning that the neurons' forward and backward connections are temporarily removed. By dynamically randomly changing the switched-off neurons, the network is proven to become more robust against statistical noise in the training data and to perform a better feature extraction for the prediction. The only parameter to be tuned in this case is the percentage of the


Figure 3.5: Comparison of the validation performances of the overfitting FCNN with 784 neurons (yellow) with the same network equipped with different regularization terms and dropout as in the legend. The baseline (gray) corresponds to the FCNN with 80 hidden layers. Clearly, the regularization terms allow for a better generalization of the network.
dropped neurons (up to maximum $30-50 \%$ of them). We report in Fig. 3.5 the comparison of the validation performances of the FCNN with 784 neurons when the regularization terms and dropout are added in order to increase the generalization ability of the network.

### 3.2 Autoencoders

In this section, we describe the main ingredient that we use for implementing the recognition of phases for quantum many-body systems with a machinedriven protocol, namely the deep Autoencoder (AE) architecture. The AE is a network devoted to the efficient non-linear encoding of unlabelled data, hence in the framework of unsupervised learning where the training is not carried out by adapting the prediction of the network on the "right answer" which tags the data. The main working principle of the AE is to learn a mapping from the input space to a lower-dimensional latent space, where the data is encoded in some automatically generated meaningful representation. The encoding is validated so that from the latent space, it is possible to reverse the transformation and faithfully reconstruct the input through another portion of the network. Being a very powerful tool, it has many applications such as dimensionality reduction, data compression, feature extraction and de-noising [53].

To address the encoding problem, AE resorts to non-linear mapping. The structure is divided in two parts: the first is called Encoder and takes as input a $d$-dimensional vector and maps it to the latent space (also called bottleneck,
of dimension $k$ ). The second part, a.k.a. the Decoder, re-maps the latent space back to the $d$-dimensional original space. The problem of creating an almost lossless compression is actually really un-trivial and the AE takes advantage of the non-linearity and the automatic way of learning from the dataset the abstract concepts in the bottleneck over other more simple methods like Principal Component Analysis (PCA)[58].

From a probabilistic point of view: consider some probability distribution $p(\vec{x})$ that has a support of dimension $d$. The goal of the AE is to learn an $\phi$ parametrized encoding function to the latent space $f_{\phi}(\vec{x})=z$ and a $\theta$ parametrized decoding one $g_{\theta}(z)=\vec{x}^{\prime}$ such that the expected value on $p$ of the reconstruction error is minimized. We denote with $d\left(\vec{x}, \vec{x}^{\prime}\right)$ as the measure of the reconstruction quality. The optimal parameters $\phi$ and $\theta$ for the AE are found by solving the minimization problem:

$$
\begin{equation*}
\operatorname{argmin}_{\phi, \theta} \mathbb{E}_{p(\vec{x})}\left[d\left(\vec{x}, g_{\theta}\left(f_{\phi}(\vec{x})\right)\right)\right] . \tag{3.9}
\end{equation*}
$$

In practice, we do not know $p(\vec{x})$ but rather we have $N$ samples that we assume to be drawn independently and identically distributed from it, therefore the goal becomes to minimize the empirical reconstruction error, a.k.a. the reconstruction loss. The measure of the distance $d\left(\vec{x}, \vec{x}^{\prime}\right)$ is usually chosen to be the squared Euclidean distance, but other choices are possible according to the nature of the input data. We will introduce afterward another appropriate candidate for dealing with probability distributions as input, which is the Kullback-Leibler divergence measuring the difference between two probability distributions. We sketch in Fig. 3.6 one possible structure of an AE made of fully connected layers.

For the sake of discerning between quantum phases, we enhanced the performances of the AE architecture with the adversarial training. The latter step can be implemented by adding to the AE a discriminator network that is trained to distinguish between the original data and the reconstructed one. The full network takes the name of Generative Adversarial Network (GAN) consisting in a generator (the AE in our case) and a discriminator. Usually, GANs are designed to generate synthetic data that closely resembles the training data they were provided with. The generator network's purpose is then to generate new data samples by learning the underlying patterns and distribution of the training data. Often it takes low-dimensional random input, referred to as noise or latent variables, and transforms it into synthetic data


Figure 3.6: Schematic representation of a fully connected Autoencoder. The Encoder $f_{\phi}$ maps the input $x$ to the latent space $z$ and the Decoder $g_{\theta}$ re-maps $z$ back to the original space for the reconstructed version of the input $x^{\prime}$. The training is performed by minimizing the distance $d\left(x, x^{\prime}\right)$ between the input and its reconstruction.
samples through a decoder. Its goal is to generate realistic data samples that are indistinguishable from the real data.

On the other hand, the discriminator network is responsible for distinguishing between real and generated data samples. It is trained on both real and synthetic data and learns to classify them correctly. During training, the generator and discriminator networks are trained simultaneously in an adversarial manner: the generator aims to fool the discriminator by generating realistic data samples that the discriminator cannot differentiate from real ones. Conversely, the discriminator aims to become more accurate in distinguishing between real and generated data samples. This adversarial process drives both networks to improve their performance iteratively.

Through this adversarial competition and iterative training process, GANs can learn to generate high-quality synthetic data samples that capture the underlying distribution of the training data. They have been successfully used in various domains, such as image generation, text generation, and even music and video synthesis. They have contributed to advancements in areas like computer vision, natural language processing, and creative applications (see the review [50] and references therein).

As mentioned above, our generator does not take noise as input but is rather a full AE. The rationale of this choice resides in the anomaly detection scheme
which we are going to describe in detail, together with the description of our GAN impementation, in the results chapter.

## Chapter 4

## Introduction to quantum phase transitions

This chapter is devoted to the review of some fundamental concepts about quantum phase transitions. The majority of the information presented here is derived from the textbooks by Subir Sachdev [59] and by Amit Dutta et al. [60]. Rather than conducting a thorough exploration of the properties of quantum phase transitions, we aim to provide a general overview that emphasizes some keywords that will be encountered later in the thesis.

In our everyday life, we typically observe classical phase transitions, such as for instance the water-vapor transition. Along such transitions, the physical properties of a given medium undergo a transformation in response to alterations in external conditions controlled by a parameter like temperature or pressure. This transformation can be abrupt and marked by a discontinuous change in some thermodynamic quantity, referred to as first-order phase transitions, or it can be continuous. The identification of the external conditions at which the transformation occurs defines the phase transition point or critical point. While discontinuous changes are generally associated to absorbtion or release of latent heat, in the continuous case, due to thermal fluctuations, the phases becomes indistinct at the critical point (critical opalescence). Following the example of [60] we can consider a translational invariant system in $d$ dimension with a critical temperature $T_{C}$. The transition from one phase to another is usually also connected to an order parameter $O(x)$ that has a thermal expectation value of zero below $T_{C}$ and is finite in the other phase. Near the critical point, the order parameter vanishes with a power-law dependence on
the distance from the critical temperature $\langle O(x)\rangle \sim\left|T-T_{C}\right|^{\beta}$. Also the twopoint correlation function of the order parameter at different spatial positions $\left\langle O\left(x_{1}\right) O\left(x_{2}\right)\right\rangle$ that has usually an exponential decay at large distances in the high temperature phase, changes its behaviour at the critical point as a consequence of the divergence of its typical length scale set by the correlation length $\xi$. The latter, indeed, diverges with $\xi \sim\left|T-T_{C}\right|^{-\nu}$, where $\nu$ is another critical exponent. As a consequence, at the critical point the concept of typical scale is lost and the system becomes scale invariant. Furthermore, other thermodynamical quantities such as the specific heat and the susceptibility diverge at the critical point with algebric scalings whose exponents are related to the ones above. The connected power-law dependencies already represent a quite notable feature, but there is more! Perhaps, the most striking property of phase transitions is that even the numeric values of the critical exponents depend only upon the dimensionality and the symmetries of the system and of the order parameter, allowing for a classification based on classes of equivalence also named as universality classes. The critical behaviour of all the models within a given universality class is the same and irrespective of the microscopic details of the model itself. It is worth pointing out that the abovementioned divergences and discontinuities occur only at the thermodynamic limit because all the thermodynamical quantities for a finite system are analytical functions of their variables.

Unlike thermal phase transitions, which are driven by thermal fluctuations, most of the quantum phase transitions are caused by quantum fluctuations that arise from the Heisenberg uncertainty principle. Compared to their thermal analogue, quantum phase transition can occur at zero temperature where the system is in its ground state. The control parameter becomes now a coupling constant $g$ in the Hamiltonian that determines an inbalance between different non-commuting terms. Whereas deep in a quantum phase the physics is dominated by a single term resulting in a ground state which is also its eigenstate, in an intermediate coupling regime the physics is governed by the interplay of various states in form of a superposition of the non-commuting terms' eigenstates. This also represent another motivation for the study of such phenomena from the interacting many-body systems' perpective: the most explored regimes are usually the weak coupling Hamiltonian and the strong coupling limit so the study of the intermediate region is left apart. Moreover, the quantum nature of the fluctuations generates a more rich phenomenology in comparison to the classical case and many more universality classes have been identified.

Quantum phase transitions are associated to non-analiticity points of the ground state energy of the infinite system as a function of $g$, instead of the free energy of their classical counterpart. At the quantum critical point (QCP), in most cases the characteristic energy scale of the fluctuations $\Delta$ (being for example the energy gap between the ground state) vanishes as $\Delta \sim\left|g-g_{C}\right|^{\nu z}$ where $\nu$ and $z$ are again critical exponents. For the finite system the gap does not really close but the transition manifests itself with an avoided level crossing between the ground state and the first excited state's energies. The order parameter is now a quantum expectation value and scales as $O \sim\left|g-g_{C}\right|^{\beta}$ near the QCP.

While the dynamics of a classical system over time is not a significant factor in the analysis of thermal phase transitions at equilibrium, for the quantum case, space and time are connected with each other. We should indeed make a distinction when dealing with correlation functions: on the one hand there are the equal-time connected correlation functions for a distance $r$ and, on the other, the equal-space version for different times. The former includes the definition of the characteristic correlation length scale $\xi$ far from the QCP:

$$
\begin{equation*}
G(r)=\langle O(0, t) O(r, t)\rangle-\langle O(0, t)\rangle\langle O(r, t)\rangle \propto \frac{e^{-r / \xi}}{r^{d-2+\eta}} \tag{4.1}
\end{equation*}
$$

where $\eta$ is the anomalous dimension of the order parameter (or Fisher exponent). The qualitative change in the nature of the ground state spatial correlations along the QCP is usually accompanied by a power-law divergence of the spatial correlation length $\xi \sim\left|g-g_{C}\right|^{-\nu}$. The latter has a different scaling with respect to the equal-space correlation length $\xi_{\tau}$ but the two are anyway related via the already encountered $z$ factor by $\xi_{\tau} \sim \Delta^{-1} \propto \xi^{z}$. Together with the qualitative change in the correlations, also the dispersion relation of fluctuations is strongly modified at the critical point due to the closure of the gap. The closure of the gap, indeed, provides the system access to excitations that cost an infinitesimal amount of energy and therefore are easily populated.

Both for thermal and quantum, the emergence of an order parameter that is finite on the "ordered" side, is associated with a spontaneous symmetry breaking of the (equilibrium or ground) state meaning that the chosen configuration does not respect the symmetries of the underlying physical theory. It is worth mentioning that symmetry breaking is not a necessary condition for a phase transition to happen though. In fact, for classical systems with $d \leq 2$ or
one-dimensional quantum systems with sufficiently short-range interactions particularly relevant for this thesis - the spontaneous breaking of a global continuous symmetry is not even possible as a consequence of the Mermin-Wagner theorem. In such low-dimensional systems, long wavelength fluctuations cost little energy and are able to destroy the true long-range order. However, the theorem does not prevent the existence of a phase transition in the sense of a diverging correlation length $\xi$ such as for the Berezinskii-Kosterlitz-Thouless transition where there exist a high-temperature/disordered phase with exponential fallof of the correlation function and a low-temperature/ordered phase with power-law decay (quasi long-range order).

## Part II

## Results

In this part, we present our results for the data-driven approach to the detection of phase transitions in quantum many-body systems. The content is a unification of our pubblications $[61,62]$ as well as additional outcomes of our research and some results contained in [63].

Traditionally, phase transitions have been characterized using analytical methods possibly exact - in a very limited set of cases - or through mean field approaches; or more and more often resorting to numerical simulations. The detection normally consists in the measure of specific quantities (local observables, correlation functions, energy gap, etc.) which reflect the changes in the physics through the transition from one thermodynamical state to another. The main concern of such an approach is the prior knowledge about the system needed for computing the order parameter that is associated to its universality class. Very recently, another strategy has gained more and more attention in the physics community: the idea is to consider raw and very general data extracted from the system and distinguish between different patterns within the data by resorting to machine learning techniques [64, 65, 66, 67, $68,69,70,71,72,73,74,75]$. As already introduced in the previous chapter, the relevance of these techniques is rooted in the ability of a properly trained machine to process extremely complex data in an efficient way for the sake of pursuing classification tasks, pattern recognition, generation of brand new data responding to some constraints and even development of decision processes. Our proposal is to follow this new promising data-centric perspective with a two-fold contribution: on the one hand, we improve the recently developed machine learning architecture for the automated unsupervised detection of phase transition by employing state-of-the-art models from the artificial intelligence community; on the other hand we propose and study a new, very general and experimentally measurable, quantity that can be used as a proxy for the scope.

The chapter is organized as follows: in the first part we present the models of the quantum systems on which we tested our detection algorithms. These were numerically simulated for obtaining the ground state by means of MPS ansätze in order to have access to the relevant quantities. The latter models are the XXZ spin chain, the extended Bose-Hubbard model and the two-component Bose Hubbard model. Than we present the Generative Adversarial Network (GAN) that we use for detecting changes in the ES patterns along a very subtle phase transition, namely the Berezinskii-Kosterlitz-Thouless (BKT) tran-
sition, through an anomaly detection scheme. The results of the detection are reported for all the three models together with an analysis of the ES in the different regimes. Afterward, we show the characterization of the candidate proxy quantity: the full probability density function (PDF) of a globally $\mathrm{U}(1)$ conserved charge in an extensive sub-portion of the system. We focus in this case on the extended Bose Hubbard model, hence analyzing the PDF of the boson number in a sublattice, and we discuss a simple educated fit of the PDF that allows for a complete mapping of the phase diagram. In the final part, we describe another machine-learning architecture, namely the Concrete Autoencoder, that can be used to perform an automated feature selection task on the input data. We show that the model is capable of suggesting the most relevant eigenvalues of the ES in order to reconstruct the entire spectrum in one phase of the system. Therefore, this model is highly interpretable and its use can provide both a means for automatically distinguishing between different phases and an indication of which are the most important features in the data for characterizing those phases.

## Chapter 5

## Models

Below we list the main features of the models which we consider in this thesis for the purpose of detecting quantum phase transitions. The description is not intended to be completely exhaustive but it is rather a summary of the models' relevant features for the problem at hand. For the details we point to specific works or reviews (and their references) in the literature.

### 5.1 XXZ model



Figure 5.1: Sketch of the ground state phase diagram of the XXZ model. The three phases are: ferromagnet (FM), paramagnet (PM) and antiferromagnet (AFM).

The XXZ spin chain is an exatly solvable model that generalizes the Heisenberg chain by introducing an anisotropy in the spin interaction. It has been extensively studied in the literature (see the very good reviews in [34, 76]). For this reason, we use this model as a benchmark since its phase diagram is precisely known. The Hamiltonian of the XXZ model is given by:

$$
\begin{equation*}
H_{X X Z}=-J \sum_{j=1}^{L-1}\left[\frac{1}{2}\left(S_{j+1}^{+} S_{j}^{-}+S_{j}^{+} S_{j+1}^{-}\right)+\Delta S_{j+1}^{z} S_{j}^{z}\right], \tag{5.1}
\end{equation*}
$$

where $S^{\alpha}=\frac{1}{2} \sigma^{\alpha}$ ( $\sigma^{\alpha}$ being the Pauli matrices) and $J$ is positive and sets the scale of the energy in our notation. At zero temperature, by changing the anisotropy $\Delta$, the model has three different phases. For $\Delta>1$ the ground state is gapped and exhibits ferromagnetic order where all the spins are aligned in either $+z$ or $-z$ direction; in the $\Delta \rightarrow \infty$ limit it is a product state and the low-energy excitations are magnons. This is a phase with broken symmetry because the state does not exhibit the discrete $\mathbb{Z}_{2}$ symmetry of spin reflection under which the Hamiltonian is invariant. The Heisenberg chain is recovered when $\Delta=1$. In this limit, the $\mathbb{Z}_{2}$ symmetry is enlarged to the full rotational symmetry and, as a consequence of the Goldstone's theorem, the ground state has a gapless spectrum. For $|\Delta|<1$, the configuration is paramagnetic with zero magnetization, the correlations show power-law behaviour thus the phase is critical. In this phase the low energy is effectively described by the Tomonaga-Luttinger liquid [77] (see also appendix A). In the $\Delta<-1$ regime, the ground state is gapped and has antiferromagnetic order. When $\Delta \rightarrow-\infty$ in the thermodynamic limit, the ground state is again symmetry broken is chosen from on of the two degenerate Néel states $\left|N_{1}\right\rangle=|\uparrow \downarrow \uparrow \downarrow \uparrow \ldots\rangle$ and $|\downarrow \uparrow \downarrow \uparrow \downarrow \ldots\rangle$. The total magnetization is zero in this case but the staggered one is finite. The low-energy excitations are domain walls or flipping in the Néel order such that two spins are consecutively aligned. The $\Delta=-1$ configuration is also known as isotropic Heisenberg antiferromagnetic point and is probably the most interesting regime of the XXZ model. When this point is crossed from the paramagnetic side, a BKT phase transition from the gapless paramagnet to the gapped antiferromagnetic state occurs: the gap opens up with a non-analytic dependence on the anisotropy $\Delta$ corresponding to a correlation length $[76] \xi \propto e^{-\frac{\pi}{\sqrt{\Delta+1}}}$. The phase diagram of the XXZ model is shown in the sketch of Fig. 5.1.

### 5.2 Extended Bose Hubbard model

The one-dimensional Extended Bose Hubbard is a non-integrable model that also has been thoroughly analized in literature: detailed information on both the numerical and experimental aspects about this model can be found in [78, $79,80,81,82,83,84,85,86]$ and references therein. The Hamiltonian for an


Figure 5.2: Sketch of the Extended Bose-Hubbard ring with hopping parameters $t$, on-site interaction $U$ and nearest-neighbour interaction $v$.
$L$-sites system is:

$$
\begin{equation*}
H=\sum_{j=1}^{L}\left(-t\left(b_{j+1}^{\dagger} b_{j}+\text { h.c. }\right)+\frac{U}{2} n_{j}\left(n_{j}-1\right)+V n_{j} n_{j+1}\right), \tag{5.2}
\end{equation*}
$$

where $b_{j}^{(\dagger)}$ is the annihilation (creation) bosonic operator and $n_{j}=b_{j}^{\dagger} b_{j}$ the number operator on site $j$ along a one-dimensional chain. The hopping coefficient is denoted by $t$ and is set to 1 giving the energy scale in our notations, while $U$ and $V$ are the on-site and nearest-neighbour interaction strengths. The zero-temperature phase diagram of the unitary integer filled lattice, $\nu=N / L=1$, presents a number of prototypical quantum phase transitions [84, 85], namely (i) a BKT transition between a gapless superfluid (SF) and a gapped Mott insulator (MI) phases, (ii) a quantum phase transition between the MI and a topological Haldane insulator (HI), and (iii) an Ising type transition between the HI and a charge density-wave (CDW) state. It has been recently pointed out that a phase-separated regime between SF and supersolid $(\mathrm{SF}+\mathrm{SS})[73,86]$ is present in the bottom right corner of the phase diagram (for large $V$ and small $U$ ).

In the $V=0$ case, the model resembes the well-known Bose-Hubbard model with the famous BKT transition between the superfluid and the Mott insulator. The phase transition results from the competition between the delocalization effects of the kinetic term, which reduce the phase fluctuations, and the localization effects of the interaction term, which reduce the on-site particle number fluctuations. The Mott insulator has an energy gap so that the smallest cost for a particle-hole excitation is finite. The gap opens with the typical BKT behaviour as [83]:

$$
\begin{equation*}
\Delta \propto e^{-\mathrm{const} / \sqrt{\left(1 / U_{c}\right)-1 / U}} \tag{5.3}
\end{equation*}
$$

that makes the determination of the critical value $U_{c}$ much more difficult in the one-dimensional setup. The superfluid configuration has the features of the Tomonaga-Luttinger liquid: the low energy excitations are collective modes (phonons) with linear dispersion relation and the correlation functions show an algebraic decay with an exponent that depends on the model parameters. On the other hand, the insulating phase lacks of such an order and is characterized by an exponential suppression of the $\left\langle b_{j}^{(\dagger)} b_{j+r}\right\rangle$ correlator [84]. The addition of the nearest neighbour interaction term enriches the physics: in the CDW, the phase is characterized by a staggered diagonal order $(-1)^{r}\left\langle\delta n_{j} \delta n_{j+r}\right\rangle$ where $\delta n_{j}$ is the boson number fluctuation from average filling that decays to a constant value. For very large $V$ the typical pattern of density wave ...202020... for the occupation number appears. The extended interactions can also stabilize the HI phase which possesses hidden order that can only be revealed by non-local string correlations [84]. The presence of edge modes in this phase can also be observed in some some degeneracies in the ES [85]. The nature of the excitations in this exotic phase consists in an interplay between charge excitations and neutral ones: this has been studied in [84] by observing the single particle gap, which is finite in all the insulating phases and closes at the MI-HI transition; and the neutral gap which closes both at the MI-HI and HI-CDW transitions. Finally, for the present unitary filling case, a phase-separated region consisting of a supersolid and superfluid part has been recently studied in [86], as signaled by power-law decay of $\left\langle b_{j}^{(\dagger)} b_{j+r}\right\rangle$ and uniform density in the superfluid part whereas the supersolid region still has quasi long-range order for the correlator but staggered local density.

### 5.3 Two-component Bose-Hubbard model

The last model that we study is a generalization of the Bose Hubbard model for two species. Cold atomic gases with two hyperfine levels (denoted in the following with $A$ and $B$ ) confined in optical lattices of $L$ sites can be described


Figure 5.3: Sketch of the 2-component Bose-Hubbard ring with hopping parameters $\tilde{t}_{\alpha}=t_{\alpha} e^{-i 2 \pi \phi_{\alpha} / L}$ (twisted periodic boundary conditions), on-site intra-species interactions $U_{\alpha}$ and inter-species interaction $U_{A B}$. The two fluxes $\phi_{\alpha}$ pierce the ring and give rise to bosonic currents $j_{\alpha}$ in the ground state and allow to study the superfluid properties of the system. We limit our study of the ES for the phase detection task to the $t_{\alpha}=t$ a real number.
by the following Hamiltonian:

$$
\begin{align*}
H & =H_{A}+H_{B}+H_{A B} \\
H_{\alpha} & =\sum_{j=1}^{L}\left[-\left(t_{\alpha} b_{j+1, \alpha}^{\dagger} b_{j, \alpha}+\text { h.c. }\right)+\frac{U_{\alpha}}{2} n_{j, \alpha}\left(n_{j, \alpha}-1\right)\right],  \tag{5.4}\\
H_{A B} & =U_{A B} \sum_{j=1}^{L} n_{j, A} n_{j, B},
\end{align*}
$$

where the operators $b_{j, \alpha}^{\dagger}, b_{j, \alpha}, n_{j, \alpha}$ are the analogue of the Bose-Hubbard case but they are labeled with the flavour index $\alpha \in\{A, B\}$. The single species Hamiltonian $H_{\alpha}$ accounts for the hopping between neighboring sites and for the on-site repulsion characterised by the parameter $U_{\alpha}>0$, therefore matching Eq. (5.2). The Hamiltonian $H_{A B}$ describes the inter-species on-site interaction with strength $U_{A B}$. We limit ourselves to a zero temperature, $\mathbb{Z}_{2}$ symmetric mixture where $t_{\alpha}=t, U_{\alpha}=U=10 t$ and filling $\nu_{\alpha} \equiv N_{\alpha} / L=\nu / 2$, in terms of the number of atoms $N_{\alpha}$. The phase diagram of the 1D model is very rich and has not yet been determined with the same accuracy as in higher dimensions [87, 88]: to our knowledge the most complete analysis can be found in [89]. For the purpose of the present thesis we focus on a small region of the parameter space where only two phases appear: the two-superfluid (2SF) phase and the pair-superfluid (PSF) phase. The 2SF phase is characterised by both components $A$ and $B$ being superfluid. The low energy spectrum consists
of two gapless linear (Goldstone) modes corresponding to a density (in-phase) and a spin (out-of-phase) mode. In the PSF phase, the two components are paired and the spin-channel acquires a gap. This phase is sometimes considered the bosonic counterpart of the much more relevant phenomenon of pair condensation occurring in fermionic systems.


Figure 5.4: The correlation functions of Eq. (5.5) (the (a) panel is $G_{\alpha}$, (b) is $R_{D}$ and (c) is $R_{S}$ ) as function of the conformal distance for a unitary total filling system $\nu=1, t=1$ and $U=10$. The orange points concern a regime in which the system is in PSF phase while the blue ones concern the 2SF phase and we represent with a color gradient from dark to light different system's sizes from $L=8$ to $L=64$. The dashed lines are exponential and algebraic fits depending on the expected behaviour of the functions for $U_{A B} / U=-0.1$ and the solid one for $U_{A B} / U=-0.5$.

In order to study the superfluid properties of the system we made use in [63] of a standard technique involving twisted periodic boundary conditions [90]. The hopping between neighbouring sites in the single species Hamiltonian is modified as $\tilde{t}_{\alpha}=t_{\alpha} e^{-i 2 \pi \phi_{\alpha} / L}$ and $t_{\alpha}, \phi_{\alpha} \in \mathbb{R}^{+}$so that an artificial flux $\phi_{\alpha}$ pierces the periodic one-dimensional chain (a ring). In [63] we have shown that the addition of the latter term results in persistent superfluid currents whose behaviour is affected by the inter-species interaction and related to the so called Andreev-Bashkin effect [91] that is not going to be discussed in this Thesis though. Having access to the superfluid densities of the system
allowed us to characterize the transition between the 2 SF and PSF regime. The prediction for the critical value of $U_{A B}$ when it occurs are compared with our machine-driven analysis. In [63] we also took into account the scaling of correlation functions in those phases, in particular:

$$
\begin{align*}
G_{\alpha}(x) & =\left\langle b_{i+x, \alpha}^{\dagger} b_{i, \alpha}\right\rangle, \\
R_{D}(x) & =\left\langle b_{i+x, A}^{\dagger} b_{i+x, B}^{\dagger} b_{i, B} b_{i, A}\right\rangle  \tag{5.5}\\
R_{S}(x) & =\left\langle b_{i+x, A}^{\dagger} b_{i+x, B}^{\dagger} b_{i, B}^{\dagger} b_{i, A}\right\rangle .
\end{align*}
$$

The single-body correlations, $G_{\alpha}$, have a mixed density/spin (in/out-of-phase) character. The two contributions can be instead isolated with the help of two-body correlations: $R_{D}$ concerns the superfluid character of pairs of $A-B$ particles and therefore the density channel, while $R_{S}$ relates to particle-hole pairs and therefore the spin channel [89, 92].

Away from commensurate effects, possibly leading to a Mott insulator, the density channel is always superfluid, i.e., $R_{D}$ scales algebraically (a.k.a. quasi long-range order [77]). A change in $R_{S}$ and $G_{\alpha}$ from algebraic to exponential decay happens instead when entering the PSF phase, due to the opening of a gap in the spin channel. This is illustrated in Fig. 5.4, where the correlations measured for different system sizes $(L=8,16,32,64,96)$ are reported for two sample parameter values deep in the 2SF (blue) and PSF (orange) phases. The numerical value of the exponent of the power-law decay is associated to the Luttinger parameters of the effective low-enery theory of the system (see [89] and appendix A).

### 5.4 Numerical details

We employed MPS ansätze with embedded symmetries (in particular $U(1)$ ) for computing the ground state of all the systems and extracting the ES or the PDF. The XXZ system, the simple BH without the nearest neighbour interaction and the BH2S were simulated for [63] with open boundaries for XXZ and BH and with periodic boudaries for BH2S. The EBH with the full interaction term for computing the PDF was instead considered afterwards and with periodic boundary conditions. All the periodic systems are implemented by means of the "snake" pattern in the couplings of the MPO (see previous Chapter for the details).

For the bosonic models, we set the maximum occupation to $N_{\max }=4$ bosons per site (EBH) and $N_{\text {max }}^{(\text {tot })}=\left(N_{A}+N_{B}\right)_{\max }=6$. Setting a proper number of states through the bond dimension of the MPSs, we can reliably compute relevant quantities for several system sizes, with a discarded probability at most of $10^{-9}$.

## Chapter 6

## Detection of the BKT transition with GAN

### 6.1 Anomaly detection scheme

Anomaly detection is a process of identifying unexpected patterns or behaviors in data that deviate from the normal pattern. The goal of anomaly detection is to automatically recognize instances in data that are unusual or represent some type of outlier and therefore may be indicative of a problem, fraud, or error. This is a crucial task in various domains and applications where it can help prevent financial loss, security breaches, health problems and so on (see [93] and references therein).

The basic idea behind anomaly detection is to learn the normal patterns in data and then flag any observations that fall outside the normal range as anomalies. A machine learning based anomaly detection method can be classified into one of two main categories: supervised or unsupervised. As usual, a supervised method uses labeled data to train a model that is then used to predict anomalies in new, unlabeled data. Unsupervised anomaly detection methods (the ones which we use here), on the other hand, do not use labeled data and rely on three main approaches: statistical methods, clustering, and neural networks. Statistical methods employ basic statistical measures such as mean, standard deviation, and probability distributions to identify anomalies. For example, entries in a dataset drawn from a Gaussian distribution that show values lying more than three standard deviations away from the mean
might be considered anomalies. Clustering methods group similar data points into clusters, and anomalies are identified as points that are significantly different from the other points within the clusters. Also neural networks, such as autoencoders and recurrent neural networks, can be used for solving the problem. Their ability to learn the underlying structures in the data allows to identify anomalies as points that do not fit the learned structure of the normal data.

Here we report the anomaly detection algorithm we use in [61] that is based on the idea in [73] but resorts to an improved architecture, namely a Generative Adversarial Network (GAN). Our aim is to map the phase diagram of a manybody system using the anomaly detection scheme as in the following: we train the GAN on some unlabeled, representative data of the state of the system in one phase, hence corresponding to some region in the space of the Hamiltonian's parameters. A test-time we provide the model some data from other regions of the parameter space: different phases with respect to the training one will be anomalies for the model.

### 6.2 GAN architecture

The anomaly detection protocol that we implemented is based on a GAN architecture composed by a full Autoencoder (AE) and a discriminator. Before addressing the role of the discriminator, we briefly describe how the AE can be used to detect anomalies. The parameters of the encoder $\phi$ and decoder $\theta$ (see previous section 3.2) are optimized during the training on samples that belong to a chosen region of the phase diagram (normal samples). After the training, the AE has learnt some hidden representation of the data in the bottleneck. Our assumption is that once data from another phase are fed to the AE, their hidden representation will be different making the AE lose the ability of reconstructing them with a good accuracy. The "degree of anomaly" or anomaly score can be quantified directly from the reconstruction loss $\mathcal{L}_{\text {rec }} \equiv$ $d\left(x, x^{\prime}\right)$ between the input and the output of the AE.

In the exploration of a phase diagram, this scheme has several advantages because, for instance, it allows to choose the region of the normal data where their production is numerically favourable or where the physics of the system is well understood. Nevertheless, it allows for a scan of the phase diagram in an


Figure 6.1: Sketch of the GAN architecture we used for the phase transition detection. The Autoencoder (AE) takes in input a vector with the eigenvalues of the ES $(x)$ and operates an encoding and a decoding to its reconstructed version $x^{\prime}$. The discriminator takes in input $x$ or $\hat{x}$ and gives a real number $y^{\prime}$.
unsupervised way because no prior knowledge of the possible phase labelling is required.

The standard training procedure for the AE involves the minimization of the reconstruction loss but it has been demonstrated that the adversarial training usually improves the optimization of the parameters and entails a better reconstruction [53]. We decide to provide the AE with a discriminator that takes $x$ or $x^{\prime}$ as input and outputs a single real number $y^{\prime}$. The composite structure is a GAN [50] of which we show an example in Fig. 6.1. The role of the discriminator is to distinguish if the vector in input is a real example (one given as input) or a fake one (the reconstructed examples by the AE). For real examples the output of the discriminator should reach $y^{\prime}=1$ whereas for fake examples $y^{\prime}=0$. The two networks are trained together in a competitive way and every training step is made of two sub-steps:

- the discriminator is optimized alone in order to be able to predict that $N_{\text {batch }}$ samples from the dataset are real and that their reconstructions by the AE are fake.
- the AE - that is a full-fledged generator of samples - is optimized in order to fool the discriminator, hence making it predict that the reconstructed samples of the batch are real.

```
Algorithm 1 Training of GAN
    Initialize the parameters \(\theta_{A E}\) of the autoencoder network \(A E\)
    Initialize the parameters \(\theta_{D}\) of the discriminator network \(D\)
    Initialize the weights \(\lambda\) and \(\epsilon\) for the losses
    for number of training epochs do
        for \(k\) steps do
            Forward the batch samples \(x_{i}, i \in\left[1, N_{\text {batch }}\right]\) in the AE
            Update the discriminator by ascending the stochastic gradient:
```

$$
\nabla_{\theta_{D}} \frac{1}{N_{\text {batch }}} \sum_{i=1}^{N_{\text {batch }}}\left[\log D\left(x_{i}\right)+\log \left(1-D\left(x_{i}^{\prime}\right)\right)\right]
$$

Update the AE by descending the stochastic gradient:

$$
\nabla_{\theta_{A E}} \frac{1}{N_{\text {batch }}} \sum_{i=1}^{N_{\text {batch }}}\left[\epsilon \mathcal{L}_{\text {rec }}\left(x_{i}, x_{i}^{\prime}\right)+\lambda \log \left(1-D\left(x_{i}^{\prime}\right)\right)\right]
$$

end for
end for

The pseudo-code of the training procedure is reported in Algorithm 1. Since the discriminator can be seen as a binary classifier, the gradient ascent at line 7 of Algorithm 1 can be converted to a minimization of the following adversarial loss:

$$
\begin{equation*}
\mathcal{L}_{a d v}\left(y, y^{\prime}\right)=y \log \left(y^{\prime}\right)+(1-y) \log \left(1-y^{\prime}\right), \tag{6.1}
\end{equation*}
$$

where the target values of the classifications are asigned as $y=1$ for real samples and $y=0$ for fake ones when the discriminator is trained, whereas $y=1$ for the reconstructed samples is set when the AE is optimized. As in common practise for actualizing the adversarial competition, we separately train the sub-networks by freezing the respective parameters' optimization. Since in general the reconstruction loss and the adversarial loss range within intervals of different magnitudes, we combine them adding some weights in the overall loss (see line 8 of Algorithm 1):

$$
\begin{equation*}
\mathcal{L}_{\text {tot }}=\lambda \mathcal{L}_{\text {adv }}(y, y)+\epsilon \mathcal{L}_{\text {rec }}\left(x, x^{\prime}\right) . \tag{6.2}
\end{equation*}
$$

The hyperparameters $\lambda$ and $\epsilon$ are tuned in order to balance the influence of the individual losses as well as the learning rates of the two subnetworks' optimizers. At test-time the discriminator is not necessary anymore: the AE - that have benefited from the adversarial training - faces the whole phase
diagram and the anomaly score is computed. We employ a GAN architecture implemented with PyTorch [94] and the code is public at [95]. Among all the possible structures for the layers, we tried to adopt a Convolutional Neural Network (CNN) whose principle is to convolve the layers with some filters but we find that the dense structure outperforms the CNN for our task. Probably, the full-connectivity among the neurons in the former structure plays an important role for the success of the reconstruction. We also employed MaxPool filters for the down-sampling of the input in the encoding process (by considering the biggest values and neglecting the smallest ones in a fixed size sliding window) and for the decoding part the UpSample is used for going back to the original space (it fills the holes created by the up-sampling to a bigger dimension through customized interpolations). Moreover, a skip connection between two latent layers is added to improve the model performance. It consists in the transfer of an encoding intermediate layer's information, i.e. for example $x_{E}$, to the same-size layer in the decoder $x_{D}$ before the activation function. In Fig. 6.1 this is represented with an arrow. Skip connections were first introduced to prevent gradient vanishing in deep networks and then in residual networks in order to overcome the so-called degradation problem (see [54, 96] and references therein). Supposing that $x_{E}$ is transformed toward the decoder with a function $F\left(x_{E}\right)$ and the symmetric layer in the decoder $x_{D}=\sigma\left(F\left(x_{E}\right)\right)$ is obtained by applying an additional non-linearity $\sigma$, the skip connection

$$
x_{D}=\sigma\left(F\left(x_{E}\right)+x_{E}\right)
$$

does not introduce neither extra-parameters nor computational complexity. Nevertheless, the optimization of the new $F$ (namely the residual mapping) is easier thanks to the information of $x_{E}$ and was found to lead to the learning of good abstract representations in the bottleneck, rather than local details of the data [97]. All the manipulations on the data are made through standard built-in methods of the PyTorch library.

### 6.3 Features of the symmetry resolved ES

The reason why we choose the ES as a dataset is that it is a well-known quantity that exhibits distinct properties both in gapless and gapped phases [22, 98, 99], and its degeneracy pattern is often used to discriminate different kinds of
topological phases [23, 100]. Its structures embed information about non-local quantum correlations, as formalized within the bulk-boundary correspondence framework [101, 102, 103]. Both ad-hoc defined order parameters [104, 105] and machine learning driven approaches [68, 73] have been employed for the detection of phase transitions. Before showing the results of our anomaly


Figure 6.2: Entanglement spectrum for the $L=600$ open XXZ chain at $\Delta / J=$ $-0.5((a)$ and $(b))$ and for the $\Delta / J=-1.2((c)$ and $(d))$. In $(a)$ the parabolic envelopes' structure is the marker of the emergent CFT. Panel $(b)-(d)$ shows the same data of $(a)-(c)$ obtained by subtraction of the lowest parabola $\xi^{k=0}$ and by setting the distance between $\xi_{\delta N=0}^{k=1}$ and $\xi_{\delta N=0}^{k=0}$ equal to one in order to better appreciate the equally spaced structure and the degeneracies.
detection scheme with the GAN, we describe our dataset in a quite detailed way. Specifically, we show here the characteristic features of the ES for all the three models presented above in a region of the phase diagram where the BKT transition occurs. Our analysis is focused on precise regions of the control parameters: $-1.5 \lesssim \Delta \lesssim 0$ between the paramagnetic (PM) gapless region and the anti-ferromagnetic (AFM) one for the XXZ chain, $0 \lesssim U / t \lesssim 5$ and $V=0$ between the SF and the MI for the BH model and $-0.4 \lesssim U_{A B} / U \lesssim 0$ $(U=10 t)$ for the BH 2 S , where the system is either in double superfluid regime or in pair superfluidity.

In Fig. 6.2 and Fig. 6.3, we plot the logarithm with base 10 of the reduced
density matrix eigenvalues $\xi=-\log _{10}\left(p_{i}\right)$ for a bipartition of the systems in two halves. Those are related to the eigenvalues of the entanglement Hamiltonian as presented in the previous Chapter and the base 10 is a convenient choice for the readout of the order of magnitude. The eigenvalues are labeled by the symmetry sector, corresponding for the XXZ to the number of spinless interacting fermions resulting from the mapping of the Hamiltonian under Jordan-Wigner transformations [34], the number of bosons for the BH and the number of bosons for each species for the BH2S. All the numbers are referred to the total amount of particles in one of the bipartitions. Since there are multiple eigenvalues for each sector, they can be ordered in a decreasing way: we label every eigenvalue with the (shifted) sector number, $\delta N=N-N_{\text {mean }}$, and with the sorting index, $k$.


Figure 6.3: Entanglement spectrum for the $L=256$ open BH chain at $U / t=1$ $((a)$ and $(b))$ and for the $U / t=4((c)$ and $(d))$. The parabolic structures in the gapless phase are very clean with respect to the ones of the XXZ model (see Fig. 6.2): we observed a very slow convergence to the thermodynamic limit for the spin chain indeed.

The XXZ and the BH model exhibit parabolic structures at fixed $k$ and the parabolas with different $k$ have the same curvature. Besides, the parabolas are translated by multiples of the difference between the first and the second
eigenvalues of the $\delta N=0$ sector:

$$
\begin{equation*}
\Delta \xi_{0}=\xi_{\delta N=0}^{k=1}-\xi_{\delta N=0}^{k=0} \tag{6.3}
\end{equation*}
$$

As a consequence, by subtracting every parabola by the first one ( $k=0$ ) and by rescaling with $\Delta \xi_{0}$, the manipulated ES displays some equally spaced structures with integer distances whose degeneracies are explained through a mapping with energy spectra of boundary conformal field theories [98]. These conformal structures are then destroyed after the phase transition to the gapped phase. We show the results for the XXZ and the BH models in Fig. 6.2 and Fig. 6.3.


Figure 6.4: Entanglement spectrum of the $L=64 \mathrm{BH} 2 \mathrm{~S}$ chain with periodic boundary conditions in the gapless phase for $U_{A B} / U=-0.15$. In ( $a$ ) we show the parabolic surfaces on the $\delta N_{A} / \delta N_{B}$ plane only for the first four envelope for clarity. In (b) and (c) we plot the diagonal sections of the paraboloids corresponding to the density ( $\delta N_{A}=\delta N_{B}$ ) and the spin channel ( $\delta N_{A}=$ $-\delta N_{B}$ ) respectively. After the phase transition to PSF, only the eigenvalues of the density channel (b) maintain the conformal behaviour while the spin channel acquires a gap as shown below in Fig. 6.5.

The presence of such parabolas (and their degeneracy counting) from a finite system is not guaranteed to be reliable though, since finite-size effect can spoil the conformal structures. For this reason, the ability of generalization typical of a machine driven approach is crucial for carrying out the pattern recognition for pursuing the distinction of the different regimes.


Figure 6.5: Entanglement spectrum of the $L=64 \mathrm{BH} 2 \mathrm{~S}$ chain with periodic boundary conditions in the gapped PSF phase for $U_{A B} / U=-0.35$ in analogy to Fig. 6.4. In the spin channel $(c)$ the envelopes are clearly no more parabolic.

More interesting properties are found in the generalization of the BH chain to the BH2S model where the situation is more complicated. The symmetries associated to the A and B number of particles' conservations provide two labels for the sectors $\delta N_{A}$ and $\delta N_{B}$. The parabolas become equally spaced paraboloids in the region 2SF phase (see Fig. 6.4). As already anticipated, once the system undergoes the phase transition to PSF the gap opens only in the spin channel. Indeed, as evident from Fig. 6.5 after the opening of the gap, the arrangement of the ES eigenvalues on the density channel slice of the paraboloids ( $\delta N_{A}=\delta N_{B}$ ) still behaves according to the above-mentioned conformal structures while it loses these fascinating properties in the spin channel $\left(\delta N_{A}=-\delta N_{B}\right)$. It is furthermore relevant that in the PSF the parabolic envelopes observed in the density channel are the only preserved, while the ES does not exhibit parabolas in any other direction on the $\delta N_{A} / \delta N_{B}$ plane. We did not find any analysis about this generalization in the literature.

### 6.4 Further data analysis of the ES

In the previous section we have shown the peculiar structures appearing in the deep gapless and gapped phase, but we are not going to give as input to the


Figure 6.6: ES of the XXZ (left) and BH model (right) as a function of the control parameter. In the legend the first digit identifies the symmetry number ( $\delta N$ in the notation of the manuscript) and the second digit is the sorting index $k$.

GAN the symmetry resolved ES. In fact, the idea is to develop a generic procedure which should work regardless of the availability of the symmetric sectors. In such a case, the (low-lying) ES for a given configuration of the Hamiltonian parameters can be thought of as a vector in a high-dimensional space whose components are the eigenvalues. Since the transition is of the BKT universality class, we do not expect an abrupt change in the data patterns inbetween the deep phases, where the transition occurs. We show in Fig. 6.6 the evolution of several $\xi_{i}$ for a 400 sites XXZ chain as a function of $\Delta$ and for a 256 sites BH chain as a function of $U / t$. We filter the sectors and plot only the ones with $\delta N \geq 0$ since the others have degenerate values due to particle-hole symmetry. In the figure, multiple crossings between the eigenvalues happen and one could in priciple resort to the location of the crossings in order to perform a detection of the phase transition, in the spirit of level spectroscopy [106]. This is clearly a non-trivial task - considering the amount of points where crossings occur - which requires additional model-specific knowledge. Moreover, we show in the following that blindly considering the lowest-lying ES crossing (as it might seem somehow physical to do) can erroneously lead to the wrong extrapolation of the transition point. For the XXZ model it is worth mentioning that the additional $S U(2)$ symmetry at the transition point $\Delta=-1$ forces the ES to arrange into precise multiplets even for finite system sizes. This is not the case for the BH model in contrast. Actually, according to the deep analysis of Ref. [98], the transition to the MI is associated with a precise value of the ratio $\eta_{C}=\frac{\xi_{1}^{0}-\xi_{0}^{0}}{\xi_{0}^{1}-\xi_{0}^{0}}=\frac{1}{4}$. While this implies a series of crossings in the thermodynamic limit for the eigenvalues $\xi_{0}^{k+1}$ and $\xi_{ \pm 2}^{k} \forall k$ in correspondence to the critical value $U_{C}$, the same behaviour is not anymore guaranteed for finite sizes, as it can
be clearly seen in the right panel Fig. 6.6 for $k=0$. Indeed, by looking at the left panel of Fig. 6.7 (i.e., the analogue of Fig. 3 of [98] with our data), the empirical $\eta$ does not reach the critical $\eta_{C}$ before the true transition point at finite size and the above mentioned crossings is avoided.


Figure 6.7: In the left panel the $\eta$ ratio as a function of the interaction for the BH model for different system's sizes. In the right panel, three different extrapolations to the thermodynamic limit of the predicted critical coupling: the blue line according to the critical $\eta_{C}=1 / 4$ method explained in the text, the brown line following the crossing between $\xi_{0}^{2}$ and $\xi_{ \pm 2}^{1}$ and the green line following the first visible crossing between $\xi_{0}^{1}$ and $\xi_{ \pm 1}^{1}$.

Even if the finite system does not contain the relevant crossing, in the left panel of Fig. 6.7 we show a possible extrapolation towards the thermodynamic limit of the pseudo-critical values $U_{C}(L)$ correspondent to $\eta_{C}=1 / 4$ (in blue). Moreover we plot in brown the true relevant first available crossing between $\xi_{0}^{2}$ (the third eigenvalue in the $\delta N=0$ sector) and $\xi_{ \pm 2}^{1}$ (the second eigenvalue of the $\delta N= \pm 2$ sector). The two extrapolations nicely agree with each other and predict a critical value compatible with the one established in the literature (the shaded red area is computed considering the values from the literature as listed in [107]). Instead, following the lowest-lying ES crossing between $\xi_{0}^{1}$ and $\xi_{ \pm 1}^{1}$ one would have obtained the wrong green scaling line in the right panel of Fig. 6.7.

We want to stress once again that our aim is to develop a method that is completely agnostic about the model-dependent value of $\eta_{C}$ at the transition and about the symmetry number labelling of the eigenvalues which are both fundamental ingredients of the detection through the level spectroscopy.

From now on, we are going to treat the low-lying ES from a data science perspective: every configuration of the Hamiltonian parameter, is then associated


Figure 6.8: First two principal components of the PCA applied to the XXZ spectra for a 200 sites chain as a function of $\Delta$ (color dimension).
with a vector of eigenvalues. As we have seen in Fig. 6.6, its evolution as a function of the control parameter is rather complex and since the vector lives in a high-dimensional space we cannot easily visualize it. One possible solution is to resort to a dimensionality reduction algorithm such as the PCA [58] in order to come back to a low-dimensional representation. In Fig. 6.8 we show the first two principal components of the PCA - which explain approximatively the $80 \%$ of the dataset variance - applied to the XXZ spectra for a 200 sites chain as a function of $\Delta$. The selected dataset is composed of about 700 different spectra for values of $\Delta$ ranging between $-1.4 J$ and 0 . The color dimension represents the value of $\Delta$. The two values of the two components already allow to separate between different patterns in the ES depending on the phase but, unfortunately, due to the nature of the BKT the data points do not cluster. The configurations in the two deep phases are, instead, continuously connected. In spite of that, the region of the transition appears to be located approximately at the elbow of the curve. Since the PCA is a linear transformation of the vectors, we expect that the employment of non linearities as in a NN can sensibly improve the ability of distinction.

### 6.5 Results with GAN

In order to carry out the BKT detection, we consider the biggest eigenvalues of the ES in magnitude for various system's sizes for all the three different models. We sort them in a decreasing way for the first ES corresponding to the origin of the phase diagram and we then maintain the same ordering so that the GAN is always fed with coherent levels. The GAN has no clue about the charge and ordering-index sector and therefore it has no a priori knowledge about the underlying parabolic structures. The maximum number of eigenvalues that was used, namely the input dimension for the GAN, is 64 since smaller eigenvalues are more easily affected by numerical error and, due to their magnitude, give a negligible contribution to the reconstruction loss.

We divide a portion of the data that we are sure belong to the gapless phase in two disjoint datasets: training set and validation set. Hence the training data show the above-described conformal structures. The validation points are instead taken from an interval of the parameter space adjacent to the training on the side toward the transition. With this splitting, we set a threshold both for the training reconstruction loss $\left(\overline{\mathcal{L}}_{\text {rec }}^{\text {tr }}\right)$ and the validation loss $\left(\overline{\mathcal{L}}_{\text {rec }}^{v a l}\right)$ at training time. The idea is that if we pick the validation points sufficiently far apart from the phase transition, we can check the ability of generalization of the network on unseen examples that we know belong to the same phase of the training set. In this way, we can be sure that the network is not overfitting the training data and that the reconstruction loss is not low due to the learning of statistical noise. Moreover, since in the first attempt we are training a different model for every system's size, we can make sure that the level of the losses are compatible and the comparison between the resulting loss curves is reasonable. With our GAN architecture we are able to achieve training losses of the $10^{-3}$ order within 250 epochs. It is fundamental to reach good values of precision for pursuing an accurate reconstruction of the ES's structures since the magnitude of the eigenvalues drops rapidly after the first leading ones. This level of precision is sufficient to faithfully reproduce at least the first two parabolas of the ES in the gapless region whereas the AEs become unable to reconstruct the structures after the phase transition. The training was performed by setting $\lambda=0.1$ and $\epsilon=10$ in Eq. (6.2). The typical threshold for the losses in the training and validation region for the XXZ model are $\overline{\mathcal{L}}_{\text {rec }}^{\text {r }}=0.00005$ and $\overline{\mathcal{L}}_{\text {rec }}^{v a l}=0.0001$, for the BH model are $\overline{\mathcal{L}}_{\text {rec }}^{t r}=0.005$ and $\overline{\mathcal{L}}_{\text {rec }}^{\text {val }}=0.02$ and for the BH2S model are $\overline{\mathcal{L}}_{\text {rec }}^{t r}=0.005$ and $\overline{\mathcal{L}}_{\text {rec }}^{\text {val }}=0.05$. The parameters of the network


Figure 6.9: The reconstruction loss percentages as a function of $\Delta / J$ for different sizes of the systems (indicated in the legends). The location of the BKT transition in the thermodynamic limit is reported with the dashed red line. The training set include points in the yellow interval whereas the validation samples are taken from the green interval. All the curves show an abrupt rise in the proximity of the transition.
were optimized through ADAM optimizer with learning rates of the generator $\operatorname{lr}_{G}=0.01$ and of the discriminator $\operatorname{lr}_{D}=0.0001$. For both optimizers, a CosineAnnealingLR scheduler (see in documentation of [94]) was employed in order to adjust the learning rate at training-time and improve the convergence. In this first part we provide the results for all the three models and we discuss the differences between them: once again, for every size of a given system a different GAN architecture was trained and evaluated. The best scenario would be to obtain a zero loss (perfect reconstruction of the GAN) in the training phase and very high loss in all the other phases, hence emulating a fictitious order parameter of the transition. However, the transition for the finite system is not sharp, especially for the BKT universality class. We expect a much more evident jump in the loss for other transitions, like Ising or first order.

We show the results for the XXZ model in Fig. 6.9 for which we have trained the GANs with samples taken from the region $-0.65 \leq \Delta / J \leq 0$ (about 550 points included in the yellow shaded region of the plot) and validated with configurations in $-0.8 \leq \Delta / J<-0.65$ (green shaded area). The loss rises near the phase transition at $\Delta=-1 J$, indicated with the red dashed line. The enhancement of the change in the loss respects the expected behaviour as a function of the system's size, toward the thermodynamic limit. As a difference with respect to the previous works involving the same scheme [73,


Figure 6.10: The reconstruction loss percentages as a function of $U / t$ for different sizes of the systems (indicated in the legends). The location of the BKT transition in the thermodynamic limit as numerically estimated in the studies listed in [107] is represented as a red shaded region. In this case the loss starts to rise already in the validation region but remains under the $10 \%$, instead in the region of the transition the behaviour of the curves changes according to the size of the system. Even by changing the training window (see below), the splitting of the curves remains very closed to the transition.

108] in which the authors exploit tensor network techniques for the simulation of the thermodynamic limit, we cannot expect a sudden change in the ES structures along the transition.

The BH training consists in about 500 points from the interval $0 \leq U / t \leq$ 2.5 and the validation from $2.5<U / t \leq 3$. The results for the model are represented in Fig. 6.10. In this case the location of the transition can only be computed numerically. We show in the figure the estimate of the critical value as a shaded region that is computed considering the values from the literature (as listed in the Table 1 of [107]) and providing an interval centered in their mean and large as the standard deviation. The losses of the GANs start to increase already just outside the training set (remaining below $10 \%$ though) but the sharp rise occurs near the latter region. Quite peculiarly, the curves of different system's sizes begin to separate from each other in the vicinity of the critical point.

Finally, for the BH2S model there are about 200 samples from the region $-0.1 \leq U_{A B} / U \leq 0$ as training points and the validation ones are from $-0.15 \leq$ $U_{A B} / U<-0.1$. The results for the model are represented in Fig. 6.11. For this model, there is no analytical prediction of the critical value and the location


Figure 6.11: The reconstruction loss percentages as a function of $U_{A B} / U$ for different sizes of the systems (indicated in the legends). The predicted value for the BKT is still uncertain. The plot shows a trend very similar to the single species BH model. We hypothesize that the transition should happen in the $-0.25<U_{A B} / U<-0.2$ interval where the curves begin to separate in analogy to the previous case. This result is in good agreement with the results of the study of the $R_{S}(x)$ correlation.
of the transition is still uncertain. In the Supplemental Material of [63] (see also references therein) we detect the PSF transition from the curvature of the fitting function of the $R_{S}(x)$ correlation in the log-log plane (as in Fig.5.4 panel (c)): since the latter correlation decays exponentially in the PSF phase and, instead, algebraically in the 2 SF phase, the curvature is expected to be zero in the latter case. Therefore the fit is a line in the log-log plane representation of $R_{S}$ while the curvature starts to be finite in the PSF regime and the line bends.


Figure 6.12: The values of $\alpha$ for different system's sizes: $L=8,16,32,64,96$ (from light to dark colors). An increase in the $\alpha$ amplitude is associated to an exponential trend of the $R_{S}$ correlation function.



Figure 6.13: The loss curves for the XXZ with $L=400$ sites in (a) and for the BH model with $L=256$ sites in (b) for different training regions indicated in the legend and accordingly to the curves' color by the shaded regions. The KL divergence is represented with the black dashed line, whose values must be consulted in the rightmost $y$-axis.

We report the calculations of the curvature, named $\alpha$ also here in Fig. 6.12. Despite the small resolution in the $U_{A B}$ values, the curves cross between each other for values of $-0.25 \leq U_{A B} / U<-0.2$. Since the losses in Fig. 6.11 show a trend very similar to the single species BH model, if we hypothesize that the transition should happen where the curves of different sizes begin to separate, the agreement with the curvature method will be very good.

In order to check the stability of the algorithm, we verified that the results do not show substantial differences when the training intervals are rescaled. We report in Fig. 6.13 the results obtained by varying the width of the training window in the parameter space for the XXZ and the BH model. The loss computed from the GAN reconstruction is also compared with the KullbackLeibler divergence (KL) defined as follows:

$$
\begin{equation*}
D_{K L}(P \| Q)=\sum_{i} P\left(x_{i}\right) \log \left(\frac{P\left(x_{i}\right)}{Q\left(x_{i}\right)}\right), \tag{6.4}
\end{equation*}
$$

which is a measure of the relative entropy between two probability distributions and therefore is a proper measure for the distance between two ES. The reference distribution was taken to be the ES at the origin of the phase diagram and the distance from it was computed for every ES labelled with the control variable. It is represented in Fig. 6.13 as a black dashed line whose values run over the rightmost y-axis. For the XXZ case the KL has a delayed and slow change after the transition while for the BH model the change occurs in the right region but with a much less sharp rise than the loss performed with the


Figure 6.14: The reconstruction loss percentages for the three models when the GAN is trained the single smallest system's size and then evaluated on the datasets of all the other sizes. The training and validation regions are the same as in Figs. 6.9,6.10 and 6.11. The BH2S is actually trained on the 64 sites system because we observe a quite mediocre performance in the reconstruction for the model trained on that size, probably due to the fact that the system is too small and strong finite size effects play a crucial role.

GAN. On the one hand, the KL divergence line shows how the measure of the distance between representative quantities of the ground state in two differente phases provides an interesting measure to observe changes due to the phase transition, in the spirit of ground state fidelity [109]. On the other hand, it is not sufficient. The GAN flexibility through the anomaly detection scheme allows, instead, to have at disposal a more powerfool tool that can automatically find the common factor among different patterns within one phase and differentiate them from the patterns of the other regimes.

We obtain very similar results to Figures $6.9,6.10$ and 6.11 when training only one GAN per model on a single system's size and then do the evaluation on the datasets of all the other sizes. This procedure could be extremely useful when the computational cost of producing a training set is particularly high and a


Figure 6.15: Loss curves for the BH model when the GAN is trained in the MI phase. The training and validation regions are the yellow and green windows respectively. Even though the GANs are probably overfitting the very limited datasets, the behaviour of the loss in the anomalous phase is quite interesting.
rough estimation of the phase diagram boundaries is enough in a first approach. We represent in Fig. 6.14 the loss curves for the XXZ, the BH and the BH2S models when the GAN is trained on a single system's size and then evaluated on the datasets of all the other sizes. The training and validation regions are the same as in the previous figures. Even though the loss is not really low in the training phase - anyway remaining below $10 \%$ - , the increase happens again near the transition. Quite interestingly, the loss also goes up approaching the origin of the phase diagram ( $\Delta=0$ and $U=0$ respectively): presumably it is due to the fact that those are singular points where the absence of anysotropy and repulsive interaction makes the ground state possess different properties.

Since the data points in the gapped phase are not as numerous as for the gapless one, we cannot perform an equally detailed analysis with the anomaly detection protocol with a training on that side. However, we can still check the behaviour of the loss function in the region of the transition. We report in Fig. 6.15 the results obtained for the BH model when the GAN is trained in the MI phase. The typical threshold for the losses in the training and validation region were higher than before, with $\overline{\mathcal{L}}_{\text {rec }}^{t r}=0.008$ and $\overline{\mathcal{L}}_{\text {rec }}^{v a l}=0.07$ respectively. Despite the rise of the curves seems to start earlier than the expected transition, it is worth mentioning that their behaviour in the gapless region is quite interesting: after the sharp increase the loss stabilizes meaning that, even if the GAN is not able to reconstruct the ES in the gapless phase, the level of error remains almost constant for abnormal examples within another phase. We attribute


Figure 6.16: Loss curve for the BH model $(L=256)$ when the GAN is trained in the transition region (yellow shaded area). The loss increase outside the training region remains below $10 \%$, meaning that the network has learnt features of both the gpless and gapped phase.
the worse performance to the very limited number of training examples (about 100 samples per system's size) that probably results in overfitting networks (even making use of regularizations) and poor generalization.

Lastly, another natural question about the anomaly detection scheme is what happens if one does not know the arrangement of the phases at all and tries to train the model with configuration points coming from the transition region. In this case we observe a completely different loss profile as in Fig. 6.16 for the $L=$ 256 BH chain. The loss increase outside the training region is very restrained and always stays below $10 \%$. We argue that the GAN, being trained on data coming from both the phases, has learnt how to reconstruct quite faithfully the ES in both the cases and therefore it does not identify any anomalies. Even without any knowledge of the phase diagram, it is possible to find the proper regions where to train by iteratively scanning several training windows and looking at the resulting loss profiles.

### 6.6 Loss threshold and precise transition detection

At this point the missing piece for completing the anomaly detection protocol is the definition of a threshold for the loss function in order to state what are
the configurations belonging to the same phase of the training points and what are the ones of other phases. Setting a threshold by hand is not a systematic criterion, hence we propose to look at the knee of the loss curves, defined as the point where the loss curve has the maximum curvature, meaning that the change rate is the maximum possible. In the thermodynamic limit, we expect this point to approach the true critical value since the loss increase should become sharp. We report in Fig. 6.17 the knees of the loss curves for the XXZ, the BH and the BH2S models. The knee position was computed by resorting to the library described in [110], where the authors provide a general approach to on line and off line knee detection that is applicable to a wide range of systems. The knee position is formally defined for continuous functions and the comparison of the results of the method on discrete sets of data is very well explained and motivated. The location of the knees are reported as vertical dashed lines using the same color code as the dimension of the system in Fig. 6.17: the XXZ shows a quite slow convergence of the knee position toward the transition while the BH has a very good agreement with the literature results already for small system sizes. For the BH2S model we only report the knee position of the biggest system $(L=128)$ because we miss some points for the other sizes. The predicted pseudo-critical point is quite near the region $-0.25<U_{A B} / U<-0.2$ estimated with the $\alpha$ coefficients of the correlation function fit but clearly more resolution would be needed for a more consistent comparison.

Despite the results look very promising, primarily because the critical positions are quite near the expected values even for finite (and sometimes small) systems, we think it is worth to keep in mind the main purpose of the anomaly detection scheme. We believe that the machine learning approach to the phase diagram mapping should not be considered as an alternative to the physically well-motivated traditional techniques studying the order parameter (when present), the gap and so on. The real use case of these method should be as a complementary tool to the traditional techniques when the phase arrangement is not clear or when the order parameter is not well defined, or again when an automatic procedure is needed to roughly (and if used carefully even quite precisely) draw the phase boundaries.


Figure 6.17: Zoom on the transition regions for the same loss curves as in Fig. 6.9,6.10 and 6.11. The vertical dashed lines represent the knee of the curves position as computed with the method described in [110]. For the anomaly detection protocol applied on finite systems, we believe that a loss threshold systematically set on the curve knee can provide a good estimate of the pseudo critical point. Notice that for the BH2S model only the knee of the $L=128$ curve is reported because all the other would lie deeper in the gapless side (in analogy to the BH ) but we lack some points to obtain an acceptable resolution in the coupling $U_{A B}$.

### 6.7 Conclusions

In this section we show that the ES represents a reliable quantity to look at in order to perform a machine-driven detection of the elusive BKT transition for one-dimensional quantum systems by assuming almost no prior knowledge about them. We face such a task by using a GAN that benefits from the adversarial training in an anomaly detection scheme. We find that such an architecture is a valid candidate for the purpose of discerning the change of the patterns of the ES. We support our claim by presenting the results of the application of the anomaly detection scheme on numerical data for the XXZ, BH and BH2S models. Although we discuss the results obtained with
the analysis of the ES, our method is very general and can be applied to any representative quantity of the many-body state that embeds the changes in the physics associated to the phase transition. For all the three models we show that the results are quite promising and the GAN can give a good estimate of the critical point which in some cases agrees with the literature results even for quite small system sizes. Let us conclude by remarking once again, that this approach is not supposed to become a substitute to the traditional methods for the phase transitions detection but allows to obtain a qualitative map of a phase diagram with very little knowledge about the nature and arrangement of the phases in an automated fashion.

## Chapter 7

## Gaussian fit of PDF

In the previous sections 6.3 and 6.4 we have shown that the properties of the bipartite ES represent a powerful indicator of the many-body wave-function properties, specifically for the purpose of characterizing the quantum phase transitions. Actually, in recent years, several other quantities of bipartite systems have emerged within the quantum information and condensed matter theory cross-fertilization. With their help, quantum phases of matter between them have been studied, and put in relation with the underlying quantum field theories. A first prominent example is the log-scaling of the von Neumann (and, more generally, of any Rènyi) entanglement entropy with the bipartition size for one-dimensional critical systems with local Hamiltonians [12, 16, 111]: fitting the coefficient in front of such law is arguably one of the best ways to estimate the so-called central charge $c$ of the associated conformal field theory (CFT). As a counterpart, we have already described the features of the full ES both in gapless and gapped phases but several other characteristics have been studied in the literature starting from the degeneracy patterns of topological phases [23, 100], the embedded information about non-local quantum correlations [101, 102, 103] and the relation between specific eigenvalues for the definition of ad-hoc order parameters [104, 105]. Indubitably its wealth of structures containing properties of the physics of the system makes the ES a very suiting tool for machine learning approaches [68, 73] for the phase transitions' detection task. Last, but certainly not least, the evolution of entanglement quantities under the system dynamics has recently unveiled the existence of new kinds of non-equilibrium phase transitions for quantum manybody systems under random projective measurements or unitary gates [112, 113].

As a consequence of the above, considerable efforts have been spent towards making such entanglement features measurable in the laboratory [114, 115, 116, 117, 118]. Among the many, the so-called number entanglement entropy is gaining a prominent role: its operational definition refers to the probability density function (PDF) of a $\mathrm{U}(1)$ globally conserved charge in an extensive sub-portion of the system, also for mixed states [119]. Evidences of its distinctive dynamical behaviour as a hallmark for many-body localization have been recently obtained both numerically and experimentally [120, 121, 122].

Some specific properties of the PDF have been explored in the past, above all its second momentum or, in other words, the amount of charge fluctuations $\mathcal{F}$ across sub-systems. As explained in [123], a lot of properties of the fluctuations are shared with the entanglement entropy: for a gapped phase, they exhibit a strict area-law behaviour, $\mathcal{F} \propto L^{d-1}$, with $L$ the linear size of the partition and $d$ the spatial dimension of the system, whereas for a gapless phase there appears a logarithmic correction: $\mathcal{F} \propto L^{d-1} \ln L$ [124]. In particular for a Luttinger liquid, the scaling coefficient is related to the $K$-parameter, thus yielding yet another piece of information about the underlying field theory (in the Appendix A we present the results of such a scaling analysis for the fitting of $K$ in a specific case).

We propose in the following a new approach to map out the phase diagram of quantum many-body systems by considering the full PDF. We are able to detect all the phase transitions of the one-dimensional extended Bose-Hubbard (EBH) model at zero temperature by performing a simple and yet very general procedure consisting of some educated fits of the PDF only, therefore without resorting to any phase-specific quantity like order parameter or correlation. We show how the PDF, being intimately related with the ES, preserves its intrinsic abundance of information about the nature of the phases. This can be exploited for an agnostic and automatic detection, as done with the machine learning solutions to the problem like the one we presented before. The huge advantage of the full PDF is its availability in experiments, e.g. with quantum gas microscopes, and not only in numerical simulations like the ones we perform here via MPS. We also show that a finite-size scaling analysis of the PDF leads to a pretty precise determination of the phase boundaries and that some previously found functional forms of the PDF for limiting scenarios [111, 125, 126, 127, 128, 129] can be connected to each other.

### 7.1 Number probability density function in the EBH model

We consider the ground state of the EBH model as divided in two equal complementary portions $A$ and $B$. While the total number of particles is conserved, the number in the single region can fluctuate. The measurement of a deviation $\delta N=m$ from the average density happens with a probability:

$$
\begin{equation*}
p(\delta N=m)=\operatorname{Tr}\left(\rho_{A}^{\mathrm{red}} \Pi_{N / 2+m}\right)=\sum_{i} p_{i}^{(m)} \tag{7.1}
\end{equation*}
$$

where $\Pi_{N / 2+m}$ is the projector on the sector with $N / 2+m$ occupancy. We introduced the eigenvalues $p_{i}$ of the reduced density matrix $\rho_{A}^{\text {red }}$ with an additional label $m$ referring to the inbalance in the number of particles in the $A$ region: $N_{A}=N / 2+m$. Once again, being the $p_{i}^{(m)}$ s the natural metric on which truncations of the Tensor Network representation are performed, the PDF is automatically at disposal without extra computational costs. It is worth noticing that in an experimental setup with access to site-resolved populations, the PDF is obtained by bin-counting the occupation numbers in half of the system [120].

For gapless one-dimensional phases described by a CFT, the PDF is a Gaussian,

$$
\begin{equation*}
p(m) \propto \exp \left(-\beta m^{2}\right) \tag{7.2}
\end{equation*}
$$

due to the presence of a free bosonic generator in the theory [123, 126, 130]. This is also associated to the equally spaced parabolas of the ES which were described before: $\xi_{m}^{k}=\xi_{0}^{0}+k \Delta \xi_{0}+\beta m^{2}$, where the sorting index $k$ denotes also the order of the parabola (some could be degenerate), $\xi_{0}^{0}$ is the lowest eigenvalue of the ES in the $m=0$ sector, $\Delta \xi_{0}$ the difference between the lowest and the second eigenvalue in the $m=0$ particle sector [98] as defined in Eq. 6.3. As we will detail below, we expect instead the PDF of gapped phases to exhibit sensible deviations from this picture [99].

From the operational perspective, the differences between Gaussian and other PDF profiles can be captured via the average residuals of a two-parameters linear fit, namely

$$
\begin{equation*}
\text { Res }=1 / N_{m} \sum_{m}\left(\log p(m)+\beta m^{2}+\beta^{\prime}\right)^{2}, \tag{7.3}
\end{equation*}
$$



Figure 7.1: Phase diagram of the EBH model traced with the residuals of the PDF's quadratic fit $p(m) \propto e^{-\beta m^{2}}$ for a $L=64$ system. Details about the phase transitions along the dashed and dotted cuts are shown in Fig. 7.4. The PDFs correspondent to the configurations marked with the colored shapes are displayed below in Fig. 7.5.
with $N_{m}$ the number of fitted points and $\beta^{\prime}$ a normalization-related parameter. In Fig. 7.1 we plot the logarithm of such quantity over the span $m \in[-4,4]$ for a fit performed upon the distribution values for $m \in[-2,2]$.

This simple procedure turns out to be very effective to map out the entire phase diagram even without prior knowledge of the phases and the PDF shapes to be expected. We find perfect agreement with previous studies [73, 84], without resorting to any investigation of the correlation functions or gap nor to the use of machine learning techniques and - even more importantly - by using an experimentally accessible quantity.

In this respect, in analogy with Fig. 7.1, we reproduce the phase diagram of the EBH model by looking at the residuals of the Gaussian fit on data of a simulated experiment. Instead of considering the numerical PDF of each pair of couplings ( $U, V$ ), we sample a given number of shots $N_{S}$ from it. Every shot corresponds to a value for the inbalance in the number of particles $m$ among the two subsystems. Once the samples are extracted, we fit the histogram of the sampled distribution and compute the residuals from there, therefore emulating an actual experiment that deals with the counting of the particles from the snapshots of the system. The results are very promising, as shown in Fig. 7.2. For a low number of samples ( $N_{S}=100$ and $N_{S}=500$, top row) the only distinction between the deep MI and CDW phases is possible. The phase separated SS-SF is already well distinguishable for the reasons explained


Figure 7.2: Phase diagram as of Fig. 7.1 obtained from different simulated experiments: the PDF is fitted from $100,500,1000,10000$ shots (from left to right, top to bottom).
in the following. Once one proceeds up to $N_{S}=10,000$ shots (bottom right), the level of detail is good enough to even appreciate the HI and, in general, to be comparable to a numerical study. Notice that those numbers of snapshots are normally achievable in state-of-the-art experiments with ultracold atoms on lattice since the current repetition time of an experiment is of the order of seconds. An hypothetical strategy could be to roughly draw the phase diagram with a few samples for every $(U, V)$ on a coarse grid and then refine the phases' borders with a greater (nonetheless feasible) number.

Both in Fig. 7.1 and in Fig. 7.2 even with only 100 samples, our method properly identifies the recently postulated $\mathrm{SF}+\mathrm{SS}$ phase, which appears as a very noisy region for large $V$ and small $U$. This is a consequence of the alternation of uniform density regions and density-wave ordered ones: the PDF is peaked on a value which is not necessarily the average density but depends on the location of the supersolid domains. Since the PBC let these domains emerge in random positions along the ring, this gives rise to the above-mentioned noise. In order to better grasp the situation in this phase, we plot in Fig. 7.3 the PDF for $(U, V)=(0.5,4)$ of a system of length $L=64$ sites. The PDF is clearly not centered in $m=0$ in contrast with all the other discussed phases. Indeed, by looking at the density profile of the system in the inset, a supersolid domain


Figure 7.3: In the main plot the PDF of a configuration in the phase separated regime $\mathrm{SF}+\mathrm{SS}$ for a system of $L=64$. The inset shows the correspondent profile of the density.
has emerged with a periodic structure in the left region of the lattice while the right region is flat and with a superfluid character. A very detailed explanation about the phase separation can be found in [131].

The nature of the phase transitions is reflected in the evolution of the residuals in their vicinity: in Fig. 7.4 we show the trend of the average residuals for two cuts (also indicated in Fig.7.1 with dotted and dashed lines) of the phase diagram and different system's sizes $(L=16,32,64,128,256$ from light to dark color). The first cut of Fig. 7.4 (a) contains two gapped-to-gapped phase transitions for fixed $U=5$, from MI to HI and from HI to CDW as indicated with a dotted line in Fig. 7.1. The location of the critical points is easily determined by the abrupt decrease of the residuals which becomes sharper and sharper as the length of the ring increases: in the two insets Fig. 7.4 (b-c) a detail on the scaling of the critical $V_{C}$ against the inverse of the system size is shown together with a linear fit. The extrapolation of the critical values is in perfect agreement with previous studies, i.e., $V=2.95 \pm 0.05$ for the transition MI-HI and $V=3.525 \pm 0.05$ for HI-CDW [84].

The second cut Fig. 7.4 (d) encompasses the gapless-to-gapped BKT phase transition from the SF to the MI at $V=0$. The plot is very similar to the one obtained with the GAN in the previous chapter. It would be interesting to find a scaling procedure for the residuals, similarly to what is performed for the superfluid stiffness and/or the $K$-Luttinger parameter in standard approaches: At the moment, this remains an open problem. We stress, however, that the
$\beta$ parameter of the linear fit offers a direct experimental access to the $K$ Luttinger parameter [123]. For completeness, we describe the results of such an analysis in Appendix A (see, also, Ref.[77, 78] therein) and we obtain a critical value $U_{c} \simeq 3.36 \pm 0.01$ in perfect agreement with previous studies as reported in [107]. From the Gaussian fit perspective, the location of this transition corresponds to the uprising of the residuals.



Figure 7.4: Residuals of a Gaussian fit of the PDF $p(m) \propto e^{-\beta m^{2}}$ for different system's sizes $L=16,32,64,128,256$ from light to dark color in the proximity of (a) the gapped-to-gapped phase transitions MI-HI-CDW along the cut $U=$ 5 and (d) the gapless-to-gapped phase transitions SF-MI (BKT) for $V=0$. In the insets, the location of the residuals' minimum is fitted against the inverse of the system's size in order to extrapolate the critical $V_{C}$ for the MI-HI phase transition (b) and the HI-CDW transition (c).

### 7.2 PDF for gapped phases

So far we presented the results of a pure Gaussian fit of the PDF as a tool for the mapping of the phase diagram. The procedure relies on the presence of a gapless phase where the PDF is Gaussian. Actually, a more detailed look at the PDF unveils more information than the simple residuals to Gaussian fitting discussed above. In Fig. 7.5 we present some prototypical configurations in the different phases, corresponding to the coloured symbols in the phase diagram of Fig. 7.1: e.g., panel (a) shows the perfect parabola for the SF phase $((U, V)=(0.5,0.5))$. The striking feature is that all PDF profiles can be captured by proper shifts and combination of Gaussian envelopes, as we explain here below.

The shape of the PDF deep in the gapped phases can be computed resorting to boundary-linked perturbation theory [99]. For example, the ES lev-




Figure 7.5: (color online). The logarithm of the PDF (black points) is plotted for a representative configuration of the (a) SF phase (red star, $(U, V)=(0.5,0.5))$, (b) MI phase (green pentagon, $(U, V)=(5.5,0.5))$, (c) CDW phase (gray square, $(U, V)=(2,4.5)$ ), and (d) HI phase (brown diamond, $(U, V)=(5,3.3))$. The gray lines show the fit of the PDF in terms of Gaussian envelopes and their shifts, as discussed in the main text. For both MI and CDW, the behaviour is linear for small $|m|$, in compliance with horizontally shifted parabolas: on the right we show the shift of parabolas' minima from $m=0$ as a function of the inverse distance from the critical point for MI (e) and CDW (f). It is apparent that they tend respectively to 1 and 2 deep in the phases, as predicted by perturbation theory in the text. For the HI, the dominant feature is a vertical shift between parabolas for the different parities of $m$ : (g) shows a magnification thereof.
els for the MI are obtained by consecutive applications of the kinetic term $H^{\prime}=\sum_{j=1}^{L}-t\left(b_{j+1}^{\dagger} b_{j}+\right.$ h.c. $)$ on the zero-order ground state, i.e., $|\ldots 111 \ldots\rangle$. We are then interested primarily in achieving a given inbalance $m$ with the minimal number of moves (i.e., perturbative orders of $H^{\prime}$ ). In the case of a single boundary, it is rather easy to see that the leading order amounts to $(t / U)^{|m|(|m|+1) / 2}$, up to a global weight depending on the ratio between the accumulated bosonic factors and the excitation energies along all possible sequences of moves.

In particular, by following the standard prescription with a perturbation $H^{\prime}=$ $\lambda W$ to the original hamiltonian, the relevant states at $k$-th order in our case are:

$$
\begin{equation*}
\left|\beta^{(k)}\right\rangle \propto \lambda^{k} \frac{W_{\beta l_{1}} W_{l_{1} l_{2} \ldots} W_{l_{k-3} l_{k-2}} W_{l_{k-2} \alpha}}{E_{\beta \alpha} E_{l_{1} \alpha \ldots E_{l_{k-2} \alpha}}}\left|\alpha^{(0)}\right\rangle \tag{7.4}
\end{equation*}
$$

using the notation for the perturbation matrix elements and energies:

$$
\begin{array}{r}
W_{\beta \alpha} \equiv\left\langle\beta^{(0)}\right| W\left|\alpha^{(0)}\right\rangle,  \tag{7.5}\\
E_{\beta \alpha} \equiv E_{\beta}^{(0)}-E_{\alpha}^{(0)} .
\end{array}
$$

All the other terms are sub-leading because, for fixed $m$, require more than the minimum number of moves in order to transport the particles from subsystem B to A (and vice-versa for negative $m$ ) and hence belong to a higher perturbative order. The recipe for the calculation of the full corrections, involves the summation of all possible combinations for moving $m$ particles though. Such a summation must be weighted with the ratio between the accumulated bosonic factors resulting from $\langle\beta| \sum_{j=1}^{L}-t\left(b_{j+1}^{\dagger} b_{j}+\right.$ h.c. $)|\alpha\rangle$ and the energy. For the single boundary case, by following the above mentioned protocol one finds that the amplitude of the states is proportional to $(t / U)^{\frac{|m|}{2}(|m|+1)}$ for the MI starting from the ground state $|1,1, \ldots, 1,1\rangle$ (in agreement with [99]). When dealing with two boundaries, simple combinatorics leads to $p(m) \simeq$ $\log (t / U)\left\lfloor\frac{(|m|+1)^{2}}{4}\right\rfloor$. The expression describes a symmetric envelope around the average number of particles, which could be recovered also by considering two symmetrical Gaussians shifted by $\mp 1$ with respect to $m=0$, for the positive and negative values of $m$, respectively. Remarkably, we find such horizontally shifted envelopes to persist with reduced offset when approaching the critical point, finally merging back when transitioning to the superfluid phase, see Fig. 7.5 (b-e).

We also highlight here that a similar shift is the dominating feature of the PDF for the CDW phase (dark gray square for $(U, V)=(2,4.5)$ ), this time tending to $\pm 2$ deep in the perturbative regime, hinting at the underlying structure of the zero-order ground state, i.e., $|\ldots 0202 \ldots\rangle$, see panel $7.5(\mathbf{c - f})$.

The appearance of the $|m|$ dependence in the exponent due to a non-zero shift of these double parabolic envelopes can be exploited to distinguish such gapped phases from all the others. We verified that the values of the $\alpha$ coefficient of the fit:

$$
\begin{equation*}
-\log [p(m)]=\alpha|m|+\beta m^{2}+\gamma \tag{7.6}
\end{equation*}
$$

is non-zero only in the MI and CDW. The change rate of the coefficient along the phase transitions manifests again their nature as represented in Fig. 7.6. In the latter, we plot the value of the $\alpha$ coefficient as a function of the couplings of the model, in analogy to Fig. 7.1. The non-zero value of this coefficient


Figure 7.6: Linear dependence of the logarithm of the PDF for small $m$ as a function of the interactions.
is the reason why a purely quadratic centered fit $p(m) \propto e^{-\beta m^{2}}$ fails in the above mentioned phases, giving rise to big residuals. For the single boundary partition of some specific models, instead, the PDF may assume asymmetric shapes, see a very nice description for the XXZ open chain in [99].

Finally, a direct inspection of the PDF in the HI phase (brown diamond $(U, V)=(5,3.3))$ reveals the typical footprint of the topological order. A detailed description can be obtained by truncating the maximum site occupation to $n_{\max }=2$ bosons and mapping the EBH model to a spin- 1 Heisenberg model [132, 133, 134]. In this framework the configurations of the HI appear as a dilute anti-ferromagnet of doblons(2) and holons(0) separated by an undetermined number of single occupations(1), | . . 21... 10...21... 10...) [133]. Noticeably, the PDF of this topologically gapped phase, panel 7.5 (d), resembles very closely the Gaussian PDF of the gapless phase, with the only deviation of a slight shift for even/odd Gaussians (see Fig. 7.5 (g)), alluding to the underlying parity-string order parameter. This explains the sensibly reduced, though still sizeable, residuals in Fig. 7.1.

The inclusion of the linear term via the $\alpha$ coefficient in the fit can give additional insight in the phase diagram mapping. By performing a fit of the form of Eq. (7.6) to the PDF and computing the residuals of the fit, we can faithfully reproduce the PDF of the SF, MI and CDW phases, thus leaving only the $\mathrm{SS}+\mathrm{SF}$ and HI regions. We plot the results of the residuals in Fig. 7.7.


Figure 7.7: Phase diagram of the EBH model drawn with the residuals of the PDF's fit including the linear term for a $L=64$ system. The SS+SF and HI regions are identified by the high value of the residuals.

### 7.3 Conclusions

In conclusion, we have shown that the probability density function of the occupation number of a portion of the system (and simple fits thereof) can be a powerful agnostic inspection tool for the phase diagram of quantum manybody systems. For the extended Bose-Hubbard model, the obtained results are comparable with much more sophisticated analysis both via traditional methods dealing with gap scalings and correlation functions [84] and via modern machine learning approaches fed with the ES [73]. We claim that the PDF provides the best intermediate quantity between the whole ES and the bipartite number fluctuations [111] also for automatic detection protocols, since it combines the advantage of being easily accessible in modern experiments (e.g., quantum gas microscopes) with the wealth of information about the full many-body state, while requiring little prior knowledge about the emerging phases. Moreover, we foresee the method to be valid more in general: an extension beyond zero-temperature regimes and one-dimensional systems will be an appealing follow-up of this work.

## Chapter 8

## Feature selection

This chapter is devoted to the applications of a particular kind of autoencoder which can be used to perform an automatic feature selection protocol. The theme of feature selection is quite important and very timely in deep learning for several reasons: in our case the goal is to select automatically the most relevant features for the problem of detecting phase transitions and thus remove the irrelevant or redundant ones so that the model can predict with increased accuracy; moreover, feature selection allows to make the model interpretable, therefore helping to understand the underlying patterns in the data. The architecture that we use is called Concrete Autoencoder (CAE) and it is inspired by the work [135]. We will present here the results of the study made with the CAE for the detection of the BKT in the BH model using the entanglement spectrum as input data. We aim at selecting the most important eigenvalues of the ES to be used for such a detection task.

In section 3.2 we have described how the AE architecture is implemented to learn a compression function $f_{\phi}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$ with $k<d$ and a decompression $g_{\theta}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{d}$ with known shape but unknown parameters $\theta$ and $\phi$, s.t. the reconstruction of the input $\vec{x}^{\prime}$ is a copy of $\vec{x}$. During the training, the AE's weights are optimized so that they minimize the empirical reconstruction error $d\left(\vec{x}, \vec{x}^{\prime}\right)$ over the training dataset $\mathcal{D}=\left\{\vec{x}_{1}, \ldots, \vec{x}_{N}\right\}$ of i.i.d samples of some unknown $p(\vec{x})$.

Now we use a very peculiar compression function $f_{\phi}$ that selects a subset of the input features $\vec{x}$ belonging to $\mathcal{S}$ s.t. $\operatorname{dim}(\mathcal{S})=k<d$ from which the input can be entirely reconstructed. This task is appropriate for those datasets where
lots of features are correlated to a minimal subset of independent ones. We do not want to specify some a priori choice for the subset though, instead, we want the network to learn automatically what is the best subset of features so that the reconstruction error is minimized. The only free parameter is then the hidden dimension $k$ in the bottleneck of the AE. This filtering procedure is a kind of automatic feature selection and can be pursued with a special trainable mask to be applied to the input. The latter can be formalized as a matrix multiplication:

$$
\begin{equation*}
f_{\phi}(\vec{x})=M_{\phi} \cdot \vec{x}, \tag{8.1}
\end{equation*}
$$

where $M_{\phi}$ has $d$ columns and "one-hot" rows labeled with $i, \vec{m}_{j}^{(i)}=0,1$ and $\sum_{j=1}^{d} m_{j}^{(i)}=1 \forall i$ so that $f_{\phi}(\vec{x})=\vec{u} \in \mathbb{R}^{k}$ whose components are a subset of $\vec{x}$ components. The $M_{\phi}$ dependence on the $\phi$ s must be differentiable so they can be eligible to learnable parameters. The solution discussed in [135] consists in the sampling of the mask from a concrete distribution over the parameters $\phi \in(0, \infty)$ that is implemented as follows:

$$
\begin{equation*}
m_{j}^{(i)}(\phi, T) \sim \frac{\exp \left[\left(\log \phi_{j}^{(i)}-g_{j}^{(i)}\right) / T\right]}{\sum_{l=1}^{d} \exp \left[\left(\log \phi_{l}^{(i)}-g_{l}^{(i)}\right) / T\right]} \equiv \operatorname{Softmax}\left[\left(\log \phi_{j}^{(i)}-g_{j}^{(i)}\right) / T\right] \tag{8.2}
\end{equation*}
$$

where $T \in \mathbb{R}_{\geq 0}$ plays the role of a temperature and $g_{j}^{(i)}=-\log \left[-\log U_{j}^{(i)}\right]$ with $U_{j}^{(i)} \sim \operatorname{Uniform}(0,1)$ samples of the uniform distribution. The $g_{j}^{(i)}$ are then samples of the so called Gumbel distribution and the resulting entries of the mask $m_{j}^{(i)} \sim \operatorname{Concrete}\left(\phi_{j}^{(i)}, T\right)$ become samples of the concrete distribution. To better grasp the general properties of the weights, let us consider the extreme case in which the temperature goes to zero $T \rightarrow 0$. The softmax computation in Eq. (8.2) then smoothly approaches the discrete argmax computation for each row $i$ (index is omitted):

$$
\begin{align*}
& \operatorname{Concrete}\left(\phi_{j}, T \rightarrow 0\right)=\operatorname{onehot}\left[\operatorname{argmax}\left(\log \phi_{j}-g_{j}\right)\right] \in \mathbb{R}^{d}, \quad \text { with } \\
& \operatorname{Prob}\left\{m_{j}=1\right\}=\frac{\phi_{j}}{\sum_{l=1}^{d} \phi_{l}} \tag{8.3}
\end{align*}
$$

corresponding to the Gumbel-Max trick, a special instance of reparametrization trick. Sampling from the concrete distribution at zero temperature yields to an equivalent sampling from a categorical distribution with parameters $\phi^{(i)}$. Therefore, instead of a direct sampling of the mask, we rely on another distribution (the Uniform one at the lowest level) plus a deterministic function (sum of the logarithms of $\phi \mathrm{s}$ and $g \mathrm{~s}$ plus the argmax function). Eventually,
this is crucial for getting a differentiable map of the $\phi s$. At this stage, the zero temperature appearing in the differentiable Softmax function makes it the non-differentiable argmax function but a finite value ensures $m^{(i)}(\phi, T)$ to be continuous relaxations of the argmax [136]. As long as the temperature is not zero, the parameters can be optimized through their gradients.

The plan for the automatic feature selection on a reconstruction task is hence the following: we choose as encoding function of the auto-encoder the layer specified in (8.1) called from now on a concrete selector layer. We initialize the matrix of the parameters $\phi \in \mathbb{R}^{d \times k}$ with small random positive numbers and the temperature $T$ with a high value. The concrete selector layer is sampled from the concrete distribution but it is not sparse and linear combinations of the input features are stochastically explored. During the training, the temperature is lowered according to an annealing schedule that drives it to a very small value so that the filtering of the concrete selector becomes more and more sparse. Eventually, it selects only single input features in each row and the parameters $\phi$ and $\theta$ are optimized to obtain a good reconstruction.

Assuming that the procedure converges to a sufficiently low level of the reconstruction error, the autoencoder with the concrete selector is capable of reconstructing the entire input data of the training set from a subset of relevant features $\mathcal{D}$ only. The other assumption is that, during training, the components of every row $\phi^{(i)}$ are converging to a sharp distributions peaked on one dominant component. When this is the case, the method succeeds in carrying out the automatic selection. For the sake of clarity, we sketch a pseudo-code of the training procedure in Algorithm 2.

While implementing the concrete selector and testing on the ES dataset, we actually ran into the problem of the same feature being selected multiple times. Instead, we want the concrete selector to be able to choose $k$ input components which are different between each other. This problem is solved by considering only one vector of parameters $\phi \in \mathbb{R}^{d}$ whose components are interpreted as probabilities of the input features to be selected. Every row of the mask weights is then sampled directly on the same vector in a way that ensures $M_{\phi}$ to have orthonormal rows: once the temperature parameter is decreased to zero, the mask's rows are different one-hot vectors in the $\mathbb{R}^{d}$ space.

```
Algorithm 2 Training of Concrete Autoencoder
    Initialize concrete selector encoder with small positive \(\phi\)
    Initialize decoder network \(g_{\theta}\) with random initial \(\theta\)
    Initialize initial temperature \(T_{0}\) and final temperature \(T_{f}=T_{B}\)
    Initialize learning rate \(\lambda\)
    for epoch \(b\) of total \(B\) do
        update temperature \(T=T_{0}\left(\frac{T_{B}}{T_{0}}\right)^{-\mathrm{b} / B}\)
        for step \(c\) of total \(C\) do
            sample \(m^{(i)} \sim \operatorname{Concrete}\left(\phi^{(i)}, T\right) \quad \forall i \in[1, \ldots, k]\)
            reconstruct \(\overrightarrow{\hat{x}}_{j}=g_{\theta}\left[M_{\phi} \cdot \vec{x}_{j}\right] \quad \forall j\) in the batch
            compute the loss \(\mathcal{L}=\operatorname{mean}\left(\left\|\vec{x}_{j}-\vec{x}_{j}\right\|^{2}\right)\)
            optimize the parameters through gradients:
\[
\begin{gathered}
\theta \rightarrow \theta-\lambda \nabla_{\theta} \mathcal{L} \\
\alpha \rightarrow \alpha-\lambda \nabla_{\alpha} \mathcal{L}
\end{gathered}
\]
        end for
    end for
```


### 8.1 Training for the ES dataset

We report here some details about the training of the CAE on the ES dataset for the BH model with $L=256$ sites. The training is performed with the Adam optimizer [55] with a learning rate of $5 \times 10^{-3}$ over a training set composed of around 500 examples from the interval $0 \leq U / t \leq 2.5$. We also considered again a validation set of examples from the $2.5 \leq U / t \leq 3$ interval. The concrete selector is initialized with random small and positive $\phi$ and the initial temperature is set to $T=10$. The temperature is decreased afterwards to 0.01 in 150 epochs with an exponential falloff. The concrete selector is used as unique encoding layer of the auto-encoder: in this way we set a quite restrictive constraint affecting the maximum complexity of the encoding network in favour of interpretability. The architecture can be improved by employing the concrete selector as first layer and some additional encoding layers so that the interpretability is possible even though it is not referred to the bottleneck's features. In our implementation, the latent space is indeed forced to learn a subset of the input giving a fully explainable picture in terms of sectors of the ES. The decoding layer is made of three dense layers of dimension $d / 2$, $d / 2$ and $d$ (the output one) and hyperbolic tangent activation functions except for the last layer that has Softmax in order to ensure that the output is a probability distribution. Dropout [57] with a probability of 0.3 was added to
prevent overfitting.


Figure 8.1: Evolution of the probability of the first $k$ parameters $\phi$ (left) and of the trace of $\left(M_{\phi}\right)^{T} \cdot M_{\phi}$ (right) as a function of the number of iterations. The dimension of the latent space of the CAE is $k=3$. The temperature is decreased exponentially from $T=10$ to $T=0.01$ and represented with a red line referred to the right-most axis in logarithmic scale.

During training, some metrics are monitored: for a given $k$, namely the cardinality of the subset of input features to be chosen by the concrete selector, we monitor the sum of the probabilities $p_{\text {topk }}=\sum_{j}^{k} p\left(\phi_{j}\right)$ of the first $k$ parameters $\phi_{j}$ in magnitude. In a succesful training, after an initial exploration of the possible combinations of input components, the CAE must converge to a situation where the biggest $k$ parameters have a probability that sums up to one while all the others are suppressed as the temperature decreases. This is a good indication that the CAE has chosen the subset. Moreover, we also monitor the orthogonality of the rows of $M_{\phi}$ via the trace of $\left(M_{\phi}\right)^{T} \cdot M_{\phi}$ which must converge to $k$ for selecting different input components. Clearly, the reconstruction error for both training and validation sets is also considered.

We report in Fig. 8.1 the evolution of the aforementioned metrics as a function of the number of iterations, for a CAE with a $k=3$ latent space. The probability $p_{\text {topk }} / k$ reaches approximately 1 after 20 epochs. Concerning the measure of orthogonality, the trace divided by $k$ approaches one around the 80 -th epoch where the temperature is of the order of 0.1 . The reconstruction error and the validation error are comparable to each other and reach values around 0.015 .

The evolution of the parameters $\phi$ normalized as probability values is reported


Figure 8.2: The probability (color scale) of the ES sectors for the 256 sites BH system to be selected by the concrete selector layer as the training proceeds. The sectors are labeled by symmetry number $\delta N$ (first digit) and $k$ ordering index (second digit) in the same notation described in section 6.3. After the random initialization with almost uniform probability, the layer becomes more and more sparse: the sector of the eigenvalue $\xi_{0}^{1}$ dominates over the others after only few iterations followed by $\xi_{0}^{0}$ and $\xi_{ \pm 1}^{1}$. The temperature is represented in the bottom panel.
in Fig. 8.2. Every $\phi_{j}$ is uniquely associated to a specific component of the input, hence eigenvalue of the ES. When the $p_{\text {topk }} / k$ reaches 1 , the vector of parameters is already sparse meaning that the concrete selector has chosen the most relevant features for the reconstruction. Since from this point the reconstruction error keeps decreasing, we suppose that after the first exploration, once the features are selected, the optimization is mainly done on the level of the decoder, in order to enhance the reconstruction of the entire ES.

### 8.2 Results for 256 sites BH model



Figure 8.3: Original eigenvalues (left) and reconstructed eigenvalues by the first CAE model with $k=3$ (right) for the 256 sites BH model as a function of $U / t$. The CAE was trained with configurations from the region $0 \leq U / t \leq$ 2.5. Despite the low dimensionality of the latent space, the CAE is able to reproduce quite faithfully the ES even outside the training window, up to the transition region.

We present here the results of three different CAEs on the ES dataset for the BH model with $L=256$ sites. The first model has a latent dimension of $k=3$ and after the training the selected eigenvalues are $\xi_{\delta N=0}^{k=0}, \xi_{0}^{1}$ and $\xi_{-1}^{1}$, where for the notation about the index of the eigenvalues we refer to the same as in section 6.3. The training is performed with configurations from the region $0 \leq U / t \leq 2.5$. It is very interesting to examine in depth the strategy that the CAE chooses for the sake of reconstruction now that we have precise information about the eigenvalues that it takes into account. For this CAE the first one is the lowest, that sets the scale of the ES and the position of the minimum for the first conformal parabola of the ES. As we have seen in section 6.3, the second eigenvalue is fundamental for computing the ratio that allows to collapse all the equidistant parabolas to horizontal lines (see Eq. (6.3)). A last, the third eigenvalue is fundamental for computing the $\eta$ quantity (see section 6.4 and [98]) necessary for determining the critical point in the spirit of level spectroscopy. It is quite surprising that the CAE is able to learn automatically the best strategy to reconstruct the parabolic shapes which are the main characteristics of the gapless regime without having any notion about them. On the other hand, it demonstrates the promising potential of the CAE regarding the explainability of the machine learning model for distinguishing between phases of the system. With those three eigenvalues the CAE is able to properly reconstruct the ES for all the values of the interaction strength $U / t$ up to the region of the transition to the gapped


Figure 8.4: Reconstruction of the symmetry resolved ES for the 256 sites BH model with $k=3$ CAE for three values of the interaction strength: on the left for $U / t=0.5$ deep in the SF phase, in the central panel for $U / t=3$ still in the SF regime but closer to the transition and outside the training window and on the right for $U / t=4$ in the gapped phase. The diamonds represent the reconstructed eigenvalues while the dots are the ground truth. The sectors chosen by the concrete selector are highlighted with the blue rectangles.
phase without having any notion of the $U$ value at disposal. The reconstruction of the ES is reported in Fig. 8.3 and compared with the original spectrum. Moreover, we show in Fig. 8.4 the comparison between the original ES and the reconstructed one with a symmetry resolved representation for three values of the interaction stength: on the left for $U / t=0.5$ deep in the SF phase where the training is done, in the central panel for $U / t=3$ still in the SF regime but closer to the transition and outside the training region. On the right we show the comparison for $U / t=4$ in the gapped phase. The chosen sectors are highlighted with blue rectangles around the true eigenvalues (dots), the reconstructed ones are represented with diamonds. Even in the gapped phase, the CAE keeps building parabolic ES, therefore failing in the reproduction task and obtaining a reconstruction loss. We observed that with only 3 available degrees of freedom in the latent space, the generalization abilities of the CAE are quite poor and the shapes of the parabolas are almost always the same for all the values of the coupling.

In Fig. 8.5 we present the analogue plot of Fig. 8.4 for another instance of the CAE with latent dimension $k=3$. Due to the random initialization, the selected eigenvalues can be sometimes different and for this instance they correspond to $\xi_{0}^{1}$, $\xi_{1}^{1}$ and $\xi_{-1}^{1}$. Those are the lowest sectors of the second


Figure 8.5: Reconstruction of the symmetry resolved ES for the 256 sites BH model with $k=3$ CAE for three values of the interaction strength: $U / t=$ 0.5 (left), $U / t=3$ (center), $U / t=4$ (right). The diamonds represent the reconstructed eigenvalues while the points are the original ones. The chosen sectors by the concrete selector are highlighted with the blue rectangles. For this model they are different from the previous one and the reconstruction quality in the gapped phase is affected by the specific selection.
parabola, meaning that the CAE is again focused on the parabolic envelopes and has probably encoded the information about the vertical shift between the towers somehow in the decoding layers. As a consequence: in the MI phase the CAE reconstruct parabolas based on the relative positions of the observed sectors without success. Indeed, in the gapped phase the $\xi_{0}^{1}$ eigenvalue progressively drifts away from $\xi_{0}^{0}$, destroying the equidistant parabolas and reaching a peculiar U and W shape for the first and second order of eigenvalues respectively, deep in the MI. In this phase, the CAE reconstruction results in flat structures.

The last example is a CAE with latent dimension $k=4$ with a training region further from the transition $0 \leq U / t \leq 1.5$. The chosen eigenvalues are found to be almost always $\xi_{0}^{0}, \xi_{0}^{1}, \xi_{-1}^{1}$ and $\xi_{1}^{1}$ even with different random initial weights. The reconstruction of the ES is shown in Fig. 8.6. After the transition has occured, the CAE always outputs equidistant parabolas which are never flat as in the previous case. Also for this configuration we plot in Fig. 8.7 the spectra for $U / t=0.5, U / t=3$ and $U / t=4$. Looking at the loss profile as a function of the coupling $U / t$, already the $k=4 \mathrm{CAE}$ is able to provide very good results for the anomaly detection. The very simple concrete selector is sufficient to automatically grasp the underlying features in the ES, which


Figure 8.6: Reconstructed eigenvalues by the third CAE model with $k=4$ for the 256 sites BH model as a function of $U / t$ (for the original spectrum see Fig. 8.3). The CAE was trained with configurations from the region $0 \leq$ $U / t \leq 1.5$ so much smaller than in the previous cases.
are very structured in the gapless phase and suggests to look at the most reasonable eigenvalues to derive all the others.


Figure 8.7: Reconstruction of the symmetry resolved ES for the 256 sites BH model with $k=3$ CAE for three values of the interaction strength: $U / t=$ 0.5 (left), $U / t=3$ (center), $U / t=4$ (right). The diamonds represent the reconstructed eigenvalues while the points are the original ones. The chosen sectors by the concrete selector are highlighted with the blue rectangles and are concretely related to the most important low-lying eigenvalues of the ES for the gapless phase. After the transition has occured at $U / t=4$, the CAE always reconstructs equidistant parabolas.

### 8.3 Conclusions

We have shown that the CAE represents a valuable tool for the sake of pursuing an automatic feature selection of the input features while performing an anomaly detection protocol to detect phase transitions. We employed the CAE to learn how to reconstruct the ES of the 256 sites BH model by automatically selecting the most important eigenvalues of the ES for the gapless phase and reconstructing all the others from them. The advantages of the CAE for the feature selection are mainly its generality and ease of use. We believe that the inclusion of the CAE in the GAN architecture studied in chapter 6 can be a very promising approach since it offers the added-value of interpretability. We aim at evaluating the performance of the CAE for other datasets and systems in the future. It can be of particular use in simplifying analyses involving very raw data with a large number of related quantities, especially when the characterization of the phases relying on such quantities chosen for the detection is not clear.

## Chapter 9

## Discussion and Conclusions

In this thesis, we provided a data-driven approach to the detection of quantum phase transitions. The goal of this study was twofold: to identify and to benchmark a machine learning protocol as a tool for discerning among different quantum phases with minimal prior knowledge about the system under investigation and, on the other hand, to explore some general quantities to be used as features for the machine learning model. Moreover, we wanted to address the problem of interpretability, which is an hot-topic in the artificial intelligence community, and aims at making the prediction of the model more transparent to the user.

Firstly, we propose the Entanglement Spectrum (ES) as a reliable quantity for machine-driven detection of the elusive Berezinskii-Kosterlitz-Thouless (BKT) transition in one-dimensional quantum systems. By utilizing a Generative Adversarial Network (GAN) trained on the spectra belonging to the gapless phase, we develop an anomaly detection scheme to effectively discern the changes in ES patterns when feeding the trained network with data from other phases. Applying the scheme to numerical data simulated with MPSs from various models including the XXZ spin chain, the Bose Hubbard model, and the twocomponent Bose Hubbard model, we obtain promising results and estimate critical points even from small system sizes' data. While our method is tested on ES, it can be applied to any representative quantity of the many-body state embedding some changes along the phase transitions, automatically providing a map of the phase diagram.

Secondly, we demonstrate the power of the probability density function (PDF)
of the bosonic occupation number in exploring the phase diagram of quantum many-body systems. The PDF, along with simple fits, serves as an accessible and informative intermediate quantity between the full ES and the number fluctuations. Our results for the extended Bose-Hubbard model align well with sophisticated traditional and machine learning analyses. We believe that the PDF combines the advantages of experimental accessibility and rich information about the full many-body state, making it suitable for automatic detection protocols. We also suggest the extension of this method to non-zero temperature regimes and systems beyond one dimension.

Lastly, we showcase the value of the Concrete Autoencoder (CAE) as a tool for feature selection in anomaly detection protocols for phase transitions. By using the CAE, we successfully reconstruct the ES of the 256 -site Bose-Hubbard model, automatically selecting the most significant eigenvalues for the gapless phase and reproducing the remaining ones. The CAE's generality and ease of use make it a promising addition to the GAN architecture explored for the anomaly detection scheme, providing interpretability alongside its functionality. Future work involves evaluating the CAE's performance on different datasets and systems, particularly for raw data with numerous related quantities and unclear phase characterizations.

## Appendix A

## Luttinger parameters

The low-energy behaviour of all the models considered in this thesis in the gapless phase can be effectively described by the Tomonaga-Luttinger liquid theory [77]. The latter theory is actually able to characterize the properties of any one-dimensional massless system by means of two phenomenological parameters, namely the Luttinger parameters $K$ and $u$, appearing in the hamiltonian:

$$
\begin{equation*}
H_{L L}=\frac{u}{2 \pi} \int\left[K\left(\partial_{x} \theta\right)^{2}+\frac{1}{K}\left(\partial_{x} \phi\right)^{2}\right] \mathrm{d} x \tag{A1}
\end{equation*}
$$

where the field $\phi$ encodes the long wave-length fluctuations around the average density of particles $\rho(x)=\rho_{0}+\frac{1}{\pi}\left(\partial_{x} \phi\right)$ and $\left(\partial_{x} \theta\right)=\Pi(x)$ is the canonically conjugate momentum of $\phi$. The two Luttinger parameters are computed by fitting the low-energy spectrum of the system and once they are fixed, all the properties of the system are determined. Moreover, all the asymptotic properties of the correlation functions can be exactly obtained as a function of those parameters within the theory. Clearly, due to such a universal effective description, also the bipartite entanglement properties are common to all the models responding to the theory. In particular, the entanglement entropy leading scaling for the infinite system is the one of a free bosonic CFT with a central charge of $c=1$ and the fluctuations exhibit the same specific scaling up to a prefactor depending on $K$ as extensively described in [123].

In the following we present the results of the fitting of the Luttinger parameters for the BH model and the two-component BH model. In the first case the value was extrapolated from the density fluctuations of a subsystem as the second moment of the PDF described in chapter 7. Thanks to the predicted values


Figure A1: Detection of the BKT transition by means of the second moment of the PDF distribution, i.e. the number fluctuations (see [124]). (left) the curves of the effective Luttinger parameter $K^{*}$ values for different sizes of the system as a function of $U(t=1$ and $V=0)$. The critical true value is expected at $K=2$ from the Luttinger theory (dotted black line). The gray regions stand for the single standard deviation confidence interval as from the estimates of literature summarized in Table 1 of [107]. (right) shows with diamonds the pseudo-critical values extracted from the crossing of the $K^{*}$ curves with $K=2$, as a function of the reciprocal of the log-size. With a linear fit (red dashed line) the extrapolation of $U_{C}$ to the thermodynamic limit is the intercept.
of $K$ at the transition point between the SF phase and the MI phase, we were able to compute the critical value $U_{C}$ of the interaction strength at which the BKT transition occurs. In particular, the determination of the critical point is done resorting to the expected Luttinger parameter $K=2$. The procedure is also experimentally realizable and is normally carried out via a fit of the fluctuations trend versus the ( $\log$ of) the bipartition length of the subsystem at fixed system size. In order to obtain the true value of $K$, one must perform an extrapolation to the thermodynamic limit, therefore considering different system's sizes.

We report the results of such analysis in Figure A1. On the left, the effective $K^{*}$ per size of the system is shown in the region of the BKT. We plotted as a guide-to-the-eye a gray shaded area representing the critical region as from the numerical studies listed in [107] and as gray dashed line the expected critical value of the Luttinger parameter $K=2$. We derive the values of the pseudocritical $U$ where the effective $K^{*}$ crosses with $K=2$ and we perform a fit against the inverse log of the system's size (see right plot of A1). Eventually we obtain the estimate of the critical coupling $U_{C}=3.36 \pm 0.01$ which is in perfect agreement with the results in the literature.

For the BH2S model, the Luttinger description in the 2SF phase for our system


Figure A2: The curves of the effective Luttinger parameter $K_{S}^{*}$ values for different sizes of the system as a function of $U_{A B} / U(U=10)$. The gray regions stands for the expected interval for the transition as predicted in Fig. 6.12.
corresponds to the Hamiltonian of two coupled Luttinger liquids. The Hamiltonian can be diagonalised by introducing the density $(D)$ and spin/polarisation $(S)$ channels:

$$
\begin{equation*}
H_{\mu=D / S}=\frac{u_{\mu}}{2 \pi} \int\left[K_{\mu}\left(\partial_{x} \phi_{\mu}\right)^{2}+\frac{1}{K_{\mu}}\left(\partial_{x} \theta_{\mu}\right)^{2}\right] \mathrm{d} x, \tag{A2}
\end{equation*}
$$

where $\phi_{D(S)}=\left(\phi_{A} \pm \phi_{B}\right) / \sqrt{2}$ and $\theta_{D(S)}=\left(\theta_{A} \pm \theta_{B}\right) / \sqrt{2}$ are the bosonic fields related to the fluctuations of the phase and the amplitude of the total density (spin) of the two coupled superfluids. There's an additional non-linear coupling between the densities of the two Luttinger liquids due to the inter-species interactions which can be perturbatively accounted for by a term proportional to $U_{A B} \cos \left(2 \sqrt{2} \theta_{S}\right)$. This term is irrelevant in the 2 SF phase and relevant in the PSF phase. As long as the Hamiltonian Eq. (A2) holds, an algebraic decay characterises the correlation functions (a.k.a. quasi-long-range order) of Eq. 5.5 with a precise dependence on the Luttinger parameters $K_{D}$ and $K_{S}$ :

$$
\begin{align*}
& G_{\alpha}(x) \propto|d|^{-\frac{1}{4 K_{D}}-\frac{1}{4 K_{S}}}, \\
& R_{D}(x) \propto|d|^{-\frac{1}{K_{D}}},  \tag{A3}\\
& R_{S}(x) \propto|d|^{-\frac{1}{K_{S}}} .
\end{align*}
$$

Here we expressed the algebraic decay in terms of the natural measure of the distances between sites on a ring geometry, i.e., the chord function [123]:

$$
\begin{equation*}
d(x / L)=\frac{L}{\pi} \sin \left(\frac{\pi x}{L}\right) \tag{A4}
\end{equation*}
$$

where $L$ is the number of sites and $x \in \mathbb{N}$ the linear distance between the sites. For very large rings the expression further simplifies according to the substitution $d \rightarrow x$. Since we are interested in the region between the 2SF phase and the PSF phase, we show in Figure A2 the results of the fit of the Luttinger parameter $K_{S}$ which is expected to jump to zero at the critical $U_{A B}$ for which the system enters the PSF phase. Since our systems are finite, $K_{S}^{*}$ exists in both the phases but the error in the fit becomes higher and higher after the critical coupling.
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