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Abstract

Since the first observation of a gravitational-wave (GW) in 2015, the LIGO and Virgo detectors
reported tens of astrophysical signals interpreted as mergers of compact objects. These obser-
vations provide invaluable tests of the General Relativity and open a new era of astronomy,
unveiling compact objects’ nature. The first chapter of the thesis recalls briefly the theoretical
fundaments of GWs and summarizes the path to their discovery.

GWs are observed with ground-based large scale interferometers. The second chapter de-
scribes these facilities, and overviews the main data analysis techniques that lead from the
interferometers outputs to the detection and the interpretation of GW events.

The focus of the thesis is the detection and the characterization of GW transients with
minimal assumptions on the GW sources. To identify astrophysical signals embedded in detector
noise, there are two main approaches: template-based and unmodelled searches. The firsts look
for GW signals with a time-frequency evolution consistent to the waveform models contained
in extensive template banks. Instead, unmodelled or burst searches do not assume a waveform
model, but look for excess of power that is coherent on multiple GW detectors.

Burst search are fundamental to observe GWs from various astrophysical sources, outlined in
the third chapter. Unmodelled searches observe GWs originated from the coalescence of compact
binaries, and might observe GWs that are expected by other sources such as supernovae, isolated
neutron stars, and cosmic strings. Burst searches also provide the reconstruction of the GW
waveform with minimal assumptions, and are able to identify discrepancies between theoretical
models and measured data, which may reveal new physics.

A well-known software for burst searches is Coherent WaveBurst (cWB), presented in the
fourth chapter. cWB identifies excess of power with respect to the detector noise that are
coherent in the GW detectors network. The data stream from each detector is transformed into
the time-frequency domain using wavelets, and the most energetic time-frequency regions are
selected. Then, a likelihood ratio statistic is maximized over all sky directions. cWB associates
to each candidate event a false alarm probability to distinguish between significant outliers and
detector noise. The significance is estimated using a background distribution build from time-
shifted data: the data of one detector are time-shifted with respect to the other detector(s),
so that the signals that are coherent cannot have an astrophysical origin by construction, but
they are due only to transient noise. A further step to increase the cWB search sensitivity is
implemented using a decision-tree learning classification algorithm.

Within this framework, the fifth, sixth and seventh chapters summarize the author’s original
contributions to this field:



• Search sensitivity of three-detectors network in burst searches
Having more detectors participating in the GW observations generally improves the source
localization and the characterization of the GW signals. The capability of burst searches
to distinguish between potential signals and transient noise depends on the orientation of
the detectors and on their relative sensitivities. In literature, the cWB search sensitivity
of the three-detectors network composed of the LIGO and Virgo detectors (HLV) is lower
than the one achieved using only LIGO detectors (HL). cWB uses likelihood regulators to
force the reconstruction of the GW component observed by the LIGO aligned detectors.
These regulators successfully reduce the false alarm rate of the HL coherent analysis, but
to make full use of a third, not-aligned detector, they should be relaxed.

The fifth chapter investigates the impact of the likelihood regulators in cWB for HLV
network, first in a simplified case assuming Gaussian noise only, and then in the data from
the third LIGO-Virgo-KAGRA observing run. Thanks to latest cWB enhancements and
relaxed likelihood regulators, we show that the HLV network reduces significantly the gap
w.r.t. HL, having a higher sensitivity for several waveforms tested on average over the sky
directions. Moreover, we investigate the use of the HLV network to test the consistency
between cWB unmodelled signal reconstruction and the GW waveform models.

• An autoencoder neural network integrated into GW burst searches to improve
the rejection of noise transients
GW data contains short-duration disturbances, called glitches, which can mimic astrophys-
ical signals. Mitigation of glitches is particularly difficult for unmodelled algorithm, such
as cWB, that do not use GW waveform models to filter the data, but are sensitive to the
widest possible range of morphologies.

Noise mitigation is a long-term effort in cWB, which led to the introduction of specific
estimators and a machine-learning based signal-noise classification algorithm. The sixth
chapter presents an autoencoder neural network, integrated into cWB, that learns transient
noise morphologies from GW time-series and it improves their rejection. An autoencoder
is an unsupervised learning neural network that compresses the input data into a lower
dimensional space, called latent space, and then re-constructs an output with the original
dimensions. Here, the autoencoder is trained on time-series belonging to a single glitch
family, known as blip, and the network learns that specific morphology.

The autoencoder improves cWB discrimination between blip-like glitches and potential GW
signals, reducing the background trigger at low frequencies. We inject in the LIGO detec-
tors’ data from the third Advanced LIGO-Virgo observing run a wide range of simulated
signals, and we evaluate the cWB search sensitivity including the autoencoder output in
the cWB ranking statistics. At a false alarm rate of one event per 50 years, the sensitivity
volume increases up to 30% for signal morphologies similar to blip glitches.

• Search for hyperbolic encounters between compact objects in the data from
the third LIGO-Virgo-KAGRA observing run
As GW detectors sensitivity increases, new astrophysical sources could emerge. Close
hyperbolic encounters (HE) are one such source class: scattering of stellar mass compact
objects is expected to manifest as GW burst signals in the frequency band of current
detectors. The seventh chapter presents the search for GWs from HE in the data from the
second-half of the third observing run using cWB. No significant event has been identified
in addition to known detections of GW events.
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We inject third Post-Newtonian order accurate HE waveforms with component masses be-
tween [2,100]M⊙. For the first time, we report the sensitivity volume achieved for such
sources, i.e. the portion of the Universe in which the proposed analysis would have detected
a HE signal with a certain significance, if any. The sensitivity volume peaks at 3.9±1.4×105

Mpc3year for compact objects with masses between [20, 40] M⊙, corresponding to a rate
density upper limit of 0.589±0.094 ×10−5Mpc−3year−1. Moreover, the sensitive volume
prospects for the next observing runs of current detectors are discussed.

All the result shown are based on the latest publicly available data from the third observing run
of the LIGO-Virgo-KAGRA collaboration.
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Chapter 1

Brief introduction to
gravitational-waves theory

Gravitational-waves (GW) are ripples of the gravitational field that can be generated by various
astrophysical sources. GWs propagates at the speed of light outward from their source. Their
existence was derived from Einstein’s General Relativity theory in the first decades of 1900. In the
50s, experiments to observe GW emission began to be designed, and in 2015 the first observation
of GWs from the merger of two black holes was announced by the LIGO-Virgo collaboration.
Section 1.1 recalls the main historical events that have marked this field of research.

The groundbreaking discovery opened the era of GW astronomy. To date, 90 GW events
have been published by the LIGO-Virgo-KAGRA (LVK) collaboration in GW catalog [1], and
ten of GW candidate events from the ongoing observing run have been publicly reported [2]. GW
observations provide an extraordinary amount of information on the compact objects’ nature,
on the formation of the early Universe, and enable to test General Relativity in strong regimes.

This chapter introduces GW theory. It aims to provide the basic notation of GW science
to a reader with knowledge in physics, but not in this specific field. Section 1.2 derives the
wave equations from the linearization of Einstein’s equations, and Section 1.3 outlines the main
astrophysical source of GWs, and shows examples of GW waveforms in simple cases.

1.1 The road to the discovery

This section presents the main historical events that lead to the groundbreaking discovery of
GWs, following mostly Ref. [3]. The history of gravitational-waves started with the formulation
of Einstein’s General Theory of Relativity (GR), published in 1915. GR unravels gravitation,
establishing a relationship between the geometry of the spacetime with the mass and the energy
within that spacetime. The core of the theory is expressed by Einstein’s equations (Eq. 1.1 in
the next section). These equations cannot be solved in full generality, and only specific solutions
assuming particular simplistic conditions are known. In the years following the publication of
GR, the idea to derive wave equations for the gravitational case similar to the electromagnetic
waves started to emerge. In 1922, Eddington published an article on the propagation of GWs,
deriving the existence of a type of wave travelling at the speed of light from Einstein’s equations.
For several years, Einstein itself was not convinced of the existence of GWs, suspecting that the
wave equations were only a mathematical artifact produced by a peculiar coordinate system.
With the help of Infeld, his student, and Robertson, who was asked to review an Einstein’s
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CHAPTER 1. BRIEF INTRODUCTION TO GRAVITATIONAL-WAVES THEORY

article, Einstein admitted an error in the calculations and became convinced of the existence of
GWs.

Next, the debate focused on whether GWs carry energy or not. It is not obvious to study
energy conservation in GR: the conservation of the energy means that the energy of a system
is a constant over time. In GR time is part of the coordinate system, and it depends on the
position. Locally the spacetime can always be considered flat, and there the energy is conserved.
Globally, the question is more complex. Within this debate, the work of Pirani was particularly
innovative: instead of investigating the source of GWs, he tackled the practical question of which
would be the effect of GWs on the medium. Pirani showed that a GW would move particles
back and forth as it passes though the matter. Pirani’s work was published in 1956 on a polish
journal [4], and unfortunately remained unknown for a long time.

The debate on GWs energy continued up to the Chapel Hill conference, in 1957, a turning
point event in the history of GWs. There, Feynman convinced most of the community that GWs
carry energy using the ’sticky bead’ thought experiment: a GW would shake back and forth a
bead on a stick, oriented transversely w.r.t. the direction of propagation of the wave, heating
both the bead and the stick. Among the audience, there was also Weber, who committed to
design an experiment to observe GWs on Earth.

Weber considered different experimental set-ups. In the 60s, he started the design and con-
struction of cylindrical bars that would act as antenna of GWs [5]. The bars had dimensions
of about 70cm in diameter and 150cm in length, were made in aluminium, and suspended to
mitigate terrestrial vibrations. The passage of a GW would stimulate the resonant modes of the
bars. Several piezoelectric sensors were placed on the surface of the bar to measure its vibrations:
these sensors would enable to detect a GW as an electrical signal. Weber built two bars and
placed them 950km away. An astrophysical event would produce signals with similar characteris-
tics in both bars, while signals observed only in a single antenna would suggest a local terrestrial
origin. The idea of using the coherence among multiple detectors to distinguish astrophysical
signals from instrumental and environmental noise is adopted still nowadays.

In 1969, Weber announced the discovery of GWs [6]: he claimed the detection of several signals
originated from the centre of our galaxy. The results were not convincing from a theoretical
perspective: the amount of energy released in form of GWs, according to Weber’s findings,
implied that a huge amount of stellar mass was converted in GWs. Such a rapid decrease of
the mass of the galaxy would have dispersed the galaxy long ago. Moreover, in the following
years several groups realized independently resonant bars, similar to Weber’s one, to validate its
results and no groups observed GWs. A certain pessimism around the field started growing.

The scepticism blow away in 1974 thanks to the discovery of the Hulse - Taylor binary pulsar
[7]. A pulsar is a rapidly rotating neutron star emitting periodic electromagnetic flashes. Hulse
and Taylor recorded the radio emissions from a pulsar, and realized that there was a systematic
variation in its pulses: the pulsar’s period was about 60 milliseconds, but sometimes it occurred
before than expected and sometimes after, with a period of variations of about 7.7 hours. This
behaviour is explained if the pulsar is part of a binary system with another astrophysical object.
The binary system observed by Hulse and Taylor is composed of a neutron star and a pulsar,
orbiting around their center of mass. The timescale of the variability of the pulses indicates
the period of the binary. Most importantly, Hulse and Taylor realized that the orbital period
was decreasing over the years, and the decaying rate was consistent with the emission of GWs
according to GR. This observation constituted the first indirect observation of GWs, and was
awarded with the Nobel Prize in 1993.

The discovery of the binary pulsar confirmed the correctness of GR, and boosted the search
for a direct observation. A different experiment to observe GWs emerged: large-scale Michelson
interferometers. Such systems enable high precision measurements of variations of the optical

2



1.1. THE ROAD TO THE DISCOVERY

path of a laser. As shown in Section 2.1, the effect of a GW is to shake the interferometer’s
suspended optics, modifying the optical path between them. The idea of using interferometry to
detect GWs had several precursors. In the 70s, several scientists among which Forward, Weiss,
and Drever started the construction of the first prototypes. These instruments were of the order
of meters long. In particular, the German group at Garching, together with the Glasgow group,
realized a 30m long prototype and asked funding for building a 3km facility. As explained in
the Section 2.1, the longer the interferometer’s, the more sensitive to GWs. Unfortunately,
the proposal was not funded completely, and they decided to build a shorter detector 600m
long, known today as GEO 600 [8]. Its construction begun in 1995, and it was operational in
2001. Over the years, GEO 600 has allowed to acquire experience with the operations of such
instruments, and has tested several technologies.

GW interferometers are complex instruments, and the size and the accuracy needed to ob-
serve GWs, required the building up of large collaborations. In 1975 Weiss, who was building
an interferometer prototype at MIT, met the theoretical physics Thorne which envisioned to
build a GW interferometer at Caltech. After some years, the two institutions joined the efforts,
and proposed the ’Laser Interferometer Gravitational-wave Observatory’, known as LIGO [9].
The project consisted of two 4km long interferometers located in Hanford (Washington) and in
Livingston (Louisiana), it was funded in 1988, and the construction was completed in 1997. In
2002 LIGO started taking data.

In the 80s, also the Italian and French GW communities started the design of a 3km in-
terferometer, Virgo [10], named from the stellar cluster that would have been observable with
the detector. Virgo is located in the countryside near Pisa, in Italy. The construction started
in 1996, and in 2007 Virgo joined LIGO in a collaboration to search for GWs. The frequency
bandwidth of ground-based detectors ∼km long is between 20Hz to 4000Hz.

In the following years, the expectations and the pressure for the discovery of GWs were
growing. In 2010 the LIGO and the Virgo collaboration did a stress-test to verify their detection
capabilities: a strong signal was injected in the data of both LIGO detectors. The signal was
found consistent with a GW originated from the coalescence of a black hole and a neutron star.
The signal seems to come from the constellation Canis Major, so that in the community it is
referred to as the ’Big Dog’ event. Few people knew that the signal had not an astrophysical
origin, but was just a test: the collaboration proceeded as if it was real and prepared a scientific
publication to report the discovery. At the end, it was revealed that the signal was just an
injection. For sure, it was disappointing for several scientists, but the collaboration proven to be
ready to detect GWs!

The long sought discovery occurred in 2015: on September 14, a signal was recorded in the
LIGO detectors [11]. The signal, referred to as GW150914, was consistent with the emission of
a GW from the coalescence of two black holes of masses 36+5

−4M⊙ and 29+4
−4M⊙ at a luminosity

distance of 410+160
−180 Mpc. About an energy of 3+0.5

−0.5M⊙c
2 were released in form of GWs. Fig. 1.1

shows the signals observed in the two LIGO sites and the comparison with the GW waveforms
model. The first algorithm that detected the signal embedded in the detector noise was Coherent
WaveBurst [12], discussed in great detail in Chapter 4 and used to produce most of the results
presented in this thesis. The discovery of GWs was announced on 11 February 2016, and it was
awarded with the Nobel Prize to Barish, Weiss and Thorne in 2017.

Since 2015, there have been three periods of data taking, called observing runs, spaced out
with periods in which the detectors’ sensitivities are improved. The fourth observing run is
ongoing at the time of writing this thesis. In addition, a new detector, KAGRA [13], has joined
the network of detectors. KAGRA is located in Toyama, Japan, in a cave under a mountain.
It is the first GW interferometer working at cryogenic temperatures to reduce the noise due to
thermal fluctuations.
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CHAPTER 1. BRIEF INTRODUCTION TO GRAVITATIONAL-WAVES THEORY

Figure 1.1: The first GW event observed by LIGO Hanford (left column) and LIGO Livingston
(right column) detectors. The first row shows the measured data, the central row compares the
signals reconstructed with the GW waveforms computed modelling the coalescence of two black
holes with a numerical relativity method (red). The residual after subtracting the numerical
relativity method from the measured data are presented. The last row shows the measured data
in the time-frequency domain: in this representation, it is evident the ’chirp’ structure expected
by the coalescence of compact binaries [11].

To date, tens of GW events have been reported by the LVK collaboration [1]. The observed
events are consistent with the emission of GWs from the coalescence of binary systems composed
of two black holes (BBH), two neutron stars (BNS), or a black hole and a neutron star (NSBH).
A GW event that is worth mentioning in this introduction is GW170817 [14]: it is consistent with
the coalescence of two neutron stars, and an electromagnetic counterpart was observed in several
bands, from gamma-ray to radio, opening the era of multi-messenger astronomy with GWs. GW
observations provide an important amount of information on compact objects’ nature and allow
testing GR in strong regime with unrivalled accuracy [15]. In addition, the increasing number of
detections is opening the road to the investigation of the population of compact objects, and to
the identification of the astrophysical formation channels of such systems [16].

GW astronomy has just begun: in the next decades, new generation of detectors will lead to
many more observations and would allow the exploration of bigger portion of the Universe. The
interferometer LIGO India [17] will join the detector network. The design of third-generation
ground-based interferometers is planned in Europe, Einstein Telescope [18], and in the US,
Cosmic Explorer [19], which should start to take data around 2035. In addition, the LISA
mission [20], made of a constellation of three satellites millions of kilometres away from each
other, will allow the detection of low frequency GWs from space.
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1.2. LINEARIZATION OF THE EINSTEIN’S EQUATIONS

1.2 Linearization of the Einstein’s equations

The Einstein’s equations are the fundamentals of GR, describing the relationship between the
geometry of the spacetime, represented by the generic metric gµν , and the mass and the energy of
the system, contained in the stress-energy tensor Tµν . The Einstein’s equations are ten non-linear
partial differential equations:

Rµν − 1

2
gµνR =

8πG

c4
Tµν (1.1)

where Rµν and R are the Ricci tensor and the scalar curvature, that depends on the first and the
second derivative of the metric gµν . For weak gravitational fields, the metric can be expanded
around the flat-space metric ηµν and small fluctuations hµν as:

gµν = ηµν + hµν , where |hµν | ≪ 1 (1.2)

The presence of GWs emerges linearizing the Einstein’s equations to the first order w.r.t. hµν .
When substituting Eq. 1.2 in the Einstein’s’s equations, it is useful to define h̄µν = hµν−1/2ηµνh,
where h = ηµνhµν . In addition, similarly to the electromagnetic case, the gauge invariance can
be used to set ∂µh̄µν = 0. From the linearization, the wave equation is obtained as:

□h̄µν = −16πG

c4
Tµν (1.3)

where □ = −(1/c2)∂20 + ∇2. A complete explanation can be found in the first chapter of Ref.
[21]. The tensor Tµν generates the waves in hµν , i.e. the GWs. The matrix hµν is symmetric,
so it has 10 independent components. The gauge invariance ∂µh̄µν = 0 reduces the number of
independent components to 6.

Eq. 1.3 is the starting point to compute the generation of GWs in the linearized approxima-
tion. Outside the source of GWs, Tµν = 0. There, the residual gauge freedom reduces further
the independent components of hµν to 2. This is known as the traverse-traceless (TT) gauge for
which:

h00 = 0 , h0i = 0 , ∂ih
ij = 0 , hii = 0 (1.4)

From the equations above, the only non-zero components of hTT
ij are in the plane transverse to

the direction of the propagation n̂. Choosing n̂ along the z axis for simplicity, a solution of Eq.
1.3 outside the source in the TT gauge is:

hTT
ij (t, z) =

h+ h× 0
h× −h+ 0
0 0 0


ij

cos(w(t− z/c)) (1.5)

where h+ and h× are the ’plus’ and ’cross’ polarizations of the wave: a rotation of π/4 around
the propagation axis transforms one polarization into the other. The TT gauge is particularly
useful because GWs have a simple form, as in Eq. 1.5. Physically, in the TT gauge an object at
rest before the passage of a GW, remains at rest, while its coordinates stretch. Hence, an object
at rest does not change coordinates (see Section 1.3.3 in Ref. [21] for a complete proof).

Given a plane wave hkl propagating outside the source in a generic direction n̂, the solution
is transformed into the TT gauge as:

hTT
ij = Λij,klhkl (1.6)

where Λij,kl is a projector defined as:

Λij,kl = PikPjl −
1

2
PijPkl, where Pij(n̂) = δij − ninj (1.7)
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CHAPTER 1. BRIEF INTRODUCTION TO GRAVITATIONAL-WAVES THEORY

It is useful to show an example of a GW generated by a generic source in a simple case, including
the tensor Tµν (from Section 3.3 in Ref. [21]). The solution of Eq. 1.3, using Green’s function,
is

h̄µν(t,x) = − 4G

rc4

∫
d3x′Tµν(t−

r

c
+

x′ · n̂
c

,x′) (1.8)

where the energy-momentum tensor is evaluated at the retarded time t− r/c. In the TT gauge,
using the transformation in Eq. 1.7, the equation above becomes:

h̄TT
ij (t,x) = −1

r

4G

c4
Λij,kl(n̂)

∫
d3x′Tkl(t−

r

c
+

x′ · n̂
c

,x′) (1.9)

The wave amplitude decrease linearly with the distance from the source r. For a non-relativistic
source, the solution of the wave equation (Eq. 1.9) can be expanded in series of v/c. The leading
term of the expansion is:

hTT
ij (t,x) =

1

r

2G

c4
Λij,kl(n̂)

d2

dt2
Qkl(t− r/c), (1.10)

where Qkl is the quadrupole moment:

Qkl =

∫
d3x(xkxl − 1/3r2δkl)

T 00

c2
(1.11)

at lowest order in v/c, T 00/c2 corresponds to the source mass density. Eq. 1.10 is referred to
as the quadrupole radiation, and shows that GWs are primarily originated by the variations in
time of the quadrupole moment.

To conclude this section, the energy carried by GW is briefly mentioned. Within the linear
approximation, the energy carried by a GW is null because the TT gauge fixes ∂µh̄µν = 0, so
from Eq. 1.3 ∂µTµν = 0. To study the energy carried out by GWs, it is necessary to go beyond
the first linear approximation, considering the quadratic order of the metric fluctuations hµν .
The energy flux carried by a GW through a surface element dA is (see Section 1.4 in Ref. [21])
is:

dE

dAdt
=

c3

32πG
⟨ḣTT

ij ḣTT
ij ⟩ = c3

16πG
⟨ḣ2+ + ḣ2×⟩ (1.12)

The GW luminosity is computed substituting the waveform expression (as Eq. 1.9) in the above
equation.

1.3 Overview of gravitational-waves sources

This section overviews the main astrophysical sources that emit, or are expected to emit, GWs.
The GW emissions can be divided in three main categories: transients GWs, continuous GWs,
and the stochastic background of GWs.

1.3.1 Transient gravitational-waves

Transient GWs refer to signals with a typical duration of the order of seconds or less, extending
up to the order of hours in certain cases, in which a large amount of GW energy is released.
Short-duration GWs are produced from the coalescence of compact binaries (CBC), as in the
case of the first GW observation showed in Fig. 1.1, and the other GW events reported by the
LVK collaboration. Transient GWs are also expected from supernovae, isolated neutron stars
undergoing a rearrangement of their structure, and cosmic strings.
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1.3. OVERVIEW OF GRAVITATIONAL-WAVES SOURCES

Next, the GW emission from CBC is introduced briefly, while the other sources of GW
transients will be discussed in more detail in Chapter 3.

Compact binary systems involve two compact objects, black holes (BH) and/or neutron stars
(NS), that orbit around each other. During the inspiral phase, the orbital period decreases due
to emission of GWs (as observed by Hulse and Taylor). To compensate the loss of energy caused
by GW emission, the radius r of the orbit decreases. According to Kepler’s law, the frequency of
the orbit is proportional to M/r, where M is the mass of the system. The frequency of the GWs
is twice the frequency of the orbit, and it increases as r decreases. The radiated power in form
of GWs is correlated with the frequency of the signal, and it increases over time as well. This
runaway process proceeds until the objects are too close and merge, releasing a huge amount of
energy in the form of GWs with a characteristic chirp signature in the time-frequency domain,
as shown in Fig. 1.1. In the case of the first direct GW observation, GW150914 [11], the total
amount of energy released in form of GWs is 3±0.05M⊙c

2, and considering the inferred distance
(∼ 400Mpc) the estimated peak luminosity is of the order of ∼ 1056erg s−1. For comparison, the
ultra luminous GRB110918A reached a peak isotropic-equivalent luminosity of 1054 erg s−1 [22].
The remnant of the coalescence is a compact object.

The totality of the GW events observed so far originated from such systems [1, 23, 24]. GWs
are released during the whole inspiral phase, but at large orbit the GW amplitude is low and
the GW frequency is below the frequency band of current ground-based detectors. LIGO and
Virgo, which operate in the frequency range between ∼20Hz up to ∼4000 Hz, catch only the
latest cycles of the inspiral of BBH with component masses of about ∼ 50M⊙. The coalescence
of BNS, instead, occurs at higher frequencies and several cycles of the inspiral can be observed
[14].

In a simple case, the two compact objects with masses m1 and m2 form a binary system with
reduced mass µ, and the coordinate in the center of mass frame follows a circular orbit. Fixing the
coordinate frame in the (x, y) plane, the coordinate of the center of mass are x0(t) = Rcos(ωst)
and y0(t) = Rsin(ωst), with R the radius of the orbit and ωs the radial frequency. Within the
linear approximation [21], the quadrupole moment (Eq. 1.11) is:

Qij(t) = µ(xi0(t)x
j
0(t)− 1/3R2(t)δij) (1.13)

In this simple case, in the source frame:

Q11 = µ(R2 cos2(ωst)− 1/3r2)

Q22 = µ(R2 cos2(ωst)− 1/3r2)

Q12 = Q21 = µ(R2 cos(ωst) sin(ωst)− 1/3r2)

Qi3 = 0

(1.14)

The GW waveforms h+ and h× are computed from the time derivatives of the equations above,
and moving to the observer frame:

h+(t) =
1

r

4Gµω2
sR

2

c4

(
1 + cos2 (i)

2

)
cos (2ωst) (1.15)

h×(t) =
1

r

4Gµω2
sR

2

c4
cos (i) sin (2ωst) (1.16)

where i is the orbit inclination w.r.t. the line of sight (see a complete description in problem
3.2 in Ref. [21]). When the orbit is face-on (i = 0), h+ and h× differ by a 90° phase shift in
phase and the radiation is circularly polarized. When the orbit is edge-on (i = π/2) h× = 0,
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CHAPTER 1. BRIEF INTRODUCTION TO GRAVITATIONAL-WAVES THEORY

and the GWs are linearly polarized. Intermediate values of i lead to an elliptical polarization.
An important field of research is the modelling of CBC and the corresponding GW emission.
Accurate waveform models are crucial to detect these signals and infer the physical parameter
of the sources, as described in Sec. 2.2.

1.3.2 Continuous waves

Continuous GWs are persistent emissions expected from asymmetric rotating bodies, that have
a time-varying quadrupole moment. The inertia tensor Iij of the body is:

Iij = −
∫

d3xρ(x)(R2δij − xixj) (1.17)

with ρ the mass density and R the radius of the object. The h+ and h× polarizations are
computed from the quadrupole moment (Eq. 1.10) that at lowest order in v/c is equal to Iij :

Qij = −Iij + constants (1.18)

In the body frame, Iij is diagonal. The GW waveform depends on the second time derivative of
Qij , so the constants in the equation above can be neglected. In the simple case of a rigid body
with coordinates of the body frame denoted by (x1, x2, x3), rotating about one of its principal
axis (x3), the GW polarizations are (from Section 4.2. in Ref. [21]):

h+ =
1

r

4Gω2
s

c4

(
I11 − I22

)
(1 + cos i)

2
cos (2ωst) (1.19)

h× =
1

r

4Gω2
s

c4

(
I11 − I22

)
cos i sin (2ωst) (1.20)

where i is the angle between the line-of-sight of the observer and the direction of the spin of
the body. The equations above show that the frequency of the GW signal is twice the rotating
frequency of the body ωs. The GWs are emitted only if the quadrupole moment varies over
time: in this simple case, this condition is equivalent to having the moment of inertia I11 and
I22 different. Searches for continuous waves with current ground-based detectors target specific
pulsars whose ωs and sky position are known from the electromagnetic observations, and also look
for generic all-sky all-frequency GW emissions. So far, no continuous GWs have been reported,
yielding tight constraint on the equatorial ellipticity (∝ I11−I22). Recent results on the searches
for continuous GWs can be found in Ref. [25–33].

1.3.3 Gravitational-waves stochastic background

The GW stochastic background refers to a stationary GW emission that permeates the Uni-
verse. The stochastic GW background consists of two different contributions: an astrophysical
background and a cosmological one. The first originates from the superposition of several GW
sources, such as transients and continuous GWs, that are not resolved individually.

The cosmological GW background is expected to originate for the early Universe. Similarly
to the neutrino or the cosmic microwave background that are originated from neutrinos and pho-
tons decoupling, GW cosmological background is expected from the gravitons decoupling. Such
emission should retain crucial information on gravitons’ nature. The cosmological background is
expected to be isotropic, stationary and unpolarized. Recent results on the search for stochastic
GW background can be found in Ref. [34, 35].
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Chapter 2

Gravitational-waves observations

This chapter overviews the current status of GW science, introducing the experimental set-up
used to detect GWs, and presenting the main data analysis strategies employed in this domain.

GWs are detected by a network of ground-based interferometers. The sensitivity necessary to
observe GWs required the construction of kilometres scale detectors, whose design and operations
are complex. The key concepts of GW interferometers are presented in Section 2.1.

The detectors outputs are analysed to identify GWs among instrumental and environmental
noise. Once a candidate event has been identified, the physical features of the astrophysical
sources are inferred exploiting some generic or specific model of the emission, examples include
the source’s position and intrinsic source properties such as the masses and the spins. The data
analysis workflow, that starts from the detector output up to the publication of GW transients
catalogs, is presented in Section 2.2.

The treatment of these topics is clearly not exhaustive, but aims to explain the main figure
of merits that are encountered in GW astronomy.

2.1 Gravitational-wave experiment

Since their discovery in 2015, GWs are observed with ground-based interferometers. This section
introduces the design of Michelson interferometers (Sec. 2.1.1), and explains how this technique
is used to detect GWs (Sec. 2.1.2). The response of ground-based interferometers to GWs
depends on the sky localization of the astrophysical sources (Sec. 2.1.3). The principal noise
sources that limit the sensitivity to GWs are overviewed in Section 2.1.4 and Section 2.1.5. More
details can be found in Ref. [21].

2.1.1 Michelson interferometers

GWs are observed with interferometers. The design is essentially that of a Michelson interferom-
eter, whose primary elements are the following: I) a coherent light beam, II) a beam splitter that
splits the input light in two perpendicular components with equal amplitudes, III) mirrors that
act as inertial test masses and define two orthogonal arms of about the same optical length L,
and IV) a photodetector that senses the interference between recombined beams at the output
of the beam splitter. A scheme of the Virgo detector is reported in Fig. 2.1. The electric field of
the input laser is typically written using a complex notation as:

E(t,x) = E0e
−iωLt+ikL·x (2.1)
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CHAPTER 2. GRAVITATIONAL-WAVES OBSERVATIONS

where ωL is the laser frequency, and kL the wave number. We can assume the interferometer’s
arms are oriented along the x and y axis, with optical length Lx and Ly, respectively. The
electric field at the detector output Eout is the sum of the field travelling in the two arms, so
that the power measured at the interferometer output is:

P = |Eout|2 = E2
0 sin

2[kL(Lx − Ly)] (2.2)

A differential variation of the arms length results in a variation of the power at the detector
output. Thus, a Michelson interferometer enables to measure accurately small variations of the
optical path of the light beam.

2.1.2 Effects of gravitational-waves

The effect of GWs on matter can be described in two frames: the proper detector frame and the
TT gauge, introduced in the Section 1.2.

In the proper detector frame, the coordinates of the test masses are measured with a rigid
ruler from an origin, typically located at the beam splitter. The effect of GWs is to shake the test
masses with a different phase. Hence, the effect of GWs is a variation of the interferometer’s arms
that results in a variation of light intensity at the detector output (Eq. 2.2). The description
within the proper detector frame is intuitive, but it is valid only under certain simple conditions.

Instead, in the TT gauge the coordinates are defined by the positions of the free-falling
objects. The mirrors at the end of each arm are suspended, so that they can be considered
free-falling in the horizontal plane. When a GW passes, the coordinates of the test masses
do not change, but instead it is the coordinate system that is waving. The GW changes the
propagation of light between the test masses, inducing a phase difference ∆ϕ(t) in the beams
of the interferometer that is proportional to the GW amplitude h. Considering a GW plane
wave propagating orthogonally w.r.t. the plane defined by the arms of the detectors, the phase
difference can be written as:

∆ϕ(t) ≃ h(t− L/c)kL (2.3)

The phase shift can be seen also as a differential variation of the optical lengths:

Lx − Ly

L
≃ h(t− L/c) (2.4)

Hence, GWs induce a variation of Lx−Ly that results as a variation of light power at the output
of the interferometer.

Eq. 2.4 indicates that, given a GW of amplitude h, the longer the optical length, the larger
the displacement of the mirrors. This motivates the need of kilometre-long interferometers. In
addition, Fabry-Perot cavities, mentioned in Fig. 2.1, significantly increase the interferometers’
optical lengths. L sets also the wavelength of the GW λGW that can be observed: if h(t) changes
sign too many times during the beam travel time in the arms, the overall effect is cancelled
out. Thus, the interferometers can detect GWs as long as λGW ≳ L. The typical light travel
time inside the interferometers’ arms is of the order of a few ms, which upper limits the spectral
sensitivity of current detectors in the kHz range. Instead, the lower frequency corner is about
20Hz, as discussed in Section 2.1.4.

Another aspect that is important to mention is that GW interferometers are locked in the
dark fringe: Lx and Ly are set so that when the beams recombine after the beam splitter, they
are in destructive interference, and the light intensity measured at the output is very weak. The
passage of a GW modifies the light path of the beams, and modulates the output light intensity.
The almost equal optical arm lengths reduce common mode noise, such as the input power
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2.1. GRAVITATIONAL-WAVE EXPERIMENT

fluctuations. Moreover, the dark fringe condition makes possible an interference measurement
with almost unitary detection efficiency of photons, which allows reaching quantum noise limited
sensitivities. GW interferometers are complex instruments. This section presented only the basic
concepts, additional key elements that improve significantly the sensitivity to GWs are shown
and briefly described in the caption of Fig. 2.1.

2.1.3 Directional sensitivity

This section discusses how the response of a GW interferometer depends on the sky localization
of the astrophysical sources. The detector output is a time-series containing information on the
GW polarizations h+,×, and on the source position thought the polar angle θ and azimuthal
angle ϕ. Fig. 2.2 shows a scheme of the coordinates. The amplitude of the GWs projected in
the detector basis is:

h(t) = h+(t)F+(θ, ϕ) + h×(t)F×(θ, ϕ) (2.5)

where F+ and F× are the antenna responses, or antenna patterns, to the plus and cross polar-
izations. From geometrical considerations [21]:

F+(θ, ϕ) =
1

2
(1 + cos2 θ) cos 2ϕ

F×(θ, ϕ) = cos θ sin 2ϕ
(2.6)

F+ and F× are between [0,1]. GW interferometers have a broad directional sensitivity, but also
have blind spots, i.e. sky positions from which a potential GW signal would not be observed. For
example, a GW with only plus polarization (h× = 0) coming from ϕ = π/4, has h(t) = 0. In this
case, the GW produces the same shift simultaneously in Lx and Ly, so there is no differential
variation. The sky coverage can be increased observing with multiple GW interferometers with
different orientations, i.e. different antenna patterns [37].

Currently, the network of ground-based GW detectors includes LIGO Livingston in Louisiana
(USA), LIGO Hanford in Washington (USA), Virgo in Pisa (Italy), and KAGRA in Toyama
(Japan). A large network of detectors generally improves the capability to detect and characterize
GW signals [37]. More detectors increase the sky coverage, and allow observing more than
one GW polarization. In addition, multiple detectors are crucial to reject instrumental and
environmental noise that occur in a single detector, and that can be confused with GWs. The
performance of large GW networks will be discussed extensively in Chapter 3.

2.1.4 Main noise sources

As described above, the interferometer output consists of variations of the light intensity, sensed
by a photodiode. The light intensity is converted into a digital signal s(t),referred to as GW
strain, that is a combination of instrumental and environmental noise n(t) and a potential GW
signal h(t):

s(t) = n(t) + h(t) (2.7)

Section 2.2.2 will present the techniques used to distinguish h(t) from n(t). Here, the main noise
sources that contribute to n(t) are presented.

The sensitivity of GW interferometers is typically expressed in terms of noise amplitude
spectral density (ASD). To define the ASD, the detector noise is assumed to be a zero-mean
stationary stochastic process. The noise n(t) is described by a probability distribution p(n(t))
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Figure 2.1: Simplified schematic of the Virgo interferometer (Courtesy of the Virgo collabora-
tion). The test masses are indicated as ”West End mirror” and ”North End mirror”. Next, the
main optical subsystems are represented.
More details can be found in Ref. [10, 21].
Fabry-Perot cavities are present in the two arms. Each cavity consists of two mirrors, the
test mass and an additional input mirror, located 3km away. The light in the cavity bounces
back and forth several times. When the cavity is in resonance, i.e. the beams inside interfere
constructively, the electric field is intense and the cavity is extremely sensitive to variation of its
length. Given a GW amplitude h, Fabry-Perot cavities increase the phase variation (Eq. 2.3)
by a factor of ∼ 500.
Power recycling mirror is placed between the laser and the beam splitter. As the interferom-
eter is locked in the dark fringe, the power that circulates in the arms goes back into the laser.
The power recycling mirror reflects the light into the interferometer, increasing the circulating
power by a factor ∼ 100, improving in turn the sensitivity to GWs (Section 2.1.4).
Signal recycling mirror is placed between the beam splitter and the photodetector. Depend-
ing on its configuration, it improves the sensitivity to GWs at specific frequencies, or it enlarges
the interferometer bandwidth.
Input mode cleaner is a triangular cavity located after the laser, that removes the high order
modes of the input light. A beam with finite transverse extension can be treated as a Gaussian
beam plus higher order modes. These last are not in resonance in the Fabry-Perot cavities, and
decrease the sensitivity to GWs.
Output mode cleaner similarly to the input model cleaner, it filters out the higher order
modes of the output beam. Even if the beam after the input mode cleaner contains only the
Gaussian modes, optics misalignment and imperfections generate additional high order modes.
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Figure 2.2: Scheme of the coordinates used to derive the antenna responses in Eq. 2.6. The
interferometer arms are along the x and y axis, the beam splitter is at the origin and the test
masses are indicated by white cubes. The position of the GW source is specified by the polar
angle θ and the azimuthal angle ϕ [36].

[38]:

p(n) = N exp

−1

2

∑
i,j

(ni − µ)(nj − µ)C−1
ij

 (2.8)

where µ is the mean and Cij is the covariance computed at samples i, j. For stationary noise,
Cij depends only on the lag |i − j|. Transforming to the Fourier domain where i, j indicate to
frequencies fi, fj , the stationary noise has a diagonal covariance matrix Cij = δijSn(fi) that

defines the power spectral density (PSD). The noise ASD is simply
√
Sn(fi), and has dimension

Hz−1/2. Sn(f) is measured from the data using Welch’s method [38]: the time-series s(t) is
divided into overlapping segments and windowed. Then for each segment, the Fourier transform
is performed, and the square magnitudes are averaged.

Fig. 2.3 presents the ASD for Advanced Virgo at the beginning of the third observing run
(O3), and the various contributions to the noise budget. The frequency bandwidth of current
GW detectors is between 20Hz and 4000Hz. The best sensitivity is achieved for frequencies
around ∼ 100 Hz, which is where the observed BBH mergers signals stand. The main noise
sources are:

• Quantum noise consists of two contributions: shot noise and radiation pressure. The first
is due to the fluctuations of the number of photons that arrive at the photodetector. Shot
noise limits the interferometers’ sensitivity at high frequencies. The more photons arrive,
the lower the relative error on their number. Hence, shot noise is mitigated increasing the
light power circulating in the interferometers arms.

The second contribution arises from radiation pressure, i.e. the pressure exerted by the
photons on the mirrors. The fluctuations of the number of photons on the mirrors result
into a white stochastic force that shakes the mirrors. The resulting displacement of the
mirrors has a red spectrum. The more the laser power, the stronger this spurious force.

Radiation pressure and shot noise depend on the laser power proportionally and inversely
proportionally. This effect, referred to as quantum noise, is a manifestation of the uncer-
tainty principle: GW detectors use photons to measure the position of an object. At the
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same time, the photons give a non-determinist recoil to the object, and the recoils affect
the measure itself.

Quantum noise seems to constitute a fundamental limit to GW detector sensitivity. How-
ever, current detectors go beyond the quantum noise injecting squeezed states at the de-
tector output [39–41]. Squeezed states are states of the light in which the uncertainty in
one of the two quadratures (in-phase and quadrature phase) is decreased, while the other
is increased, always satisfying the Heisenberg uncertainty principle. More details can be
found in Ref. [42].

• Seismic noise Earth’s ground vibrates continuously, shaking the test masses. These
fluctuations mimic the effect of GWs. To mitigate this noise, in Virgo, the test masses have
a specific passive-active attenuator system, composed of a 6m long inverted pendulum, and
several stages of suspensions [42]. The attenuation factor is proportional to (f0/f)

2 for
frequencies f ≫ f0. The resonant frequency f0 is ∼ 0.6Hz. The other optics are suspended
as well.

• Thermal noise LIGO and Virgo detectors operate at ambient temperature, so their mir-
rors and suspensions experience Brownian motion [43]. The thermal noise affects the
properties of the mirrors coatings, induces fluctuations on the suspensions, and on the test
masses, contributing significantly to the total detector noise. In addition, the fluctuations
of the normal modes of the suspensions wires cause a set of spikes at specific frequencies, as
shown in Fig. 2.3. To reduce the impact of this noise source, KAGRA detector is operating
at cryogenic temperature.

• Newtonian noise Variations in the density of the atmosphere and of the ground lead to
fluctuations in the Newtonian gravitational force that acts on the test masses. This noise
contribution can be measured with arrays of seismometers, and eventually subtracted from
the detector output [44]. Future generation detectors will operate underground to reduce
the impact of this noise.

2.1.5 Short-duration transient noise

One of the major challenges for both detector and data-analysis experts is represented by short-
duration disturbances, called glitches, which occur with both high amplitude and high rate.
During the third observing run, the median rate of glitches with signal-to-noise ratio (SNR)
>6.5 was ∼ 0.3min−1 in LIGO Hanford, ∼ 1min−1 in LIGO Livingston and 0.8min−1 in Virgo
[1, 23]. Such noise can mimic GW transients, increasing the false alarm rate of GW searches.
Moreover, if the transient noise overlaps with astrophysical signals, it might reduce the search
sensitivity [45], affect the estimation of the properties of the source [46], their sky localization
[47], and the studies performed to test the validity of General Relativity [48].
Glitches are due to the instrument itself and by its interaction with the environment [49, 50].
The ideal strategy to reduce their occurrence is to identify their origin and solve the causes
[51]. Thousands of auxiliary channels, i.e. sensors used to monitor the state of the instruments
and the environment such as microphones, seismometers [52], are acquired to understand the
correlations between the detector state and the detector output. A funny example is the case
of Raven glitches: in 2016 some glitches turned out to be associated with signals recorded by a
microphone located in the surroundings of the LIGO Hanford detector. The strokes were due
to a couple of ravens picking on the ice that covered the cooling system. An adjustment in the
set-up prevented the ice build up, and simply solved the cause of some glitches!

14



2.2. DATA ANALYSIS TECHNIQUES

Figure 2.3: Sensitivity of Advanced Virgo, in terms of noise ASD, at the beginning of the third
observing run in black thin line. Anticipated best sensitivity for Advanced Virgo (Phase I) in
black bold line. The contributions of the main sources of noise are highlighted in colours [42].

If it is not possible to identify the root cause, but the coupling between the source of the transient
noise and the detector output h(t) is known, periods of data between seconds to hours can be
excluded. Instead, if the coupling is not completely understood, the glitches cannot be vetoed
safely as this may remove accidentally true GW signals. The identification and characterization
of glitches is therefore crucial for GW data analysis. Several methods have been proposed in the
latest year to address this problem. As glitches appears in huge quantities and they exhibit a
large variety of morphologies, machine learning approaches emerge as essential [53]. Many studies
focus on glitch classification into classes (or families) according to their signature in time-series
[54, 55] or in time-frequency evolution [56, 57]. Glitch mitigation for GW transients searches will
be addressed in Chapter 6.

2.2 Data analysis techniques

This section introduces the main analyses that lead to the production of GW catalogs [1] that
contain the collection of GW detections, and the properties of each source.

First, the detector output needs to be calibrated (Sec. 2.2.1). The resulting signal contains
both potential GW events and instrumental and environmental noise. Detection algorithms iden-
tify GW signals, and assign a significance, i.e. a probability that the signal under investigation
is a genuine astrophysical signal (Sec. 2.2.2). If the significance is above a certain threshold, and
the data around the time of the potential event is clean, the signal is considered a GW candidate
(Sec. 2.2.3). The sources parameters, such as the objects’ masses and spins in case of CBC
signals, are estimated (Sec. 2.2.4). Lately, since the number of GW observations is continuously
increasing, it is possible also to perform statistical studies on the population of the observed GW
sources (Sec. 2.2.5).
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2.2.1 Calibration

The effect of GWs on the interferometers is to generate a phase shift between the beams that
travel in the two orthogonal arms, which is read by a photodetector at the detector output (Sec-
tion 2.1.2). In order to extrapolate robust astrophysical results, it is fundamental to characterize
the uncertainties and the biases associated with the detector measurement. The uncertainties
in the amplitude and in the phase of the output signal impact the detection of GW events, the
estimates of the physical parameters of the GW sources, and limit the capability to test GR [58].

The quantification of the detectors’ response to GWs is referred to as calibration [59, 60].
The calibration errors include statistical errors, due to the intrinsic uncertainty associated with
the measurements, and systematic errors, i.e. potential biases between the model of the transfer
function of the detector’s systems and the measurements.

GW interferometers are complex instruments, and have various feedback control loops to
maintain the detectors at the working point. Various optical cavities have to be hold in resonance
(see Fig. 2.1), and the suspensions of the test masses, needed to reduce the seismic noise,
have active independent actuators. To control the length of the arms, in Virgo an electric
current in wire coil magnets is used to control the position of the test masses. The response of
these actuators is evaluated using an additional laser, called photon radiation pressure actuator,
directed into the test masses. The recoil of the photons from this laser, induces a force in the
mirrors. A know excitations is applied to the test masses, and the response of the detector output
enables to measure the interferometer transfer function. Calibration injections are repeated at
various frequencies during the whole observational run to characterize the time dependence of
the calibration.

The calibration uncertainties for LIGO detectors in the frequency range between 20Hz and
2000Hz during the third observing run were< 7% in amplitude and < 4° in phase (O3a) [59],
and < 12% in amplitude and < 10° in phase (O3b)[61]. In Virgo, the calibration uncertainties
were < 5% in amplitude and < 2° in phase [62, 63].

2.2.2 Detection

The detector output s(t) is a combination of potential GW signals h(t) and detector noise
n(t) (Eq. 2.7). This section overviews the main techniques used to search for GW signal h(t)
embedded in the noise, and to evaluate the probability that it is a true astrophysical signal.
There exist two approaches to detect a GW signal: template-based methods, which assume some
knowledge on the form of h(t), and unmodelled methods, which are agnostic on the waveform
model. In the following, we introduce briefly template-based searches, while unmodelled searches
of GW transients are the focus of this thesis, and they will be discussed in great detail in the
next chapters.

Typically, template-based searches are based on matched filter technique. The idea is to
apply to the detector output s(t) a filter function K(t):

ŝ =

∫ ∞

−∞
dt s(t)K(t) (2.9)

The filter is chosen to maximize the SNR, defined here as S/N . S is the expected value of ŝ
when a GW is present:

S =

∫ ∞

−∞
dt ⟨s(t)⟩K(t) =

∫ ∞

−∞
dt h(t)K(t) =

∫ ∞

−∞
df h̃(f)K̃∗(f) (2.10)
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in the equation above the noise is assumed to be stationary, so ⟨n(t)⟩ = 0. N is the root-mean-
square of ŝ(t) when there is no GW signal:

N2 = (⟨ŝ2(t)⟩ − ⟨ŝ(t)⟩2)h(t)=0 = ⟨ŝ2(t)⟩h(t)=0 =

∫ ∞

−∞
dtdt′ K(t)K ′(t)⟨n(t)n(t′)⟩ =∫ ∞

−∞
df

1

2
Sn(f)|K̃(f)|2

(2.11)

where the last equality uses
∫∞
−∞ dfdf ′⟨ñ∗(f)ñ(f ′)⟩ =

∫∞
0
dfSn(f) [21]. The filter that maximizes

the SNR is [21]:

K̃(f) = const
h̃(f)

Sn(f)
(2.12)

The meaning of the above equation is simply the following: if the noise is white the signal itself
is the best filter, if the noise depends on the frequency, as in the case of GW detectors (see Fig.
2.3), noisy frequency regions have to be weighted less. So, when searching for a GW signal with
matched filter technique, the filter K̃(f) is applied to the data s(t), and the corresponding SNR
is computed.

However, there is not a single form of the GW signal to filter the data with, because h(t)
depends on several physical parameters θ. In the case of GWs from CBC, the GW waveform de-
pends on at least 15 parameters: the masses of the two objects, their spins (3 degrees of freedom
for each object), the location (luminosity distance and two angles), the orientation (inclination
angle and polarization), the time and the orbital phase at which the signals enter the detectors’
bandwidth. The search algorithms based on matched filtering build extensive template banks,
containing up to several millions of possible h(t, θi) waveforms, covering a broad astrophysical
parameter space. All the templates are applied to the data, and the corresponding SNR is com-
puted. The segments of data for which the SNR is higher than a certain threshold are selected.

The next step is to estimate the significance of each trigger, i.e. the probability that it
is a genuine astrophysical signal, and not a terrestrial disturbance. The SNR distribution of
Gaussian noise drops rapidly for high values of SNR. Hence, setting a sufficiently high threshold
on the SNR corresponds to setting a threshold on the false alarm rate (FAR) [21]. However, GW
detectors contain short-duration disturbances, called glitches (see Section 6.1). Thus, selecting
a large threshold on the SNR does not assure that the glitches are removed from the list of
potential GW candidates.

To distinguish glitches from astrophysical signals, data from different GW detectors are com-
bined: a trigger that is observed only in one detector more likely originates from a local dis-
turbance, while an astrophysical event is expected to be observed in more than one detector
with similar characteristics. To account for glitches, the significance is estimated building a
background distribution using time-shifted data: the data of one detector are time-shifted by
an amount larger than light travel time between the detectors w.r.t to the other detector(s)
data. The detection algorithm is applied to the time-shifted data, and the triggers that are
found by construction cannot have an astrophysical origin. Next, each trigger identified in the
on-source data is compared with the background distribution and its significance is estimated.
This procedure is explained in more details in Section 4.1.5.

Recently, several works have proposed machine learning (ML) techniques to perform template-
based searches. An overview is presented in Ref. [53]. The basic idea is to perform a binary
classification between a signal and a noise class. The training dataset is typically built using
GW simulations, while the noise population is learned from simulated Gaussian noise or from
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background distribution. The signal-noise classification can be performed with several ML tech-
niques such as decision-tree learning, and deep-learning algorithms such as convolutional neural
networks. The input data can be either in the form of time-series or image, using the time-
frequency representation of s(t) as show in Fig. 1.1.

Section 1.3 overviewed the sources of GWs, and identified three main types of signals: tran-
sients GWs, continuos GWs, and the stochastic GW background. For each type, different detec-
tion and noise mitigation strategies have been developed. More details on the template-based
algorithms employed for CBC detection within the LVK collaboration can be found in Ref. [64–
67].

2.2.3 Event validation

Once a detection algorithm has identified a trigger with a FAR below a certain threshold, several
checks are performed to assess the quality of the data around the time of the event [68]. These
investigations are fundamental to increase the confidence that the trigger has an astrophysical
origin, and to infer accurately the physical parameters of its source. The presence of instrumental
or environmental artefacts is monitored performing tests of stationarity and Gaussianity on the
data, and looking for correlations between s(t) and the auxiliary sensors that monitor the status
of the instruments and of the environment [49, 50]. During an observational run, such tests are
done automatically in a couple of minutes. A rapid-response-team controls the results and, if
positive, the trigger is considered a candidate GW event. Further tests are performed in higher
latency, if necessary.

2.2.4 Estimation of the sources parameters

The estimation of the physical parameters of the GW sources is a fundamental analysis that
enables testing GR, and has important implications for astrophysics and cosmology. For example,
in the case of GWs originated by CBC, from the luminosity distance and some knowledge of the
cosmological redshift it is possible to measure the Hubble constant [69], and from the masses
and the spins, it is investigated the formation channels of binary systems [16].

The parameter estimation (PE) routines generate posterior distribution for the physical pa-
rameters of the sources. The most common approach to perform PE is Bayesian inference, see
Ref. [70] for a review. As defined before, s(t) is the measured data, and θ the unknown param-
eters that describe the GW signal h(t,θ). The uncertainty on θ before making an experiment
is the prior probability density function π(θ). Typically, prior distribution are chosen uniform
in a range in which the waveform approximants is accurate. The Bayes theorem states that the
posterior distribution, i.e. the probability of a set of parameters given the observation, is:

p(θ|s) = likelihood · prior

normalization const.
∝ p(s|θ)π(θ) (2.13)

The likelihood p(s|θ) is defined from the probability distribution of the noise p(n), assuming the
noise is stationary and Gaussian:

p(n) = N exp

(
− 1

2

∫ ∞

−∞
df

|ñ(f)|2

1/2Sn(f)

)
= N exp

(
−1

2
(n|n)

)
(2.14)

where the equation above introduces, to simplify the notation, the scalar product (A|B) =
4Re

∫∞
0
dfÃ∗(f)B̃(f)/Sn(f) [21]. If a GW signal with parameters θt is present, the detector

output is s(t) = h(t,θt) + n(t), and Eq. 2.14 becomes:

p(s|θt) = N exp

(
− 1

2
(s− h(θt)|s− h(θt))

)
(2.15)
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Once the posterior distribution is obtained, the most probable, or maximum a posteriori, value
θ̂i of each parameter is computed integrating the posterior distribution:

θ̂i =

∫
dθ θip(θ|s) (2.16)

Typically, the uncertainties on the PE estimates are reported in terms of the 90% credible
intervals.

Fig. 2.4 shows the posterior distributions for the masses, and the luminosity distance and
orbit inclination for the first GW observation, GW150914 [22]. The figure shows the results
derived using two waveform approximants, based on different analytical and numerical methods.

The PE of each GW event detected are reported in the GW catalogs [1, 23, 24]. As the
detectors sensitivity is increasing and so the number of GW observations, alternative methods
w.r.t. Bayesian inference are under investigation. Indeed, the latter has a large computational
cost: the evaluation of the most probable values requires the multidimensional integration of
the likelihood over the space of the parameters θ. As mentioned before, the parameters that
characterize a CBC are at least 15.

Novel ML-based methodologies show to be much faster: algorithms such as normalizing flows
[71, 72] or variational autoencoders [73] can be trained to learn posterior distributions. The
training dataset typically contains a set of parameters θ and their corresponding GW waveforms
h(t,θ).

Once PE is done, the GW waveform generated with the parameters inferred is compared
with the measured data to check that they are consistent. Potential discrepancies may arise
from detector noise, missing physics in the models, or deviations from GR. Such analysis will be
discussed in Section 7.1.2.

Figure 2.4: (left) Posterior distribution for the source-frame component masses msource
1 and

msource
2 . The frequency of the signal s(t) is redshifted by a factor (1 + z), where z is the

cosmological redshift. Thus, the measured redshifted masses m are related to the source-frame
masses as m = (1 + z)msource. (right) Posterior distribution for the source luminosity distance
DL and the inclination of the orbital plane θJN . DL is correlated to the source inclination. Both
figures report the results obtained with two waveform approximants (IMRPhenom in blue, and
EOBNR in red). The dashed vertical lines mark the 90% credible interval [22].
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2.2.5 Population of merging compact binaries

As the number of GW observations increases, it is possible to use statistical methods to infer the
characteristics of BHs and NSs in binary systems, and estimate how often they merge. These
findings have significant astrophysical implications, for example, probing the formation channels
and the evolution of binary systems. The two main formation channels of compact binary systems
are the isolated evolution of massive binary stars, and the dynamical formation in dense stellar
environments. Another formation channel involves primordial black holes. Each scenario predicts
different parameters’ distributions: the isolated evolution scenario, for example, is expected to
produce nearly aligned spins and an upper limit on the component masses from the pulsational
pair-instability supernova process.

To estimate the parameters of BBH and BNS populations from GW observations, a hierarchi-
cal Bayesian approach is used. The framework is briefly presented next, a complete description
can be found in Ref. [16]. The data from Ndet CBC detections is indicated as d. Ndet follows
a Poisson process with expected events Nϵ(Λ), where N is the total number of events expected
during the observational period and ϵ(Λ) is the fraction of CBC systems detectable with current
interferometers from a population with parameters Λ. The selection effect ϵ(Λ) is estimated in-
jecting GW waveforms in data and counting the simulation recovered. The posterior distribution
of the population parameters is given by [70]:

p(Λ,θ, N |d) ∝ (Nϵ(Λ))Ndet exp−Nϵ(Λ)
Ndet∏
i=1

p(di|θi)π(θi|Λ)π(Λ)π(N) (2.17)

where p(di|θi) is the likelihood of the i event given the PE θi. π(θi|Λ), π(Λ), and π(N) are
the priors on the individual event parameters, and on the population parameters. There are
several models with different degree of complexity to describe π(θi|Λ), focusing especially on the
distributions of the masses and the spins. A common model for the masses distribution is the
power law + peak distribution, where the mass distribution is modelled with eight parameters
that fix two hard cut-offs on the minimum and maximum mass allowed, and a Gaussian peak to
address the excess of events due to the upper limit mass from the pair-instability supernovae.

Marginalizing over θ and N returns the posterior p(Λ|d). Eq. 2.17 can also be marginalized
over Λ, and all the parameters θ except one. The resulting distribution p(θj |d) represents our
best guess for the astrophysical populations of the parameter θj , given a certain model. Fig. 2.5
shows the differential merger rate for the primary mass of the binary black holes, predicted using
different models for the prior π(θi|Λ).

These models enable the estimation of the merger rate from the GW catalogs [16]. From the
third observing run, the BBH merger rate is between 17.9 Gpc−3yr−1 and 44 Gpc−3yr−1, and
for BNS is between 10 Gpc−3yr−1 and 1700 Gpc−3yr−1.
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Figure 2.5: Differential merger rate for the primary mass of BBH predicted using different models
(parametric power law + peak model (PP); non-parametric prior models power law + spline (PS),
flexible mixture (FM), binned gaussian process (BGP)). The comparison of different models is
beyond the scope of this section. It is interesting to note that the mass distribution has localized
peaks at ∼ 10M⊙ and ∼ 35M⊙, and there is inconclusive evidence for an upper mass gap at
50M⊙ [16]
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Chapter 3

Sources of gravitational-wave
transients

The core of this thesis is the detection and the reconstruction of GW transients (or GW bursts) by
using methods which make only generic assumptions on the source. In particular, such methods
are either fully agnostic to the signal waveform or at most weakly informed of its time-frequency
characteristics. We will refer to these methods in the following as ”unmodelled”. Burst searches
identify in the detector data excess of power, i.e. signals with amplitude above the detector noise
baseline, and distinguish genuine GWs from transient noise using the coincidence and/or the
coherence among multiple GW detectors. A technical description of an algorithm used for burst
searches is provided in the fourth chapter.

This chapter presents several astrophysical sources that emit or are expected to emit GW
transients and that can be observed with an unmodelled approach. First, burst searches detect
GWs from CBC, and played a fundamental role in the detection of the first GW event (Section
3.1). The sensitivity to these sources is lower w.r.t. template-based algorithms, but burst
algorithm can also detect CBC with peculiar characteristics, or GWs from CBC that have been
perturbed during their propagation.

In addition, several interesting astrophysical sources are expected to emit GWs but the wave-
forms are not known accurately, or their availability is limited. Among these sources there are
core collapse supernovae (Section 3.3), isolated neutron stars (Section 3.4), cosmic strings (Sec-
tion 3.5) and dark matter (Section 3.6). For each source, the main state-of-the-art results are
presented.

3.1 Compact binary coalescences

The LVK collaboration reported about 90 GWs signals originated from the coalescence of com-
pact binaries [1]. The first GW observation, GW150914, was made in low-latency by a burst
search, and subsequently was found also by matched-filter analyses. Nowadays, CBC sources are
modelled accurately, and template-based searches have a better sensitivity toward CBC w.r.t to
burst searches. Indeed, if the GW waveform is known the matched filter, presented in Section
2.2.2, is the optimal technique to identify a signal. Instead, burst searches being sensitive to a
wide range of possible signals, have a higher false alarm rate than template-based methods, and
so their detection capability towards CBC is lower. Fig. 3.1 shows the GW events identified with
template-based and unmodelled searches from 2015 to 2020. Burst searches have detected the

23



CHAPTER 3. SOURCES OF GRAVITATIONAL-WAVE TRANSIENTS

majority of the CBC events with SNR above 15, and template-based searches detect significant
GW events also at lower SNR. The figure shows also the distribution of the total mass and the
luminosity distance of GWs observed so far.

Figure 3.1: GW events originated from CBC identified only by template-based searches (blue),
and by template-based and burst searches (red). (left) Histogram of network matched-filter SNR.
Red indicates the events found by burst searches. The loudest events (SNR >24) are: GW150914
and GW190521 detected by both searches. The highest SNR event is GW170817 originated from
the coalescence of two neutrons stars. It was not observed with burst searches due to its long
duration. The other two loud events are GW190814, that was not observed with burst searches
because LIGO Hanford was not in science mode, and GW200129 for which the data from LIGO
Livingston had quality issues and were not used by burst searches. (right) Luminosity distance
versus total source mass. Data are taken from the LVK catalogs [1, 23, 24].

Burst searches are crucial to identify and characterize the so called ’non-vanilla CBC’, i.e.
CBC with particular features such as physical parameters out of the parameter space covered
by the waveform models, or systems with complex dynamics. The main phenomena that are
expected to modify the GW waveforms of CBC and may be identified with burst searches are:

• Orbital eccentricity
The GWs detected so far are consistent with quasi-circular CBC [1]. A feature that is
difficult to study and measure is the orbital eccentricity. There is no confident detection of
an eccentric BBH, but alternative interpretations of GW190521 as an eccentric BBH have
been published [74, 75]. Orbital eccentricity is fascinating because it would be a signature of
a dynamical formation channel of binaries or other non-standard scenarios. Several studies
predict the formation of eccentric BBH in dense star clusters, with orbital eccentricity
present up to the merger time, when the signal enters the GW detectors frequency band [76–
78]. However, eccentric BBH detection is challenging. To date, eccentric waveforms are not
included in template banks, and Ref. [79] shows that quasi-circular banks are not effective
when searching for eccentric BBH, as the overlap between quasi-circular and eccentric
waveform decreases with increasing eccentricity. This is clear looking at Fig. 3.2 that
shows a comparison between a GW waveform with negligible1 and moderate eccentricity for
a BBH system with total mass of 50M⊙. The two waveforms are significantly different: the

1There are several possible estimators of eccentricity. Eccentricity equal to 0 indicates circular orbit, while
eccentricity equal to 1 head-on collision. The precise definition of eccentricity is beyond the scope of this section.
Figure 3.2 aims to show an example of a GW waveform in case of negligible and moderate eccentricity.
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eccentricity induces a rapid dephasing and strong modulations of the GW amplitude during
the inspiral phase, due to the time-dependent orbital velocity of the eccentric orbit. The
inclusion of eccentric waveform in the template banks reduces the capability of rejecting
transient noise, limiting the sensitivity to non-eccentric CBC signals [80]. Hence, burst
algorithms are crucial to search for BBH system with high eccentricity. Ref. [81] presents
the search for eccentric BBH in the third observing run using an unmodelled algorithm,
and no eccentric BBH candidate event have been reported.

Figure 3.2: GW waveform h×(t) for a BBH with total mass Mtot = 50M⊙ with low eccentricity
(blue) and moderate eccentricity (orange). The GW waveforms are computed with numerical-
relativity simulations [80].

• GW memory
GWmemory indicates a permanent deformation of the spacetime after the passage of GWs.
The effect of GW memory is to generate a difference in the GW amplitudes at late and
early times w.r.t. the GW event. The most prominent type of GW memory is non-linear
memory, also referred to Christodoulou memory [82]. Non-linear memory is related to the
non-linearity of GR: it is not produced by the GW source itself but is rather an effect of the
GW radiation. Hence, all sources of GWs are subjected to the memory effect. Most of the
literature on modelling and searching for GW memory is related to CBC signals, see Ref.
[83] for a review. The amplitude of the memory signal is much lower than the inspiral and
merger part. To understand the effect of GW memory on GW interferometers, one has to
remember that the test masses located at the ends of each arm cannot be considered in free-
fall at low frequencies because they are maintained at the operating point by the control
systems (see Section 2.2.1). Fig. 3.3 shows the GW memory associated to a CBC system:
the memory signal is expected to increase monotonically during the inspiral phase, exhibits
a jump during the merger, and saturates at the ringdown. As the current ground-based
interferometers have a low-frequency cutoff at around 10Hz, the GW memory appears as
a single cycle burst signal. The duration depends on the masses of the compact objects
involved: heavier systems produce longer signals.
Memory is an interesting source of GWs: it can be used to search for subsolar mass CBC,
especially in the cases of very light systems (Mtot < 0.4M⊙), whose merger signal is above
the bandwidth of current detectors and the chirping signal is too weak to be detected in
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the audio band [84]. Moreover, GW memory may be used with third-generation detectors
to distinguish NSBH binaries from BBH [85].

Figure 3.3: GW memory waveform in the case of a merger between two 1M⊙ BHs at a distance
of 10kpc. The GW memory (blue line) appears as a GW amplitude difference before and after
the merger time (t = 0). The low frequency cutoff due to the GW detector makes the signal
appear as a GW burst (red line). This plot shows only the memory effect, the inspiral and merger
amplitudes are much greater [84].

• Lensing
Once GWs are emitted, they propagate outward at the speed of light. The cross-section
of matter for GWs is extremely small 2, so GWs travel without being absorbed. However,
galaxies and clusters of galaxies can act as gravitational lens, modifying the GWs while
they travel in the space and producing multiple magnified and delayed images of the same
GW signal. Lensing may limit the detection capabilities of template-based searches.

Typically, lensed GW events are expected to have identical source parameters, with dif-
ferences only in the inferred luminosity distances. Ref. [86] shows that lensing can also
induce frequency-dependent phase shifts, resulting in a distorted waveform. For a wide
range of the CBC parameter space, the SNR loss using an unlensed template banks when
looking for a lensed signal is just a few percent. However, under certain conditions as CBC
with higher modes, orbital precession and orbital eccentricity, the lensed image could have
distorted waveforms and may not be detected by template-based searches [87]. In these
cases, burst searches are necessary.

• Alternatives theories to GR
GW observations allow testing GR in extreme regimes with an unprecedented accuracy. In
particular, CBC are ideal systems to test strong-field GR [88, 89]. Recent results performed
on GW observations can be found in Ref. [15]. Alternative theories of gravity propose
modified gravitational dynamics, additional GW polarization modes [90], and the existence
of exotic alternatives to BH, referred to as black hole mimickers. The GWs originated from
the coalescence of BH mimickers can be confused with that from standard BHs. However,
there are several features that distinguish the two [88, 89], as the mass-spin distribution
inferred from GW signals, the presence in the GW waveform of spin-induced deformations
[91, 92] or of tidal deformability [93]. Moreover, exotic compact objects may emit GW
echoes, i.e. repeated GW transients occurring shortly after the BBH mergers, originated

2For comparison, the mean free path for photons in the Sun is of the order of cm, while for gravitons is about
a factor 1080 higher. So the Sun is completely transparent to the GW radiation.
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as echoes of the remnant object [94]. Such an outgoing GW radiation violate GR because
it implies that the BH remnant is not fully absorbing. Theoretical GW echoes waveforms
show a large variety of morphologies. Ref. [95] proposes an umodelled search for these
signals on the post-merger of the detected CBC signals, and places upper limit values of
the GW strain h(t) and the energy that would have been detectable, achieving sensitivity
at least competitive to that of template-based searches.

The characterization and the modelling of GW waveforms of alternative theories and of
the merger of BH mimicker is still under development, thus burst searches are needed
to identify unexpected signature in GW data, or in case of null measurement, to place
constrains to alternative models.

Another possible situation in which GW waveforms may be distorted limiting the sensitivity
of template-based methods is the overlapping of multiple CBC signals. As the detectors improve
sensitivity, especially considering third-generation detectors, more likely CBC will overlap. In
Ref. [45], the author of this thesis and collaborators investigate how the current template-based
and burst searches behave with overlapping signals. The findings, reported in Appendix A, show
that both approaches are able to identify overlapping signals until the time interval between the
two merger times is larger than 1s. For closer signals, both approaches individuate just one signal
by construction. Interestingly, the unmodelled algorithm reconstructs the secondary signal as
uncoherent noise, suggesting that future developments could allow for the estimation of both
signals.

3.2 Hyperbolic encounters

In dense stellar clusters, like galactic nuclei and globular clusters, compact objects are expected
to encounters following hyperbolic orbits [96]. When the masses of the compact objects are
between few and a hundred of solar masses, such scattering events may manifest as GW bursts
in the frequency of current ground-based detectors [97]. The energy released in GWs depends
mainly on the periastron distance and on the masses of the objects involved.

Hyperbolic encounter between compact objects are of great interest to investigate dense stellar
environments [98], and primordial BH populations [99].

The seventh chapter will describe in details GW emission associated to this source, and will
present a search for hyperbolic encounters in the data from the third LVK observing run.

3.3 Core collapse supernovae

Massive stars spend most of their lifetime burning hydrogen. Once hydrogen is exhausted,
heavier elements are burnt in the core, and the stars alternate periods of nuclear burning, and
contractions of the stellar core. If the star is enough massive, it becomes gravitationally unstable
and the core collapse. A review on the different processes that lead to the implosion of the core
can be found in Ref. [100].

Any asymmetric, accelerated mass motions in the supernovae core may generate GWs. Core
collapse supernovae (CCSNe) are possible sources of multi-messenger observations with GWs:
CCSNe have been observed in the electromagnetic spectrum, and low-energy neutrino were
observed for SN1987A [101]. The observation of GWs can provide invaluable insight on the
dynamics of these sources: GWs, as neutrinos, are produced at the central engine of the explosion,
while electromagnetic emission originates from the expanding ejecta materials, thousands of
kilometers away to the core.
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The mechanism of CCSNe is complex and not completely understood, and so os their GW
emission. There are several GW waveform models proposed for CCSNe. A common approach is
multidimensional CCSNe simulations. In the case of non-rotating or slowly rotating progenitor
stars, the main mechanism is neutrino-driven explosions in which the contribution of the neutrino
heating has a significant role in creating the explosion. In rapid and differential rotation progen-
itor stars the magnetic field may play a dominant role in the explosion. The latter are referred
to magneto-hydrodynamically driven explosions. There are also extreme emission models that
are expected to induce large amplitude GWs. The frequency, duration and amplitude of the
GW signals vary significantly among different simulations, and according to the characteristics
of the progenitor star. As an example, Fig. 3.4 shows the GW emission in time and frequency
domain for a 3D simulation for a progenitor star of 3.5M⊙. The modelling of CCSNe and the
corresponding GW emission is an active field of research, more details can be found in Ref. [102].

For the purpose of this chapter, it is important to highlight that the emission of GWs from
CCSNe is not completely understood, and the generation of the waveforms has a high computa-
tional cost. GWs waveforms are available only for certain initial conditions, and it is not possible
to create template banks covering all the parameter space. Hence, waveform-independent ap-
proaches are necessary.

GWs from CCSNe are searched within all-sky generic searches, or targeting CCSNe sources
observed in the electromagnetic spectrum [102, 103]. No GWs associated to CCSNe have been
observed so far. The sensitivity of burst searches toward this source is evaluated injecting various
CCSNe waveforms in the data and counting the simulation recovered with a certain FAR. Fig.
3.5 shows the detection efficiency versus the source distance achieved during the third observing
run [103]. CCSNe are typically detectable with GWs only within a few kiloparsec. Extreme-
emission models, that have stronger GW emissions but also lower expected rates, can be observed
up to tens of kiloparsecs. The most promising opportunity for a multi-messenger observation of
CCSNe in the electromagnetic spectrum, neutrinos, and GWs would be a CCSNe in our galaxy.
Unfortunately, the rate is just one or two per century [102].

In addition, unmodelled algorithms performs triggered searches for GWs in the temporal
and spatial location around CCSNe electromagnetic observations. Ref. [102] targets five CCSNe
occurred during the first and second LVK observing runs within 20Mpc, and reports the minimum
energy emitted in GWs needed to be detectable with 50% probability. The energy constraints are
a few orders of magnitude larger than the energies predicted from multidimensional simulations,
expected to be around 10−11M⊙c

2 and 10−7M⊙c
2.

3.4 Isolated neutron stars

Electromagnetic observations show that a fraction of the population of NS exhibits transient
excitations. The two main types of excitations are pulsar glitches, and flaring activities from
magnetars. Pulsar glitches are sudden increase in their rotational frequency. The main mecha-
nisms to explain this phenomenon are star quakes and interactions between the stars’ internal
superfluid and their solid crust [105]. Pulsar glitches are expected to excite global oscillations
of the neutron star that would lead to GWs on a timescale of up to ∼ 40s before the jump in
frequency.

The GW emission is complex and depends on the glitch internal mechanism and on the
equation of state of the NS. GWs associated to this source are searched with burst methods.
The majority of the GW energy is expected to be due to the fundamental stellar oscillation
mode, called f -modes, at a frequency around 2-3 kHz and with a morphology similar to an
exponentially damped sinusoid. Assuming that the GW emission is completely described by the
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Figure 3.4: Example of the GW emission in time and frequency domain for a 3D simulation of
CCSNe with an initial mass of 3.5 M⊙. The two GW polarizations (A+, A×) are computed
for an observer at the pole (left), and for an observer at the equator (right). The GW signal
is complex: in this case it peaks after ∼ 0.3s of the bounce, during the revival of the shock, at
800-1000 Hz [104].

f-mode oscillations and that the glitch energy is totally converted into GWs, it is possible to
characterize the burst search sensitivity in terms of detectable glitch size ∆νs [103]. Fig. 3.6
reports the detectable ∆νs using O3 data, considering different NS masses, and two possible
equation of states. The detectable glitch size is of the order of 10−4Hz, while the actual glitch
size measured from electromagnetic observation is between 10−8 and 10−4Hz [103].

The second possible source of GWs associated with isolated NS are magnetars. Magnetars are
highly magnetized NS that exhibit powerful X-ray and soft gamma-ray intermittent emissions
[106]. The mechanism of these electromagnetic bursts involves excited cores and oscillations
of the star crust, but it is not fully understood. Several models predict a GW counterpart to
these events. The most promising GW signals are expected to be f -modes oscillations at high-
frequency (∼ 1-3kHz) and short-duration (∼ 100ms), and quasi-periodic oscillations. These last
are observed in the electromagnetic spectrum in the tail of giant flares, and are expected to be
accompanied to long-duration GWs. Ref. [106] reports a triggered search for GWs associated
with magnetars bursts, centred around the temporal and spatial location of the electromagnetic
emission. During the third observing run, there were 13 magnetar bursts from two known mag-
netars and 3 from unknown source(s), but with characteristics typically of that of magnetars. No
significant evidence of GWs associated with the magnetar bursts have been observed. The sensi-
tivity of the analyses is assessed through a simulation campaign of generic waveforms, including
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Figure 3.5: Distances at which 50% and 10% of CCSNe injections are recovered with all-sky
burst searches on the data from the third observing run. Five different waveform models are
considered [103]. The left side of the boxes indicates the 50% detection efficiency, while the right
side the 10%. The different colors indicate two burst algorithms used, (CoherentWaveBurst in
red and BayesWave in violet). These algorithms will be described in the next chapter.

Figure 3.6: Detectable pulsar glitch size achieved in all-sky burst search in the data from the
third observing run for different NS masses and two different equations of state (APR4 soft in
red, H4 hard in violet). The boxes show the 50% detection efficiency, and their spread indicates
the variation within the mass bin. The pulsar is assumed to have the same distance and spin of
the Vela pulsar. Under these assumptions, the glitch size would need to be larger than ∼ 10−4

for 50% of the sources to be detected [103].

plausible GW waveforms from f-modes.

The author of this thesis contributed personally, both by performing the burst searches and
as a member of the paper writing team, to the LVK collaboration search for GWs associated
with magnetar bursts reported in Ref. [106].
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3.5 Cosmic Strings

Cosmic strings are topological defects, i.e. stable configurations of matters formed after sponta-
neous phase transition in the early Universe [107]. Cosmic strings are extremely interesting as
they could probe particle physics beyond the standard model, at an energy scale much larger
than the one reached by current accelerators. In simple words, the formation of topological
defects is the following: causal effects now and in the early Universe propagate at the speed of
light c. At a time t, regions of the Universe distant to each other more than a distance d = ct
cannot know anything about each other. When a phase transition occurs, different regions of
the Universe might fall into different minima, among a set of possible states. The boundaries
between these regions with different minima are called topological defects. If there are only two
possible minima, the interpolating regions between the different minima are called domain walls.
Cosmic strings are predicted in more complicated theories, in which the minimum energy states
possess ’holes’, and the windings around such holes are the cosmic strings.

These phase transitions may have occurred at the grand unifications, corresponding to an
energy scale of about 1016GeV. Once formed, in an expanding Universe, the strings would be
stretched, and then they would form a cascade of smaller loops. These could eventually decay
through the emission of GWs. There are different models for the loop distribution, accounting
for different production mechanisms of the cascade of loops.

Cosmic string loops oscillate periodically in time. The power of the GW emission is propor-
tional ΓdGµ

2 where Γd ∼ 50 is a numerical factor, and Gµ is the string tension, a dimensionless
quantity that depends on the string formation energy.

Cosmic strings are expected to emit short-duration GW bursts by means of string cusps and
kinks. The first are points of the strings, and produce beamed GWs in the direction of the cusp.
Kinks result from the collision of two cosmic strings, and propagate around the string. The
collisions of kinks, called kink-kink, are expected to generate GWs that radiate isotropically. An
example of a GW waveform generated by a cosmic string cusp is shown in Fig. 3.7.

Unmodelled and template-based searches are used to detect individual cosmic string emis-
sions. In addition, the incoherent superposition of weak cosmic strings is expected to create a
stochastic GW background (see Section 1.3).

Ref. [107] presents a search for individual GWs associated with cosmic strings, and the
stochastic background. Individual cosmic strings are searched using a match-filtering search
(see Section 2.2.2), separately for cusps, kinks and kink-kink collision waveforms. Different
models yield different loops, so they also include a waveform model that interpolates the others,
widening the parameter space. No candidate events have been reported. The loudest events are
investigated with attention, but they all originated from a well-known family of glitches, called
blip (see Section 6.1), whose waveform is similar to cosmic strings.

Burst searches also look for GWs from cosmic strings. The search sensitivity for this source is
presented in Section 4.1.6. It is not immediate to compare the sensitivity achieved by the burst
search and the match-filtering search proposed in Ref.[107] because the two methods employ
different statistics and different injection sets [108]. As the GW waveform is simple and consists
of a signal with a single cycle, template-based searches are not significantly more sensitive than
burst searches as in the case of CBC. Injection studies enable to estimate the loop dimension
that would have produced a significant emission, and compute the upper limit on the event rate
[107].
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Figure 3.7: GW waveform expected by a cosmic strings cusp in time domain. The signal is
linearly polarized (h× = 0). The high-frequency cutoff is a free parameter, linked to the fact
that the GW emission is beamed: the higher the cutoff, the smaller the emission opening angle
[108].

3.6 Dark Matter

Dark matter represents one of the greatest open question in cosmology: this hypothetical form of
matter is expected to constitute about 80% of the Universe’s gravitating matter [109]. Its exis-
tence is necessary to explain gravitational effects as the motion of galaxies and cosmic microwave
background anisotropies. However, its nature and distribution are largely unknown.

GW observations are a promising channel to investigate dark matter. Several dark matter
candidates might be explored with current and future GW detectors. A review on how exploiting
GWs to probe dark matter can be found in Ref. [110]. Next, the main dark matter signatures
that can be investigated with unmodelled searches for GW transients are briefly presented.

Among the possible components of dark matter, there are primordial black holes, hypothetical
BHs formed soon after the Big Bang, before the formation of stars. There are several formation
scenarios for such objects [110]. The merger of primordial BHs can potentially produce signals
within the band of current GWs detectors [84]. In particular, the detection of GWs from the
coalescence of sub-solar mass BHs would generate GWs with a signature incompatible with BH
of astrophysical origins. Indeed, according to the theory of stellar evolution, BHs cannot have a
mass below 1.4M⊙. Primordial BHs might also experience close hyperbolic encounters that are
expected to generate GWs bursts signal [111], as discussed in Chapter 7.

In addition, ground-based and future GW detectors may probe the environment surrounding
compact objects. Large densities of dark matter may form around BHs. These environmental
effects may induce modifications to the GW waveforms [112]. Unmodelled searches can be used
to detect the discrepancies between standard and ’dressed’ BHs. Dark matter may also form
clouds of ultralight bosonic particles, referred to as bosonic clouds, that can emit GWs. The
oscillations of these clouds might emit monochromatic GWs [26], while the collapse of the bosonic
cloud may generate GW bursts [110].

Moreover, dark matter may collapse into exotic compact objects that could eventually form
binary systems. The mergers of these systems may be observed with GWs, and are expected
to have several differences w.r.t. the mergers of standard BHs, that can be identified with
unmodelled searches see also Section 3.1.
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Chapter 4

CoherentWaveBurst: a pipeline
for unmodeled gravitational-wave
data analysis

There exists two main approaches to detect GW signals embedded in the detector noise: template-
based and burst searches. The firsts look for GW signals close to the waveform models contained
in extensive template banks (see Section 2.2.2). Instead, burst searches do not assume a wave-
form model but basically look for excess of power that is coherent on multiple GW detectors.
For this reason, they are often referred to as unmodelled algorithms.

There are multiple burst software running in low-latency during the LVK observing runs, and
extensive searches for GW transients are performed offline as well. Burst searches are crucial
to identify GW transients from the astrophysical sources described in Chapter 3. In addition,
burst algorithms allow reconstructing the GW events with minimal assumptions and are able
to identify discrepancies between theoretical models and measured data, which may reveal new
physics. Moreover, burst searches provide crucial information on the detector noise that can be
useful for diagnostic purposes during the observing runs to identify short-duration disturbances.

This chapter explains how unmodelled algorithms for GWs searches work. The methodolog-
ical developments and analyses proposed in the next chapters of this thesis are based on the
software Coherent WaveBurst (cWB) [12, 113], which is described in great detail in Section 4.1.
Alternatives approaches are presented in Section 4.2.

4.1 Coherent WaveBurst

cWB analyses GW detectors strains and identifies excess of power that are coherent in the
network of detectors [12, 113]. cWB input consists of the detectors’ calibrated output (Section
4.1.1). Each detector time-series is transformed into the time-frequency (TF) domain through
wavelet transform (Section 4.1.2). TF maps from each detector are whitened, and the regions
with energy above the baseline detector noise are identified, and clustered together (Section
4.1.3). The single-detectors clusters are combined coherently with the corresponding ones in the
other detectors, and a maximum likelihood statistic is used to extract the signal waveform and
the sky localization. The coherent analysis represents the core of the burst analysis and so it
is described in details in Section 4.1.4. To illustrate the different analysis stages, an example
of a GW simulation from a BBH merger is shown along each section. Once cWB has identified
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a list of triggers, i.e. excess of power coherent in the detectors, it assigns a significance to
discriminate significant outliers from false alarms (Section 4.1.5). A further post-processing step
is implemented using a machine-learning technique to increase the search sensitivity (Section
4.1.6).

cWB was the first algorithm to detect the first GW event GW150914 [11]. Since then, the
algorithm had undergone several methodological improvements, and it has been employed for
several studies. For reference, the main analyses performed with cWB are the following:

• all-sky short-duration searches: they target GW transients with duration < 1s on the data
of each LVK collaboration observing runs [103, 114, 115].

• all-sky long-duration searches: they target GW transients with duration up to ∼ 100s
which might originate from BNS mergers, and oscillations of isolated neutron stars.

• waveform consistency tests between the CBC waveform models and the waveforms recon-
structed with minimal assumptions [1, 116].

• follow-up investigations on specific GW events. Among others, cWB has performed ex-
tensive studies on the first GW observation (GW150914) [117], and on GW190521, the
first direct observation of a BH in the intermediate mass range between stellar mass and
supermassive black holes, with the identification of higher order modes [118, 119].

• search for eccentric CBC [120].

• search for post-merger signals in known BNS [121] and BBH mergers [95].

• targeted search for GW transients from CCSNe [102]

• search for hyperbolic encounters of compact objects (see Chapter 7)

Next, the workflow of cWB is presented.

4.1.1 Input data

cWB analyses the calibrated detectors output s(t) from each GW detector. The detectors out-
puts are a superposition of Gaussian noise, glitches and long-duration noise such as persistent
narrowband lines, and potential astrophysical signals. Each time-series is sampled at 2048Hz.
To better explain the various steps of the cWB analysis, a GW waveform model is injected into
Gaussian noise. The injected signal corresponds to a CBC between two non-spinning BHs of
masses m1 = 20M⊙, m2 = 40M⊙, merging at a distance of 400Mpc, modeled with the waveform
approximant IMRPhenomPv3 [122]. Fig. 4.1 shows the corresponding GW waveform model and
its superposition with real detector data. The figures of this simulation across the different anal-
ysis stages have been obtained with pycWB [123], a user-friendly and modular python version of
cWB that has been recently proposed.

4.1.2 Time-frequency representation

The first step of the cWB analysis is to transform the time-series input into the time-frequency
(TF) domain. In this representation, the space is covered by tiles, called pixels, and each pixel
has an associated energy. A GW can be identified in the TF plane as an excess of power w.r.t.
the detector stationary noise. There exists various methods to obtain a TF representation of a
signal. In our case, the fundamental requirements for the TF transformation are to be fast and
able to analyse in low-latency GW data, and to be able to localize short-lived transient signals
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Figure 4.1: (left) Simulation of a GW from the CBC between two BHs of masses m1 = 20M⊙,
m2 = 40M⊙, merging at a distance of 400Mpc. (right) The same GW simulation injected into
real detector noise. The red line shows the merger time. Note the different scales of the strain
amplitude on the y axis: the amplitude of the GW signal is lower than the typical fluctuations
of the GW detector gaussian noise.

having a reduced spectral leakage. In addition, it is crucial that the energy content of the signal
is conserved during the transformation, and that the inverse transform is well-defined in order
to reconstruct back the GW waveform in the time domain.

In cWB the TF representation is computed with wavelet transformation, a powerful tool
widely used in signal processing. The idea is to approximate an input signal, either a time-series
or an image, with a class of simple wavelet waveforms. Wavelet transform is used in huge variety
of tasks as for example denoising and compression, when most of the energy contained in few
wavelet coefficients.

In cWB the input time-series s(t) is transformed in the TF domain according to:

ωnm =
∑
t

fnm(t)s(t) (4.1)

where n,m ∈ N indicate the discrete coefficients, and fnm is the wavelet Wilson-Daubechies-
Meyer filter, described in Ref. [124]. This transform projects the signal into an orthonormal
basis: this enables a high computational efficiency, and an easy way to reconstructed back the
signal to time domain. The product of the wavelet transform can be visualized as a time-
frequency maps where each pixel has dimension ∆f and ∆t and the colourscale indicates the
amplitudes (ωnm) or the energy (ω2

nm).
As discussed in the previous chapter, unmodelled searches look for GW transients that can

have different durations and frequency evolutions. To be able to identify and reconstruct ac-
curately a wide range of morphologies, cWB computes multi-resolution wavelet transforms: the
input signal is decomposed into different sub-signals with different resolution levels, i.e. with dif-
ferent ∆f and ∆t. Fig. 4.2 illustrates the TF maps with different resolutions for the simulated
CBC signal shown in Fig. 4.1 in the data of LIGO Livingston. The first plot on top has the
best resolution in frequency (∆f=1Hz) and the worst time localization (∆t=0.5s). From top to
bottom the resolution in frequency decreases and the time localization improves up to ∆t=0.008s
and ∆f=64Hz. cWB produces a TF map for each GW detector, and for each TF resolution.

4.1.3 Data conditioning and clustering

The TF maps are conditioned, i.e. noisy lines are removed using a linear prediction filter [125].
Next, the pixels are whitened: the TF maps are normalized by the root-mean-square noise energy,
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Figure 4.2: Wavelet TF maps with different resolutions for a simulated GW signal of a CBC in
the data of LIGO Livingston. The injected signal in time domain is shown in Fig. 4.1. In the TF
representation the chirp-like structure expected from BBHmergers is clearly visible. From top to
bottom the resolutions in time are increasing: 1) ∆t=0.5s ∆f=1Hz, 2) ∆t=0.25s ∆f=2Hz, 3)
∆t=0.125s ∆f=4Hz, 4) ∆t=0.062s ∆f=8Hz, 5) ∆t=0.031s ∆f=16Hz, 6) ∆t=0.016s ∆f=32Hz,
7) ∆t=0.008s ∆f=64Hz
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which is calculated at the finest frequency resolution. The root-mean-square energy is estimated
on a certain data segment, which then is shifted. Both the window and the shift can be tuned
by the user.

After the whitening, most of the pixels have an energy close to zero. A small fraction of the
most energetic pixels, called ’black’ pixels, are saved. The fraction of the black pixels saved is
set by a tunable parameter and typically is a few percent. Neighbours pixels, located nearby the
black pixels both in time and/or frequency, are also selected. cWB defines clusters of TF tiles as
a connected group of black pixels and their neighbours. The user can choose to select neighbours
pixels according to a certain pattern: for example, if the search is targeted to CBC signals which
have a chirp-like signature in TF maps, neighbours pixels can be selected following a diagonal
pattern.

Then, TF clusters from different resolutions are combined to form a single trigger. The gap
in units of pixels between clusters according to which two nearby pixels are considered as a single
trigger can be tuned according to the targeted signals: when searching for long GW signals wider
gaps are admitted. At the end of the clustering stage, if an astrophysical signal or a transient
noise is present in the data, cWB outputs a multi-resolution cluster for each detector.

4.1.4 Coherent statistic

GW data contains short-duration disturbances due to environmental or instrumental noise that
can mimic GW signals, see Section 2.1.5. To mitigate the impact of glitches, data from multiple
GW detectors are used: a transient signal is considered astrophysical when it is observed in two
or more GW detectors located in different areas. Instead, a signal that occurs only in a single
detector is likely a local disturbance1. There are two methods to use the information of a network
of GW detectors: coincident and coherent analysis [127]. The former identifies a list of excess
of power, or triggers, in each detector independently. Then the triggers from different detectors
are correlated in time, to identify time-coincident signals. Instead, the coherent analysis first
merges the data from the network of interferometers, and then looks for a common pattern in
their responses. The signals find by the coherent analysis are not only temporal-coincident, but
share also the morphology, the energy content and the source localization. Coherent methods use
more complete information, resulting in a more efficient rejection of transient noise. However,
they have a higher computational cost.

cWB, as suggested by the name, uses a coherent statistic. After the clustering stage, the
data from K detectors are a discrete series xk[i] where i is the pixel index of the cluster. When
a GW event occurs, the detector output contains the superposition of the detector response to
the astrophysical signal h[i](Eq. 2.5), and the detector noise n[i]:

x[i] = h[i] + n[i] (4.2)

The aim of the analysis is to find the amplitudes of the GW polarizations (h+ and h×) and the
source localization (ϕ, θ) from the signal coherent on the GW detectors.

To start, the likelihood ratio Λ is defined as the ratio of the joint probability that the data
contains a GW signal and the joint probability that there is only noise:

Λ(x) =
p(x|h)
p(x|0)

(4.3)

1This approach assumes that the detectors noise are uncorrelated. The only known source of noise that can
potentially produce correlated noise over global distances is magnetic fields from Schumann resonances. These
resonances are excited by electric current in lightning, bouncing between the ionosphere and the Earth. This
source of noise may limit especially the sensitivity to stochastic background searches at low frequencies with
future detectors [126]. Hence, in the realm of searches for GW transients, the noise of the detectors can be
considered uncorrelated.
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For simplicity, the pixel index i will be neglected in the following equations. Considering the
noise stationary and Gaussian with zero mean and standard deviation σ, not correlated among
different detectors, the joints probabilities can be written as:

p(x|h) =
∏
k

1√
2πσ

exp

(
− (xk − hk)

2

2σ2

)
(4.4)

p(x|0) =
∏
k

1√
2πσ

exp

(
− x2k
2σ2

)
(4.5)

Substituting Eq. 4.4 and Eq. 4.5 in Eq. 4.3, the twice of the logarithm of the likelihood ratio
becomes:

L = 2ln(Λ(x)) =
∑
k

1

σ2

(
2xkhk − h2k

)
(4.6)

The previous equation can be written using the noise-scaled data vector and the noise-scaled
network response vector, respectively:

w[i] =
x1[i]

Sn,1[i]
, ...,

xk[i]

Sn,k[i]

g[i] =
h1[i]

Sn,1[i]
, ...,

hk[i]

Sn,k[i]

(4.7)

where Sn,k is the PSD defined in Section. 2.1.4. L can be rewritten in a more compact form as:

L = 2(w|g)− (g|g) (4.8)

The inner product is calculated over the TF pixels of the cluster. The solutions for the GW
waveforms are found maximizing L varying g, as showed below.

It is important to note that, when maximizing the likelihood, aligned detectors, i.e. detectors
with the same antenna pattern, provide significantly different results than misaligned detectors
[128]. The alignment depends both on the strain sensitivities and the angular orientation of the
detectors. Next, the maximization of the likelihood ratio in the two configurations is shown: the
aligned case is indicated with the letter A, while the misaligned case withM . For simplicity, two
detectors are considered. In the first case, considering x1 and x2 the detector outputs with the
same noise, Eq. 4.8 becomes:

LA = 2(x1|g) + 2(x2|g)− (g|g) (4.9)

where g is the detector response to GW signal expressed as a scalar wave as it is the same for
the two detectors. Varying LA w.r.t. g gives:

g = x1 + x2 (4.10)

and by substituting the solution into LA:

LA,max = x21 + x22 + 2x1x2 (4.11)

Instead, in the misaligned case, the likelihood is:

LM = 2(x1|g1) + 2(x2|g2)− (g1|g1)− (g2|g2) (4.12)
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Varying LM over the detector responses g1 and g2 gives respectively g1 = x1 and g2 = x2 and
by substituting the solutions in the likelihood:

LM,max = x21 + x22 (4.13)

Comparing Eq. 4.11 and Eq. 4.13 it appears that the likelihood statistic in the aligned case
contains both the power and the cross-correlations terms, while the misaligned case, no matter
how small the misalignment is, it contains only the power terms. The functional LM is not
approaching LA in the limit of perfect alignment: this indicates that the maximum likelihood
ratio statistics may not be the optimal statistic for a general network of GW detectors. This
behaviour is typically referred to as the two detectors paradox.

This paradox has important consequences on defining an appropriate statistics for cWB
analysis. To deal with the two detector paradox, a new coordinate frame is introduced [128]. To
simplify the notation, we define the complex waveforms u[i], ũ[i]:

u[i] = h+[i] + ih×[i]

ũ[i] = h+[i]− ih×[i]
(4.14)

and the complex antenna patterns A, Ã normalized by the detector sensitivity σk :

Ak =
1

2
(f+k + if×k)

Ãk =
1

2
(f+k − if×k)

(4.15)

where the index k indicates the GW detectors and f+, f× are antenna patterns normalized by σk
(f+ = F+k/σk and f× = F×k/σk). In the following, for simplicity, we refer to multiple detectors
using the vector notation such as A = (A1, ..AN ). A coordinate transformation in the wave
coordinate frame is performed by a rotation such as:

u′ = eiγu

A′ = eiγA
(4.16)

The detector response g in this complex notation is:

g = Ãu+Aũ (4.17)

It is useful to define the network antenna patterns:

gr =

N∑
k=1

Ak · Ãk

σ2
k

gc =

N∑
k=1

A2
k

σ2
k

(4.18)

A transformation gc → g′c that is particularly convenient is the one which makes the imaginary
part of g′c null. We call this frame the dominant polarization frame (DPF). From Eq. 4.16,
gc = |gc|e2iγ , so that the transformation of the antenna patterns is:

f ′+ = f+ cos(γ) + f× sin(γ)

f ′× = −f+ sin(γ) + f× cos(γ)
(4.19)

Some useful properties of the DPF are:
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• having the imaginary part of g′c null, is equivalent of having f ′+ orthogonal to f ′×. Indeed:

A′2 = (f ′+ + if ′×) · (f ′+ + if ′×) = f ′2+ + f ′2× + 2i(f ′+ · f ′×) (4.20)

This property simplifies the evaluation of the likelihood.

• The transformation from the generic wave frame (f+, f×) to the DPF follows from the
equation above. Indeed:

f2+ − f2× + 2i(f+ · f×) = A2 = (A′eiγ)2 = |A′2|e2iγ = |A′2|(cos(2γ) + i sin(2γ)) (4.21)

and so:

cos(2γ)|A2| = (f2+ − f2×)

sin(2γ)|A2| = 2(f+ · f×)
(4.22)

• the DPF takes its name from the following property:

|f ′+| ≥ |f ′×| (4.23)

The relationship above is derived looking at the antenna patterns defined in the generic
frame (f+, f×) and the ones in the DPF (f ′+, f

′
×), indeed:

|f ′+|2 = |f+ cos(γ) + f× sin(γ)|2 =
1

2
(gr + |gc|) (4.24)

and

|f ′×|2 =
1

2
(gr − |gc|) (4.25)

From the above equations, we can define the alignment factor α:

α =
|f ′×|2

|f ′+|2
, 0 ≤ α ≤ 1 (4.26)

for aligned detectors α = 0. Fig. 4.3, taken from Ref. [128], shows the alignment factor
as a function of the sky coordinates for different detectors networks: for the two LIGO
detectors, that are almost coaligned, α ∼ 0 almost for all sky positions. Adding more
detectors, α increases for a larger sky area. However, even for a network of 4 detectors
(including LIGO, GEO 600 and Virgo detectors) α is small for a considerable fraction of
the sky. This has important consequences when computing the SNR given by a GW.

• In the DPF, the SNR is:

SNR =

N∑
k=1

g2k
σ2
k

≈ 2(gr + |gc|)(⟨h′+⟩2 + α⟨h′×⟩2) (4.27)

where h′+ and h′× are the GW polarization states in the DPF (to distinguish from h+ and
h× that are the GW polarizations in the wave frame), and ⟨h′+⟩2 and ⟨h′×⟩2 are the sums
square energies carried by each component. The brackets indicate the sum over the samples
of the time-series. The contribution of the second GW polarization h′× is diminished by the
network alignment factor α. For a network of coaligned detectors, the component h′× of
the GW signal cannot be detected and all the SNR comes from the dominant polarization.
So the h′× component adds little to the total SNR of the GW signals. Instead, the detector
noise introduces the same contribution for each signal component. When the alignment
factor is small, the second component of the wave adds more noise than signal.
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Figure 4.3: Alignment factor α (Eq. 4.26 for the network composed of the LIGO detectors (left)
and for the four detectors network (LIGO, GEO600 and Virgo) (right) from Ref. [113].

To overcome this paradox, cWB introduces a constraint to the likelihood. The aim is to
reduce the noise contribution, losing a negligible fraction of astrophysical events. This solution is
effective when dealing with aligned detectors, as the LIGO detectors, while it is not optimal when
including other detectors, as Virgo and KAGRA, whose orientation is different. The likelihood
constraints and the search sensitivity of cWB with three detectors network HLV will be discussed
in the next chapter.

To conclude this section on the coherent statistics, two fundamental quantities in cWB anal-
ysis are introduced. In the DPF, the GW response vector lives in the plane defined by f ′+,
f ′×. Varying the likelihood, we obtain a system of linear equations whose solutions are the GW
components. The maximum of Eq. 4.8 is:

LDPF,max = w[i]P [i]wT [i] (4.28)

where the matrix P is the projection constructed from the units vectors e+ and e×:

Pnm = en+[i]em+[i] + en×[i]em×[i] (4.29)

where m and n are the detector indexes. The likelihood in Eq. 4.28 is a quadratic form that can
be split in two components. The diagonal terms of the likelihood matrix are relative to a single
detector, and describe the reconstructed normalized incoherent energy, or null energy En:

En =
∑
i∈C

∑
n

wn[i]Pnn[i]wn[i] (4.30)

Instead, the off-diagonal terms indicate the coherent energy Ec on the detector network:

Ec =
∑
i∈C

∑
n ̸=m

wn[i]Pnm[i]wm[i] (4.31)

Fig. 4.4 shows the time-frequency representation of the coherent and the incoherent energy for
the GW simulation presented in Fig. 4.1. The large majority of the energy of the signal is
coherent in the detector network, with the characteristic chirp signature.

The combination of the coherent and uncoherent energy is used to define the correlation
coefficient cc:

cc =
Ec

Ec + En
(4.32)

the larger cc the higher the energy that is coherent in the network, indicating a possible astro-
physical signal. Small values of cc, typically < 0.7 indicate instead single-detector glitches.
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Figure 4.4: Time-frequency maps of the coherent energy, or likelihood (left) and the incoherent
energy, or null (right). The simulated signal is the CBC of two black holes with masses m1 =
20M⊙ and m2 = 40M⊙, as in Fig. 4.1. The majority of the energy of the signal is coherent in
the detectors network.

4.1.5 Significance estimate

Once cWB analyses a period of data, it provides as output a list of triggers, i.e. a cluster of pixels
indicating an excess of power coherent on the detector network. Each trigger is characterized by
its coherent energy Ec, incoherent energy En and several properties as the network SNR, central
frequency, duration, ecc.

cWB associates to each trigger a ranking statistic ρ0 that is roughly proportional to Ec/En.
The precise definition of the ranking statistics is an active field of research, because it is strongly
related to the algorithm search sensitivity. For the all-sky short-duration search on the data
from the third observing run, the cWB ranking statistic was:

ρ0 =

√
Ec

1−X2(max(1, X)− 1)
(4.33)

where Ec is the coherent energy and X = En/n with En noise energy and n the number of
wavelets used. Larger values of ρ0 suggest that the signal as an astrophysical origin, while small
values are expected for glitches.

Next, cWB assigns a significance in terms of FAR to each trigger: cWB computes a back-
ground distribution using time-shifted data, as mentioned in Section 2.2.2. The data of one
detector are time-shifted w.r.t. the other detector(s) data. The triggers coincident in this data
by construction cannot be astrophysical GW signals, but they are due to interferometers’ Gaus-
sian noise and glitches. Such time slides are performed several times in order to accumulate
sufficient statistics for the background. The FAR of an event with ranking statistic ρi is defined
as:

FAR =
Nρ>ρi

T
(4.34)

where Nρ>ρi
is the number of triggers in the background distribution with ρ > ρi and T the

background time. Often the inverse FAR, denoted as IFAR, is used for convenience.
Once the background has been computed, a set of simulated signals is injected into the same

data segment used for the background analysis. The detection efficiency of the simulations,
defined in the next section, is referred to as closed box analysis. If the latter does not highlight
issues in the analysis, the pipeline configuration is frozen and the actual data, referred to as
zero-lag data, are analysed to see if there is a significant GW candidate.

A trigger in the zero-lag is considered a potential GW signal if it has an IFAR over a certain
threshold, which depends on the search. During the third observing run, the threshold for
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considering a trigger a candidate GW event is IFAR over one per 10 months for CBC template-
based searches, and IFAR over one per 4 years for burst searches.

4.1.6 Increasing the search sensitivity with a decision-tree classifier

The previous section presented the background distribution and how it is used to assess the
significance of a cWB trigger. Clearly, to increase the search sensitivity it is crucial to reduce the
ranking statistics of the background triggers. Until the third observing run [103], the standard
approach employed by cWB was to split the triggers in three different bins according to the
parameters Qa, Qp. Qa, Qp are computed for each trigger from the waveform reconstructed
by cWB in each detector. The first is basically the ratio between the peak amplitude of the
cWB reconstructed waveform and the relative amplitude maximum before and after the peak.
Qp is defined modelling the reconstructed waveform with a CosGaussian function, where Qp is
the estimated Q factor. The precise definitions of Qa and Qp are reported in Ref. [129]. Small
values of Qa and Qp indicate triggers with a morphology similar to blip glitches, which populate
the cWB background distribution. Two bins were created to collected triggers with low Qa, Qp

(Qa = 0 and Qp < 3) and were referred as ’dirty’ bins. The third bin collected the remaining
cWB triggers, with morphologies different from blip glitches, and it was referred to as ’clean’ bin.
The significance was computed in each bin separately, so that the ’clean’ bin had a much lower
false alarm rate. The binning method is effective in increasing the sensitivity to GW events, as
long as they have high values of Qa and Qp. However, the same data is analysed three times,
and it is mandatory to include a trial factor equal to three that divides the IFAR computed for
each trigger. This means that the more bins the less significant will be the candidate events.
More details in the binning procedure in cWB can be found in Ref. [103].

Recently, the binning procedure has been substituted with a decision-tree classifier, called
eXtreme Gradient Boosting or XGBoost [130]. XGBoost is a well-known ML algorithm used for
classification task in several fields. XGBoost takes in input tabular values from two (or more)
labelled classes and, during the training procedure, it learns how to discriminate the two classes.
Once trained, given a set of tabular values the model returns as output a value WXGB in the
range [0,1] being 0 the label of the first class and 1 for the other. In our case, the two classes
correspond to an astrophysical signal (label 1) and a noise signal (label 0). The XGBoost output,
WXGB, is used to re-rank cWB triggers as [131]:

ρ ∝ ρ0 ×WXGB (4.35)

where ρ0 is defined in Eq. 4.33. In the training dataset, the noise class is represented with
the background triggers, instead the signal class can be populated according to the GW source
targeted. The tabular values used to train the model are a subset of cWB summary statistics. The
choice of the input parameters depends on the search: when targeting a specific astrophysical
population as BBH, the classification benefits from the inclusion of input parameters as the
frequency and the duration. Instead, when performing an all-sky short-duration search the
morphology-dependent parameters are not used to train the model. The XGBoost algorithm has
several hyper-parameters that define the architecture of the network 2. In cWB, the tuning of the

2The main XGBoost hyper-parameters used in cWB are: 1) the loss function is logistic, 2) the tress are built
with the histogram methods, to reduce the computational time, 3) the number of estimators are 20,000 optimized
using early stopping, where the training stops when the validation score stops improving, 4) the maximum depth
of trees is 6. The higher the value, the more complex the model and more likely to overfit, 5) the learning rate
is set to 0.03, 6) the minimum child weight, i.e. the minimum sum of the weights needed in a child, is set equal
to 5. If the tree partition step results in a leaf node with the sum of weights less than this parameter then the
building process will stop, 7) gamma, i.e. the minimum loss reduction required to make a further partition on a
leaf node of the tree, is set to 2.0. A complete explanation of XGBoost settings can be found in Ref. [130].
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hyper-parameters is performed with a grid search, and the values that maximize the classification
accuracy, defined as the area under the precision-recall curve, are selected.

First, this post-processing method has been applied to search for BBH mergers with cWB
[132]. Chapter 7 presents a model-informed search for GW from hyperbolic encounters between
compact objects using cWB and the XGBoost algorithm tuned on this specific source. The
XGBoost signal-noise separation has proven to be successful for all-sky GW bursts searches as
well. The author of this thesis personally contributed to the application of XGBoost in such
configuration. The results, which will be briefly discussed in the following, are reported in Ref.
[133].
Applying a supervised machine learning algorithm, such as XGBoost, to a burst search is a
challenging task because it is crucial to preserve the model-independent nature of the search.
To achieve this task the two main aspects to pay attention to are: the selection of the input
features from the cWB summary statistics, and the choice of the simulations to be included in
the training dataset. Concerning the first point, seven cWB input features that do not depend on
the waveform morphologies are employed3. Any parameter linked to the morphological charac-
teristics of the signal as frequency and duration, is excluded. Secondly, the XGBoost algorithm
is not trained on GW signals that follow an astrophysical distribution, but it is trained on a
stochastic set of White Noise Burst (WNB) waveforms. WNB consist of white noise contained
within an ad-hoc time-frequency range. The duration and the frequency span a wide range of
values. In particular, we use two sets of simulations: WNB uniformly distributed in central fre-
quency in the range [24, 996]Hz, bandwidth [10, 300]Hz, and duration logarithmically distributed
between 0.1ms and 1ms, and WNB logarithmically distributed in central frequency [24, 450]Hz,
bandwidth [10, 250]Hz and duration [1, 50]ms.

Next, the comparison of the cWB search sensitivity achieved with the standard post-processing
and the ML-enhanced one are reported. Typically, the search sensitivity of burst searches is eval-
uated in terms of the root-mean-squared strain amplitude hrss at which 50% of the injections
are recovered with a certain IFAR threshold, computed for the GW components of the signal h+
and h× as:

hrss =

√∫ ∞

−∞
(h2+(t) + h2×(t))dt (4.36)

Fig. 4.5 shows the hrss50 achieved with the standard cWB search (using the binning procedure)
and with the ML-enhanced search (using the XGBoost algorithm) at IFAR>100 years. To prove
the robustness of XGBoost method, we report the comparison between the two configurations for
several different morphologies, including ad-hoc waveforms as sine-Gaussian, Gaussian pulses and
WNB, and astrophysical signals, as supernova, and cosmic strings. The XGBoost classification
improves the detection efficiency for all the 53 signal morphologies considered. The strongest
improvement is achieved for the Gaussian pulses and cosmic strings waveforms that have a few
cycles similar to low-Q noise transients.

Fig. 4.6 reports the search sensitivity in terms of the detectable GW energy radiated isotrop-
ically from a generic source, defined as:

Eiso
GW =

π2c3

G
r20f

2
0h

2
rss50 (4.37)

3For the all-sky search presented in Ref. [133], the cWB summary statistics used to train the XGBoost model
are seven: total energy over all frequency resolutions, correlation coefficient (cc defined in Eq. 4.32), quality of
event reconstruction defined as the residual noise energy over the number n of independent wavelets describing
the event, square of SNR over likelihood, effective correlated SNR (ρ0), and the shape parameters (Qa, Qp)
mentioned above and defined in Ref. [129]. Model-dependent summary statistics as central frequency, duration,
bandwidth, and chirp mass are excluded as they are strongly correlated with the signal parameters.
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Figure 4.5: Search sensitivity in terms of hrss50 achieved with cWB with standard post-production
procedure (darker colours) and with ML-enhanced cWB (lighter colors). The injections are
performed in the LIGO network on O3 data and a significance threshold of IFAR≥ 100 years is
considered. The waveforms reported are: ad-hoc signals ordered according to central frequency
(red), core-collapse supernovae (green), ringdown waveforms (blue), and cosmic strings (yellow).
The values on the top show the reduction factor on hrss50 with respect to the standard search.
Note that the hrss50 ordinate scale decreases going upwards, so the higher the bars the more
sensitive the search [133].

where the source is assumed to be a standard siren at a distance r0 of 10kpc, with a central
frequency f0. Since both cWB configurations do not report GW events in addition to known
CBC, Eiso

GW can be interpreted as the constraints on the product of luminosity distance and
amplitude for burst sources. The ML-enhanced cWB allows setting tighter constraints across
the whole frequency spectrum. Moreover, Fig. 4.7 focuses on the improvements achieved by
ML-enhanced cWB on CCSNe waveforms. The figure presents the detection efficiency versus the
distance of the source for three different CCSNe models. The XGBoost post-processing improves
the detection efficiencies for the three models across all distances.

4.2 Alternative burst pipelines

The methodological developments and the analyses presented in the next chapters are based on
cWB algorithm, that for this reason has been presented in great detail. There are several other
pipelines that search for GW bursts. Next, the main algorithms used for GW burst searches
within the LVK collaboration are briefly presented:

• cWB - GMM employs the same trigger production as cWB, as described up to Section
4.1.5, but uses a different ML-based algorithm to do the post-processing. Instead of using
the decision-tree classifier XGBoost, a Gaussian Mixture Model (GMM) is trained [134].
This algorithm models a given dataset as a weighted sum of a collection of Gaussians. To
improve the cWB signal-noise separation, it constructs two distinct models, one for signal
and one for noise, in the multidimensional space of cWB trigger summary statistics. The
input parameters should have a Gaussian distribution: before training the models, cWB
summary statistics are re-parametrized or combined in order to have a distribution close
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a source distance of 10 kpc. The ML-enhanced cWB (full shapes) improves the constraints
w.r.t. the standard ranking statistic (empty shapes) across the frequency spectrum for all tested
morphologies [133].
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Figure 4.7: Detection efficiency vs distance for CCSNe waveforms, at IFAR≥ 100 years. The
ML-enhanced search improves the detection distance at 50% detection efficiency. The probability
of detections at a closer distance increases significantly [133].

to a Gaussian one. Once trained, a ranking statistic is defined as ρ = Ws −Wn, where
Ws and Wn are the maximum likelihood statistics derived from the learned models for the
signal and the noise, respectively.

• Wavescan is a burst pipeline for the detection and the reconstruction of GW transients
[135]. The GW strains are represented in the TF domain using multiple short-time Fourier
transforms. The optimal resolution at each TF location is dynamically selected. The
triggers’ ranking is based on the cross power statistic. The cross-power between two de-
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tectors a,b calculated for each TF pixel is Ca,b = rarbP
2
aP

2
b /(raPb + rbPa)

2 where P is the
wavelet power and r a weight coefficient to account for different detectors sensitivities. The
post-processing is performed with the XGBoost algorithm, as described in Section 4.1.6.

• BayesWave is an unmodeled pipeline for the detection and reconstruction of GW signals,
based on Bayesian statistics [136, 137]. BayesWave models the signal using Morlet-Gabor
wavelets. The number of wavelet components is used to distinguish between GW signal
and glitches: a GW signal is modelled with a high number of components, which increases
with the number of detectors, while glitches are reconstructed with few wavelets. As a con-
sequence, this algorithm as a lower search sensitivity towards simple GW waveforms [103].
The wavelet parameters and the number of wavelet to use are chosen using a reversible
jump Markov Chain Monte Carlo. BayesWave computes the Bayes factor that the data
contain a signal or there is only gaussian noise, and then the Bayes factor to distinguish
between a true GW signal and a glitch. As the evaluation of the Bayes factor is compu-
tationally expensive, this algorithm is typically used to follow-up cWB candidate events
with ρ0 over a certain threshold [103]. BayesWave shows to efficiently separate glitches
from signal [138] allowing a robust glitch subtraction that is crucial to infer accurately the
physical parameters of the GW sources. In addition, it is used to perform consistency tests
between the waveform reconstructed with minimal assumptions and the CBC waveform
models [1].

• oLIB is an unmodelled algorithm for the detection and reconstruction of GW signals [139].
Excess of power are individuated in each detector by the Omicron algorithm [140], which
performs a multi-resolution time–frequency analysis using a fast Q transform. Next, GW
signals and transient noise are modelled with sine-Gaussian waveforms and the software
computes the Bayes factors of the GW signal versus Gaussian noise, and of GW signal
versus glitches. The joint likelihood ratio of these two Bayes factors is then used to assign
the significance to each trigger, comparing with the time-shifted background distribution.

• Xpipeline is a software [141] used to search for GW bursts associated with an electromag-
netic counterpart as gamma-ray bursts [142], magnetars bursts [106], and fast radio burst
[143]. Xpipeline triggered searches are centred around the temporal and spatial position
of the electromagnetic emission. This software performs a coherent analysis of GW data.
First, the GW strains are divided into overlapping segments, and time-frequency maps are
produced for each detector using Fourier transforms. Then, the most energetic pixels are
selected and grouped together. Similarly to cWB, a likelihood statistic is maximized on
a restricted portion of the sky to find the signal waveform. After candidate event identi-
fication, short-duration noise transient are vetoed comparing the coherent and incoherent
energies.

• MLy is a machine-learning based pipeline to search for GW bursts in low-latency [144].
MLy uses a convolutional neural network and the Pearson cross-correlation between multi-
ple GW detectors to identify GW signals and distinguish them from glitches. MLy learns
the signal population using White Noise Burst waveforms, and the noise population from
simulated detector noise and glitches. This approach allows controlling the glitch rate in the
training data more easily and with a lower computational cost than using real background
population from time-shifted data.
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Chapter 5

Search sensitivity of
three-detectors network in
CoherentWaveBurst

Expanding the number of GW detectors has several benefits in GW astronomy, such as improving
the source localization and the characterization of the GW signals. The impact of larger GW
network on the detection rate is more complex, and strongly depends on the orientations and on
the sensitivities of the detectors (Section 5.1).

This chapter discusses the two-detectors network, composed of the LIGO detectors, and three-
detectors network, which includes also Virgo, in searches for GW bursts with the cWB pipeline.
As the LIGO detectors are coaligned and senses only one GW polarization, cWB has introduced
two likelihood regulators that constrain the likelihood solutions forcing the reconstruction of the
LIGO dominant polarization. This strategy reduces significantly the false alarm rate, increasing
the two-detectors search sensitivity (Section 5.2). To make full use of a non-aligned detector, as
Virgo, the analysis has to open the search to both GW polarization components over the sky,
relaxing the requirements on the signal coherence between participating detectors.

To evaluate the impact of relaxed likelihood regulators, first the two-detectors and three-
detectors networks are studied though a set of simulations into Gaussian noise (Section 5.3).
Next, the comparison on O3b data is presented: the latest enhancements of cWB and the use of
relaxed likelihood regulators greatly improves the HLV search sensitivity (Section 5.4).

Moreover, the use of the three-detectors network for waveform consistency test between the
unmodelled cWB reconstructions and the CBC models is also discussed in Section 5.5.

5.1 Network of GW detectors

Currently, the network of GW detectors is made of LIGO Livingston, LIGO Hanford, Virgo
and KAGRA. In the 2030’, LIGO India will join the network of ground-based GW detectors.
The source localization capabilities and the detection rate prospects of the networks of GW
detectors are reviewed in Ref. [37]. Large networks of detectors have several advantages: the
more the detectors I) the better the sky localizations of the GW sources [37, 145], which is of
primary importance for identifying a multi-messenger counterpart as in the case of GW170817
[14]; in addition II) more GW detectors increase the duty cycle of the observation. Current GW
interferometers have a duty cycle of ∼ 75% [1], limited by the fact that GW interferometers are
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complex instruments with several optical cavities that have to be locked in resonance. More GW
detectors guarantee a higher observational time that is fundamental to observe rare astrophysical
events. III) A large network of detectors with different orientations improves the reconstruction
of GWs and allows observing both polarization components of the GW waveforms.

Section 5.1.1 describes this latter aspect for the current GW network. Next, the use of three-
detectors network for GW transient searches in the data from the third observing run is presented
(Section 5.1.2).

5.1.1 The LIGO-Virgo network

This section describes the two-detectors network (HL), composed of the two LIGO interferome-
ters, and the three-detectors network (HLV), which includes also Virgo. As the results presented
in this chapter are based on O3 data, KAGRA is not considered.

Figure 5.1: The network antenna patterns |f ′+| (left column) and |f ′×| (right column) in the
dominant polarization frame defined in Section 4.1.4. The first row considers the network of
the two LIGO detectors (HL), the second row considers the LIGO and the Virgo detectors
(HLV), assuming the same sensitivity to GWs for all the detectors. The addition of a detector
with different orientation, as Virgo, improves the sky coverage reducing the blind spots of f ′+.
Moreover, Virgo improves the response to the second polarization f ′×. Antenna patterns for
larger networks, up to five detectors are reported in Ref. [145].

The LIGO detectors are almost aligned, so their antenna patterns are similar. The addition of
another detector with a different orientation, such as Virgo, improves the sky localization of GW
signals and reduces the blind spot regions from which GW signals are unlikely to be detected.
Fig. 5.1 shows the antenna patterns f ′+ and f ′× for the HL and HLV networks. From the figure,
it is evident that the HLV network has a better sky coverage: HL f ′+ has four wide blind spots,
while with the HLV network has only two regions with lower sensitivity.
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Fig. 5.1 shows also another important aspect: a single detector, or two aligned detectors, is
almost blind to one GW polarization per each direction [146]. Consider a simple case of a GW
interferometer with arms along the x and y axis, and a GW passing perpendicular w.r.t. the
detector plane. The plus polarization affects the distance between the beam splitter and one
test mass in opposite phase with the other mass, so that |Lx − Ly| is maximum. Instead, the
cross polarization, that is rotated of 45° w.r.t h+, affects both arms in the same way, so that the
differential variation |Lx − Ly| is null. Hence in this frame, the interferometer can not observe
the cross polarization, and it is sensitive to only one component of the GW signal.

A network composed of detectors with different orientations, as HLV, senses the cross polar-
ization from a fraction of the sky. The more the detectors with different orientations, the better
the response to both GW components.

The detection of the both polarizations increases the characterization of the GW signals and
the astrophysical generating processes. Ref. [147] proposes a method to estimate the waveform
polarizations for burst searches using the HLV network with detectors operation at design sen-
sitivity. The results achieved considering only Gaussian noise are promising showing a reliable
reconstruction of both plus and cross polarizations. Ref. [148] presents a method to probe the
GW polarizations for GW events with sky localization known, for example for an associated
electromagnetic observation, using the four-detectors not-aligned network (HLVK).

Moreover, larger GW networks allow probing the polarization structure of GWs [90]. GR
predicts that GWs have two tensor polarization modes, referred to as plus and cross (Eq.1.5).
Alternative theories of gravity predict up to six independent GW polarization states (two tensor,
two vector and two scalar modes). The observation of one of these additional polarizations
would constitute a violation of GR. One of the two scalar polarization cannot be measured
with differential arms detectors, so there remains five different polarization states that could
be investigated with GW interferometers. To uniquely distinguish five polarizations, five not-
aligned detectors are required. When fewer detectors are available, it is possible to study extreme
polarization alternatives such as only tensor polarizations modes versus only vector modes versus
only scalar modes, or it is possible to assume specific theoretical predictions for specific features
given by the additional polarization states. A method to test alternative GW polarization states
is the construction of the null stream, i.e. a linear combination of the detector outputs that, given
the source localization, is blind to the polarization tensor modes [149]. At least three detectors are
necessary to construct such null stream. Moreover, morphology-independent Bayesian analyses
have been used to test GW polarization states [90].

5.1.2 The LIGO-Virgo network for burst searches

The previous chapter described in detail cWB, a software for burst searches that distinguishes
potential astrophysical signals from glitches using the coherence among multiple detectors. The
sky coordinates and the GW waveforms are reconstructed maximizing the cWB likelihood statis-
tics (Section 4.1.4). cWB sky localization capabilities are discussed in Ref. [145]: the localization
depends on several aspects as the signal strength, the signal morphology and its polarization.
There is a significative gain in GW detection and pointing performances when at least three
detectors are participating in the measurements.

The purpose of this chapter is to evaluate the search sensitivity, i.e. the capability of detecting
GW signals, for the HL and HLV networks in burst searches. The LIGO detectors have been
built to maximize the overlap between their antenna patterns, so that astrophysical GW signals
are highly coherent in the HL network. Instead, the Virgo detector has a different orientation:
this favours the sky coverage and enables the observations of both polarizations, but results in a
lower coherence of an astrophysical signal in different detectors. Hence, a network composed of
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Virgo and a LIGO detector (HV and LV) has a lower capability of rejecting transient noise based
on the coherent and uncoherent energy (Eq. 4.33). cWB search sensitivity to GW burst is lower
in HV and LV than the one achieved in the HL network, even assuming the same sensitivity for
all the detectors.

At this point one should examine how is the HLV sensitivity w.r.t. HL network, and if the
inclusion of a third detector improves the detection efficiency in burst searches. At first, one
could imagine that the more the detectors, the more the SNR collected for an astrophysical
signal, and so the better the search sensitivity independently from the alignment and sensitivity
of the detectors. This is the case for template-based searches: for example, the pipeline pyCBC
[64] uses a multi-detector ranking statistics that includes a network sensitive volume correction
that accounts for different detectors sensitivities [150]. If a detector with lower sensitivity is
added to the network, the search does not improve substantially, but there are no injections
recovered in the two-detector HL analysis which were not seen in the HLV analysis. So, the HLV
network can be analysed without the risk of missing weaker events, and the only drawback is an
increase in the computational cost.

For burst searches the treatment is more complicated: for the all-sky short-duration LVK
search on the third observing run, the Virgo data were analysed only when one of the two
LIGO detectors was not operating. The HLV network achieved a lower sensitivity than the HL:
Fig. 5.2 shows the cWB search sensitivity, measured in terms of hrss50 (Eq. 4.36), for a wide
range of short-duration simulations recovered with an IFAR>100 years. These simulations were
performed for the LVK all-sky short-duration search for GW burst in the third observing run
[103]. The search sensitivity for the HL network is significantly higher than the one achieved
with HLV for all the waveforms tested. As described in detail in the next section, cWB applies
two likelihood regulators to reject the contributions yield from the polarization not observed
by the HL network. These regulators effectively mitigate transient noise in HL analyses, while
limit the contribution of a third detector with a different orientation to the measurements. The
investigations in Section 5.3 and 5.4 will discuss with more detail these concepts.

Thus, the O3 zero-lag data of the HLV network (see Section 4.1.5) was not analysed. The
contribution of Virgo for the all-sky burst searches was limited to the sky localization of the GW
sources and the period of time when one of the LIGO detector was not operating 1.

Both the HL and HLV results in Fig. 5.2 are obtained using hard regulators on the likelihood,
defined below. This choice has long been considered not optimal for the analysis of a network of
GW detectors with different orientation, as HLV [103].

5.2 CoherentWaveBurst likelihood regulators

A GW network made of aligned detectors is sensitive only to one GW polarization (Fig. 5.1).
Most of the SNR of an incoming signal is produced by the dominant polarization, denoted by
convention by f+, while the contribution of the second component is minimal. In these cases, the
cWB likelihood (Section 4.1.4) can be constrained using the so called regulators. The regulators
reject unlikely solutions of the likelihood maximization arising from the second component of the
signal (f×). These solutions are likely not produced by a GW signal with comparable strength
in both polarization components, but by terrestrial noise. The effect of the regulators is an

1The other burst pipeline contributing to the all-sky short-duration search in O3 was BayesWave (presented
in Section 4.2). The performance of BayesWave on the HLV network is investigated in Ref. [151]: BayesWave
ranking statistics increases with the number of detectors. Ref. [151] reports an increase in the detection efficiency
of simulated signals into Gaussian noise using HLV w.r.t. HL. The results presented do not have a significance
threshold and so it is not possible to compare the search sensitivity with cWB.
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Figure 5.2: cWB search sensitivity, measured in terms of hrss50, for the three-detectors network
HLV (yellow) and two-detectors network HL (violet) on O3b data. A significance threshold of
IFAR>100 years is considered. These results were prepared for the O3 all-sky short-duration
LVK publication [103]: the post-processing is performed with the binning procedure, and not the
XGBoost decision-tree presented in Section 4.1.6. The waveforms injected are Gaussian pulses
(GA), sine-Gaussian (SG) and white noise burst (WNB).

effective reduction of the number of false alarms triggers, while loosing a limited fraction of
potential signals.

The definition of the regulators is based on empirical arguments, determined comparing the
distributions of various cWB statistics for false alarm triggers and signal simulations. To define
the likelihood regulators, we introduce the dual stream likelihood analysis and the polarization
phase transformation, following Ref. [146]. cWB likelihood (Eq. 4.8) includes the noise-scaled
data stream w (Eq 4.7). In addition, one can build a second likelihood using the quadrature
data stream w̃ that is phase shifted by 90° w.r.t w (see Appendix B). Both time-series are
analysed with the procedure detailed in the fourth chapter (data conditioning, time-frequency
transformation and pixels clustering), resulting in the two likelihood L and L̃. Clearly, the
shifted data stream is equivalent to w, but its likelihood might contain different contribution of
the noise n(t) and the signal h(t), so that the signal reconstruction might be better using the
dual streams.

Next, it is useful to define a phase transformation to the data w and w̃ for an arbitrary shift
phase λ applied to each sample as:

w′[i] = w[i] cosλ+ w̃[i] sinλ,

w̃′[i] = w̃[i] cosλ+w[i] sinλ
(5.1)

To compute the likelihood (Eq. 4.8), the same transformation can be applied to the detector re-
sponses g[i] (Eq 4.7) and its 90° shifted phase g̃[i]. This phase transformation allows introducing
the polarization phase transformation, defined as the scalar product of the network responses to
a GW signal (g[i],g̃[i]) and the antenna pattern e+[i] as:

cosλ ∝ (g[i] · e+[i]), sinλ ∝ (g̃[i] · e+[i]) (5.2)
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Thanks to this transformation, we can move to the signal polarization pattern: a pattern where
different GW polarizations are observed by the network with distinct responses.

To describe the polarization of a generic wave, we adopt the following parameterization of a
signal, neglecting for simplicity the pixel index i:

g = h1F+(ψ) + eh2F×(ψ)

g̃ = −h2F+(ψ) + eh1F×(ψ)
(5.3)

where h1 and h2 are the strain amplitudes, e is the wave ellipticity equal to the amplitude
ratio of the GW polarization states, and ψ the polarization angle. These parameters are found
maximizing the likelihood statistics. The antenna pattern vectors used above are related to the
dominant polarization frame (f+, f×) as:

F+(ψ) = f+ cos(γ)− f× sin(γ)

F×(ψ) = f× cos(γ)− f+ sin(γ)
(5.4)

Applying the dual phase transformation to g and g̃, the resulting signal responses are described
by three vectors (g′

+,g
′
×, g̃

′
×) in the plane (f+, f×):

g′
+ = f+h0N

g′
× = −f×h0

1− e2

2
sin(2γ)N−1

g̃′
× = f×eh0N

−1

(5.5)

where h0 =
√
h21 + h22 and is a N normalization constant. The detailed derivation of the above

equation, in particular for the g̃ cross component is reported in Appendix B. Fig. 5.3 shows
the polarization pattern (g′, g̃′). The polarization pattern defined above simplifies in particular
cases: for linearly polarized wave e = 0 and the 90° phase g̃′ is null, for circular waves e = 1 and
g′
× = 0, and for elliptical waves 0 < |e| < 1. For aligned detectors, only the plus polarization can

be measured, while the original GW polarization state cannot be reconstructed. The parameters
e and ψ defined above are free parameters when looking for unmodelled GW signals, while they
can be constrained when looking for GW with a certain polarization state. Loose constraints on
h0, e and ψ can be applied to search for GW signals with specific polarizations [145].

The polarization constrains are different from the likelihood regulators mentioned above, but
are built from the same frame. The importance of each detector in the network depends on the
sensitivity of the detectors, and the sky localization of the source. As mentioned before, aligned
detectors have a lower sensitivity to the second component of the GW. This unbalance is express
by the network alignment factor α, defined in Eq. 4.26. α is much lower than 1 for almost all
sky direction for the HL network (see Fig. 4.26), hence the majority of the SNR of the signal is
given only by f+. This a priori information can be used to exclude likelihood solutions due to
f×.

The hard regulators used in Fig. 5.2 constrain the likelihood analysis to ignore the × response
of the network. cWB has two likelihood regulators, called Γ and ∆. Γ regulator is built looking
at Eq. 5.5: the cross response (g′

×, g̃
′
×) are null when sin(2γ) and e goes to zero. Ref. [146]

shows that for the HL network the majority of the Gaussian noise is concentrated in the region
with low e and sin(γ), while signals injected with random polarization are concentrated in the
region with sin(γ) ∼ 1. Hence, it is possible to define R:

R =

√
e2 + sin2(γ) (5.6)
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Figure 5.3: (left) Sketch of the polarization pattern (g′, g̃′) obtained with the dual stream phase
transformation (Eq. 5.1) in the dominant polarization frame (f+, f×). Black vectors indicate
the 0° phase responses, and red vectors the 90° ones. The second, third and fourth figures show
the signal polarization pattern responses in the linear case (e = 0), elliptical (0 < |e| < 1) and
circular (e = 1).

and requiring R above a certain threshold R0 allows rejecting a large fraction of noise, while
loosing a small fraction of signals.

In particular, the implementation in cWB sets a condition to reject the cross response [152]:

R− 0.9 + (0.5− 1/Inet)(1− α)− Fnet × ln(Γ)

(2Ievt)2
< 0 (5.7)

Inet is the network index which goes from 1 o the total number of detectors, and indicates the ef-
fective number of detectors available weighted by the antenna pattern. Ievt is the event index that
represent the effective number of detectors contributing to the event weighted by the energy, α the
network alignment factor, Fnet the network antenna sensitivity (Fnet =

√
(|f+|2 + |f×|2)/2Inet).

Γ can be set by the user in cWB production in [0,1]. To understand the condition in Eq. 5.7, we
made few examples:

• If Γ=0, no constraint is applied.

• If Γ = 1, the condition is R− 0.9+ (0.5− 1/Inet)(1−α) < 0. For the HL network Inet ∼ 2
and α ≪ 1 so the triggers with R < R0 ∼ 0.9 are rejected. The maximum value of R is 1,
so this condition applies a strong rejection. If Γ = 1 and the network has more detectors,
as HLV α is higher and 1/Inet is lower (lets imagine three detectors fully participating
1/Inet ∼ 0.3 and α ∼ 0.5), so R0 ∼ 0.8.

• If we lower Γ the term Fnet×ln(Γ)
(2Ievt)2

is always negative and decreases the threshold R0.

Typically, Γ is set to 1 (results in Fig. 5.2), and so it is called ’hard’ regulator. In the following,
we discuss lower Γ values, i.e. less constrained. When the regulator is applied (R < R0) the
signal components g′

× and g̃′
× are set to zero. The regulators are applied individually to each

time-frequency pixel.
In addition, the Γ regulator is enhanced by a second condition [152]:

|f×|2 < Γ
(Ievt − |f×|2)

Inet
(5.8)

the pixels where the condition is satisfied are set to zero. This condition suppress sky localizations
where the network sensitivity is low. If Γ = 1, in the LH network Inet ∼ 2 and Ievt ∼ 2 so sky
localizations where |f×| ≲ 0.16 are suppressed.
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The second likelihood regulator, called ∆, controls the ratios between the contribution to the
likelihood from different separate polarizations [146]. The definition of ∆ is:

∆ = I−1
evt − α|ν(e+)− ν(e×)| (5.9)

where Ievt is the event index, ν(e+) =
∑

k e+[i]
4 and ν(e×) =

∑
k e×[i]

4. The condition ∆ > ∆0,
where ∆0 is set by the user and typically is 0.5, is used to identify the cases when two or fewer
detectors participate in the measurement. For two coaligned detectors |ν(e+)−ν(e×)| is null and
Ievt ≤ 2. The condition ∆ > 0.5 imposes a circular polarization (g′

+ = w+,g
′
× = 0, g̃′

× = w̃×).

For larger networks, I−1
evt is lower, and the alignment factor α increases, so that ∆ decreases and

the constraint is unlikely applied. As the focus of the next sections is HLV network, the condition
∆ > 0.5 is not verified, so the ∆ regulator is not investigated.

Releasing the regulators enhances the contribution of the non-aligned detector, Virgo in our
case, and increases the SNR recovered from a signal. On the other side, softer regulators allow
more transient noise to be recovered, increasing the false alarm rate. It is not possible to weight
the contribution of these effects on the cWB search sensitivity a priori, but it is necessary to
perform a set of simulations.

5.3 Likelihood regulator in LIGO-Virgo network with Gaus-
sian noise

In the next sections, the effect of the Γ regulator is investigated. Ad-hoc waveforms characterized
by different durations and frequencies are injected into Gaussian noise, and are recovered with
cWB testing different values for Γ. The simulations are injected at 9 different hrss amplitudes,
between 5.5× 10−24 1/

√
Hz and 4.5× 10−22 1/

√
Hz, to simulate signals with different SNR. The

waveform families injected here are sine-Gaussian waveforms (SG) defined as:

h+(t) = h1 sin(2πf0) exp
{
−t2/τ2

}
h×(t) = h2 cos(2πf0) exp

{
−t2/τ2

} (5.10)

where h1, h2 are the waveform amplitudes, f0 is the central frequency, and τ is related to the
Q factor as Q =

√
2πf0τ . We consider both circular SG waveforms which assume an optimally

oriented source, and elliptical polarization (SGE) which are uniform in cosine of the inclination
angle between the total angular momentum and the line of sight. Moreover, we inject Gaussian
pulses (GA) described by their duration and linearly polarized, and unpolarized band-limited
white-noise bursts (WNB), defined by their lower frequency bound, bandwidth, and duration.
The simulated signal sources are drawn from a uniform distribution in solid angle over the sky,
as in Ref. [103].

The use of Gaussian noise simplifies the interpretation of the results, and significantly reduce
the computational cost of these investigations. Indeed, when analysing real data the search
sensitivity is greatly affected by the tail of the background distribution that contains loud glitches.
To discuss robust results, it is necessary to accumulate enough statistics. In addition, in Gaussian
noise the cWB post-processing can be done applying some simple cuts. In real GW data, an
efficient post-processing is done by a decision-tree algorithm XGBoost (Section 4.1.6). This
latter requires a certain amount of samples in the training dataset that would be prohibitive to
accumulate for each of the configurations tested below.

For the investigations in Gaussian noise, we use ∼ 7 days of data, and we accumulate 3.8
years of background using time-shifts. We require only the correlation coefficient cc (Eq. 4.32) to
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be > 0.7 and norm > 2.52 (standard cuts in all-sky searches [103]). For each tested configuration,
we evaluate the search sensitivity in terms of hrss50 (Eq. 4.36), i.e. the strain amplitude at which
50% of the injections are recovered with a IFAR>1 year.

At first, we consider the HLV network assuming the Virgo to be as sensitive as LIGO Liv-
ingston in O3b (Section 5.3.1). Next, we consider the HLV network with the detectors PSD in
O3b (Section 5.3.2).

5.3.1 LIGO-Virgo network with equally sensitive detectors

This section studies the effect of the Γ regulators on the HLV network assuming similar sensi-
tivities for each detector, in particular we consider the LIGO O3b PSD for the LIGO detectors,
and the LIGO Livingston PSD for Virgo (see Ref. [1] for the sensitivity curves). We test the
value Γ = 1, which is the same used for analysing the HL network and imposes a hard likelihood
constraint, and the value Γ = 0.5, referred to as soft, that apply a lower penalization to the cross
responses.

The detection efficiencies, i.e. the number of recovered simulations, without a significance
threshold, over the total number of injected signals, are 42% for HL, 44% for HLV with hard
gamma, and 49% for LHV soft gamma. Fig. 5.4 shows the search sensitivity expressed in terms
of hrss50 for ad-hoc simulations recovered with IFAR> 1 year. The error bars on the hrss50
values are computed from the detection efficiencies at each injected amplitude. As one could
expect, the HL network has a worse sensitivity across all the waveforms tested.

Figure 5.4: Search sensitivity measured in terms of hrss50 for a wide range of simulations injected
in Gaussian noise and recovered by cWB with IFAR> 1 year. Note that here we assume for Virgo
the same ASD of LIGO Livingston. The HLV network with soft regulator (orange) performs
better than the HLV hard regulator (red) for most of the waveforms. As expected, the HL
network (violet) has a lower sensitivity.

2cWB norm is the ratio between the total energy over all time-frequency resolution levels and the reconstructed
energy of the event.
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The soft regulator on the HLV network enhances the sensitivity w.r.t. the hard regulator for
the majority of the injections (for WNB the hrss50 is decreased by [-5, -13]%, for GA [-6,-20]%,
SG +0.88% -13%). The hard regulator is better for sine-Gaussian (SG) waveforms with Q factor
set to 100 (hrss50 ∼ +7%) . These waveforms have several cycles, without a strong modulation
in amplitude. An example of such signal and the corresponding cWB reconstruction are shown
in Fig. 5.5. The lower efficiency achieved by the soft regulators might be explained looking
at the reconstructions of the sky positions. Typically, a softer likelihood regulator promotes

Figure 5.5: Example of a sine-Gaussian Q100 and central frequency at 70Hz injected waveform
(black) and the corresponding cWB reconstruction (red), in LIGO Hanford (left), LIGO Liv-
ingston (center),and Virgo (right). The reconstructed network SNR is 10.9.

the importance of all the detectors in the network, and provides a better sky localization of
the GW sources. This can be seen in Fig. 5.6 that reports the cWB localization precision,
measured in terms of sum of sky pixels area with integrated sky probability equal to 50%. The
first column shows the localization area for SG Q100 waveforms, while the second column is
dedicated to WNB that have a long duration as SG Q100 but have several distinct amplitude
peaks. Each figure in Fig. 5.6 contains signals injected at a fixed hrss amplitude. Looking at
WNB signals, the soft regulator reconstructs a smaller area, i.e. a more precise sky localization,
both for low and high signal amplitudes. Instead, for SG Q100, the sky localization is better
using hard regulator. Ref. [145] investigates cWB sky localization capabilities injecting SG with
Q factor up to 9, and highlights that these waveforms have less accurate source localization w.r.t.
other simulations. In addition, Ref. [153] observes a bias in cWB estimated position using HLV
network which size and direction depends on the choice of the regulators. As SG waveforms with
high Q factor have several cycles without sharp features in the signal envelope, the determination
of the source localization is particularly difficult: especially for lower SNR signals, if the cWB
peak reconstruction is not accurate (as in Fig. 5.5) it is possible that the signals from different
detectors are not correctly superimposed, and the estimation of the time delay used to localize
the source is inaccurate. In turn, if the sky localization is wrong, cWB does not recover correctly
the coherent and uncoherent components of the signal resulting in a lower ranking statistics ρ,
and in the end a lower search sensitivity.

To summarize, when the detectors have the same sensitivities, the soft Γ regulator for the
HLV network achieves a better search sensitivity for the majority of the waveforms tested, and
the HLV network is always better than HL with an improvement in hrss50 of [-15, -19%] for
WNB, [-25, -31]% for GA, and [-10, -33]% for SG.

5.3.2 LIGO-Virgo network with realistic O3b sensitivities

This section investigates the impact of Γ regulator in a more realistic situation, i.e. considering
the actual Virgo sensitivity. The sensitivity curves of the three detectors in O3b are reported in
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Figure 5.6: Sky area, measured in terms of sum of sky pixels area with integrated sky probability
equal to 50% obtained with HLV network with hard gamma regulator (red) and soft regulator
(blue). The first row contains signals injected at a fixed strain amplitude (∼ 8.6×10−23

√
1/Hz),

and the second row contained stronger signals (hrss ∼ 4.5× 10−22
√

1/Hz). For sine-Gaussian
(SG) Q100 simulations the sky localization is enhanced using hard regulator, while for white
noise bursts (WNB) is better using soft regulator.

Ref. [1]: at intermediate frequencies (∼ 160Hz) the Virgo ASD is about a factor 2.5 higher w.r.t.
LIGO, while at higher frequencies (∼ 700Hz) the gap increases to about a factor ∼ 4.

As the sensitivity of the Virgo detector is lower, we expect a lower gain in using the three-
detectors network w.r.t. the case presented in the previous section. Releasing the regulators
enhances the contribution of Virgo, increasing the SNR collected from a signal. At the same
time, softer regulators allow more transient noise to be recovered, increasing the false alarm rate.
The more the gap of the Virgo sensitivity w.r.t. the other detectors, the more the second effect
prevails, lowering the efficiency of the HLV network.

We inject the same ad-hoc waveforms and the detection efficiency found, without a significance
threshold, are 42% for HL, 41% for HLV with hard Γ, and 43% for HLV with soft Γ. The HL
network has a slightly higher efficiency for weaker signals (0.7% for HL and 0.55% for HLV
hard and 0.52% for HLV soft at hrss = 5.5 × 10−241/

√
Hz) while for stronger signals (hrss =

4.5× 10−221/
√
Hz) 91% for HL, 89% for HLV hard and 94% for HLV soft).

We evaluate the hrss50 at IFAR>1 year for the two HLV configurations as before (Γ = 1
and Γ = 0.5), and we find that the hard regulator outperforms the soft regulator for 18 over 20
waveforms tested. Using soft gamma, the hrss50 increases for SG Q=3 of [+8,+13]%, for Q =9
[+4,+20]% for SG Q =100 [+6,+14]%, and it is similar for WNB (+∼ 2%), and for GA 3.

We test an intermediate configuration selecting a semi-soft regulator: Γ = 0.8. This value
performs slightly better than the HLV hard configuration for 16 over 20 waveform. In Fig. 5.7,
we compare the best HLV configuration (Γ = 0.8) with the HL: the HLV network performs

3In Appendix A.3, we investigate the capability of cWB to detect overlapping GW signals. We injected CBC
GW waveforms in Gaussian noise from the HLV network using O3b ASD, as in this section. We evaluate cWB
sensitivity using both hard and soft Γ regulator, and we obtain a higher detection efficiency with Γ = 0.5. The
cWB configuration used in that case is slightly tuned towards CBC, having a diagonal pattern for time-frequency
pixels selection and a post-production cut that remove triggers with central frequency above 512Hz. These
constraints control the increase of false alarm rate produced by relaxed regulators.
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better on 15 over 20 waveforms injected, with percentage of improvements between -0.42% to
-17%. The HL network has a slightly better sensitivity for GA0d1, a short-duration single-cycle
signal with the lowest frequency band, and for signals at high frequencies (as WNB at 700Hz,
and SG at 849Hz and at 361Hz). This is expected, since at higher frequencies the Virgo ASD
gets more distant from LIGO ones, and so the signals are less coherent and have a lower cWB
ranking statistic ρ.

Figure 5.7: Search sensitivity for the HLV and HL networks for ad-hoc waveforms injected
in Gaussian noise with O3b ASD. The HLV network with semi-soft regulator Γ = 0.8 (orange)
performs better than HL network for most of the waveforms. A significance threshold of IFAR>1
year is considered.

5.4 Re-analysis of LIGO-Virgo network in O3b data

This section reports the cWB analysis of HL and HLV networks in the frequency range [16,
2048]Hz on a subset of 40 days of O3b data, collected between January 5 and February 14, 2020.
This period was selected by the LVK collaboration to perform a mock-data-challenge to compare
the search sensitivity of various bursts pipelines (see Section 4.2). The detectors’ PSD are the
same used in the previous section (Section 5.3.2). However, real data also contains glitches:
the co-alignment of the LIGO detectors and the hard likelihood constraint on the HL network
enable an efficient mitigation of transient noise, but at the same time the coincidence between a
larger number of detectors also improves the rejection of glitches in larger networks. However,
if the network has a detector with different orientation and different sensitivity the capability of
rejecting transient noise is lower. Indeed, cWB might reconstruct glitch in Virgo data as coherent
signals in HLV from the sky regions where the LIGO antenna pattern is low. In addition, as the
Virgo sensitivity is lower, cWB might also reconstruct with HLV the same false alarm trigger
found in HL. From the analyses done for the LVK all-sky short-duration burst search [103], the
HL network shows a significantly better sensitivity than HLV (Fig. 5.2) and the HLV on-source
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data were not analysed.

The results reported in the following have been obtained using slightly relaxed Γ regulator:
from the tests reported in the previous section on Gaussian noise, Γ = 0.8 is the best configu-
ration for the HLV network. In addition, to analyse real O3b data we employ the latest cWB
configuration that uses the machine-learning based post-processing XGBoost (described in Sec-
tion 4.1.6). This method shows to successfully improve the rejection of transient noise. In Ref.
[133], we test the ML-enhanced cWB also on the HLV network: we employ the same XGBoost
configuration and the same set of white noise bursts simulated signals to train the model as for
the HL network. Compared to the standard HLV analysis, which was performed with the multi-
ple binning procedure, XGBoost improves the search sensitivity for the majority of the waveform
tested (48 out of the 53 waveforms including ad-hoc waveforms, ring-down cosmic strings and
CCSNe). For that analysis, Γ was set equal to 1 for the HLV network. The application of
XGBoost does not close the sensitivity gap between HLV and HL networks, likely because an
extensive optimization was done for the HL network, and the selected configuration was then
applied to the HLV network. The combination of relaxed regulators and XGBoost proposed here
seems particularly favourable: indeed, the increase of the false alarm rate produced by softer
regulators can be counterbalanced with a more efficiency glitch mitigation.

First, we see that the HLV with semi-soft regulator (Γ = 0.8) is better w.r.t. HLV with Γ = 1
for all the waveform tested (except GA0d1). The hrss50 improvement for WNB is [-3, -7]%, for
GA [-18,-22]%, for SG Q =3 [-12,-21]%, for Q =9 [-11, -23]%, and for Q =100 [-4,-11]%.

Next, we compare the HL and HLV (Γ = 0.8) analyses. The detection efficiencies achieved
for the HL network is 41.1% and for HLV 41.4%. As in the Gaussian case, at lower amplitudes
the efficiency is higher in HL (0.96%) than HLV (0.57%), while at higher amplitude HL is 90%
and HLV 92%. Fig. 5.8 shows the search sensitivity for the HL and HLV network, considering a
significance threshold of 100 years. We notice that the results achieved in Gaussian noise (Fig.
5.7) are consistent with real data (Fig. 5.8): as expected, the search sensitivity decreases when
considering real data due to increase of false alarm rate in the background distribution. For
WNB and SG signals, the comparison between HL and HLV is similar in Gaussian noise and in
real data. Instead, GA in the Gaussian case are better recovered by HLV network, while in real
data HL is strongly preferred. GA have a morphology similar to blip glitches, hence in real noise
it is more difficult to distinguish the injected signals from the spurious artifacts.

The recent developments in cWB and the relaxed Γ regulator result in a general improvement
of HLV: Fig. 5.8 shows that the HLV network has a better sensitivity for 12 waveforms over 20.
As expected, HL is better for waveform at higher frequencies, where the gap between Virgo and
LIGO ASD is larger, and for GA. Comparing 5.8 with the results reported in Fig. 5.2, the gap
between HL and HLV has significantly reduced.

Moreover, Fig. 5.9 shows the sky localization precision of the HL and HLV networks for all
the simulations performed. As expected, the HLV network provides a significantly more precise
sky localization. Fig. 5.9 reports also the percentages of simulations found only by the HL
network, only by the HLV and by both, at fixed injected amplitudes and at IFAR>100 years.
Only the simulations injected when the three detectors are operating are considering, so we do
not consider the higher duty cycle of HL w.r.t. HLV. It is important to understand if a significant
fraction of signals is lost without analysing one of the two networks. As expected, the stronger
the injections the higher the fraction of simulations that are found by both networks. At lower
amplitudes, ∼ 36% of the simulations are found only by HL and ∼ 15% by HLV. At the larger
amplitude, ∼ 8% of the simulations are found only by HL and ∼ 4% by HLV.
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Figure 5.8: Search sensitivity for the HLV (orange) and HL (violet) network in O3b data. The
HLV network has a semi-soft gamma regulator (Γ = 0.8), the best configuration among the
three tested in Gaussian noise. The HLV network achieves a higher sensitivity for 12 over 20
waveforms tested. The HL network is better for GA and waveform injected at higher frequencies.
A significance threshold of IFAR>100 years is considered.

Figure 5.9: (left) Search area, measured in terms of sum of sky pixels are with integrated sky
probability equal to 50% for all the simulations performed using the HLV (orange) and the HL
(violet) network. The three-detector network improves the sky localization of the GW sources.
(right) Percentages of injections at fixed strain amplitudes recovered only in the HL network
(violet), in the HLV (orange) and in both (green). The error bars are simply 1/

√
N , where N is

the number of events recovered. A significance threshold of IFAR> 100 years is considered.
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5.5 Waveform reconstruction with LIGO-Virgo network

Burst searches provide an unmodelled waveform reconstruction of the identified triggers. cWB re-
constructs the GW waveforms from the maximization of the likelihood functional. The goodness
of the reconstruction strongly depends on the strength of the signals, on the signal morphology
and on the position of source in the sky.

Typically, the accuracy of the waveform reconstruction is evaluated by the match between
the whitened injected waveform xinj(t) and its whitened reconstruction xrec(t):

match(xinj , xrec) =
(xinj |xrec)√

(xinj |xinj)
√

(xrec|xrec)
(5.11)

where the waveform product is defined as:

(xA|xB) =
K∑
i

∫
xA,i(t)xB,i(t)dt (5.12)

where K is the number of detectors. If the two signals are equal the match is 1.
The reconstructed waveforms are a crucial output of cWB analysis: the waveforms recon-

structed with minimal assumptions are compared with the waveforms generated by CBC models
using the inferred physical parameters (see Section 2.2.4). The results of such waveform con-
sistency tests have been included in GWs catalog to validate the interpretation of GW events
such as CBC. Deviations from PE might be due to the influence of unknown binary parameters,
missing physics in the waveform models, deviations from GR, or noise artifacts.

The procedure of the waveform consistency tests is the following [116]: first, the match
between cWB reconstruction and the waveform generated with the PE samples that yield the
maximum likelihood (maxL) is evaluated. This match is referred to as the on-source match. If PE
samples were wrong the match would be small. To quantify if there is a significant discrepancy
between cWB reconstruction and CBC models the on-source match is compared with a null
hypothesis: waveforms generated from PE samples are injected into the data around the time
of the event (off-source injections) and the matches between the injected waveform and the
cWB reconstruction are evaluated. Typically, thousands of injections are performed for each
CBC event. Next, the on-source match is compared with the null distribution and a p-value is
computed as the fraction of simulations with matches lower than the on-source match. The more
the noise in the data (or the weaker the GW signal) the larger the null distribution, and the less
is the statistical power of the null rejection.

The cWB waveform consistency test included in the third GW catalog [1] (Table 5 and Figure
12, 13) was performed with the HL network. Here, we investigate the use of the HLV networks
for such waveform consistency test.

We focus on the GW event GW200224: this signal is consistent with a GW emission for
the merger of a BBH system with component masses m1 = 40.0+6.7

−4.5M⊙ and m2 = 32.7+4.8
−7.2M⊙,

originated at a distance of 1.71+0.50
−0.65Gpc, and observed with a network matched-filter SNR of 20

[1]. We inject ∼ 3000 waveforms generated from the PE posterior samples in a period of time
around the event, considering three cWB configurations: HL network, HLV with Γ = 1 and HLV
with softer regulator (Γ = 0.5). The median and the 90% symmetric interval for the off-source
matches are: for HL 0.917+0.026

−0.040, HLV hard 0.915+0.028
−0.051, HLV soft 0.896+0.036

−0.044
4.

4While doing this investigation, we notice that some values reported in the GW catalog [1] (Table V) are
wrong. In particular, for GW200224 the on-source match computed by cWB is 0.93 and the off-source match
is 0.92+0.03

−0.04, that has been incorrectly associated to another GW event (GW200311). The correct values are
consistent with the results presented here.
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Hence, the off-source distribution recovered using the HLV network does not have neither
a higher mean value, neither a smaller 90% interval. The HLV network with soft regulator
performs slightly worse than HLV with hard regulator. To understand why the HL network is
preferred, we report the antenna pattern for the two networks and the comparison between the
injected and the recovered source localizations in Fig. 5.10 and Fig. 5.11. The injected signals
are localized in a region where the HL antenna pattern is ∼ 0.6 − 0.8. The hard regulator on
HL network forces the reconstruction of the dominant polarization seen by the LIGO detectors,
so that the reconstructed sky localizations are in the two regions where the antenna pattern is
maximum. As the HL network with hard likelihood regulator is highly effective in reducing the
contribution of transient noise, the waveform reconstruction is accurate. The HLV network, as
expected, has a more uniform the antenna pattern. A fraction (∼ 40%) of the injections are
accurately localized, and the corresponding matches are close to 1. At the same time, the HLV
network, especially with softer regulator, reconstructs some injections with significantly biased
sky positions. In particular, the signals recovered at ϕ < −120° are injected close to glitches
in Virgo data. The HLV network with hard regulator does not allow reconstructing an event
with sky position where the HL antenna pattern is so low. Instead, the soft regulator admits
likelihood solutions in that sky position. The major fraction of the SNR is provided by the Virgo
detector but, since the GW signal is superimposed with a glitch, the match is significantly low
(< 0.75).

Hence, when the GW simulations are injected close to transient noise, the HLV network
provides inaccurate reconstructed waveforms that enlarge significantly the off-source distribution,
weakening the strength of the waveform consistency test.

Figure 5.10: (left) Antenna pattern of the HL network. The black dots indicate the sky local-
ization of the injected simulations from S200224 PE samples. The white line indicates the equal
delay between LIGO detectors. (right) recovered sky localizations. The colour bar shows the
match (Eq. 5.11). The likelihood regulators force the reconstruction where HL antenna pattern
are maximum.
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Figure 5.11: (top) Antenna pattern of the HLV network. The black dots indicate the sky
localization of the injected simulations from S200224 PE samples. The white line indicates the
equal delay between HL detectors, HV and LV. (bottom ) Recovered sky localizations using Γ = 1
(left) and Γ = 0.5 (right). The colorbar shows the match (Eq. 5.11). The simulations recovered
with a correct sky localization have a high match, while the simulations recovered far from the
injected direction (ϕ < −120°) have the lowest matches.
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Chapter 6

An autoencoder neural network
integrated into generic
gravitational-wave searches to
improve the rejection of noise
transients

Short-duration disturbances, called glitches, occur with both high SNR and high rate in GW
data. Glitches constitute one of the major challenge in the detection of GW events, especially
for burst searches which do not assume the knowledge of the GW waveform. This chapter
presents an autoencoder neural network integrated into cWB pipeline to improve the rejection
of transient noise in GW burst searches.

Among various glitch classes there are blips, single-cycle short-duration signals whose origin
is unknown (Section 6.1). The author of this thesis has developed an autoencoder neural network
that learns the blip-like morphology as seen by cWB, and build a new statistic to identify and
penalize such glitches (Section 6.2).

The inclusion of the autoencoder into cWB analyses improves the noise mitigation, reducing
the ranking statistics of low-frequency glitches. This result in an increased search sensitivity: a
wide set of morphology are injected into the data from the third observing run to demonstrate
that the autoencoder improves the detection efficiencies (Section 6.3). The methodology and the
results presented in this chapter have been published in Ref. [129].

6.1 Transient noise in CoherentWaveBurst

Glitches are short-duration transient noise contained in GW detector output that seriously impact
GW data analyses (Section 2.1.5). To motivate the work presented in this chapter, it is important
to recall here that the median rate of glitches with SNR>6.5 during the third observing run was
∼ 0.3min−1 in LIGO Hanford, ∼ 1min−1 in LIGO Livingston and 0.8min−1 in Virgo [1, 23].
The transient noise increases the false alarm rate of GW searches, and introduces biases when
inferring the characteristics of GW sources. The identification and characterization of glitches
is crucial: several works have been proposed in the latest years to tackle this problem. In
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particular, ML-based methodologies appear as essential to classify glitches into different classes,
according to their signature in time domain [54, 55] or in time-frequency evolution [56, 57]. A
successful citizen-science project for the supervised classification of GW glitches is Gravity Spy
[154], recently joined by GWitchHunter [155]: both couple a neural network together with human
classification provided by citizen scientists.

One of the most concerning classes, responsible for a major fraction of unvetoed glitches in
GW data is blip glitches [156–159]: typically blips have a short duration, of the order of O(10)ms,
and a broad frequency bandwidth O(100)Hz. An example of a blip-like glitch as seen by cWB is
shown in Fig 6.1.

Figure 6.1: Example of a blip-like glitch identified by cWB in LIGO time-shifted data. The top
row shows the time-frequency maps, while the bottom row reports the respective time-series.
The glitch is reconstructed with SNR= 12 on LIGO Livingston (left), while the disturbance is
weaker, SNR= 6, in LIGO Hanford (right) [129].

During the second observing run there were about 2 blips per hour in LIGO, increasing
to 4 per hour in LIGO Livingston during the third observing run [49]. Their origin is still
largely unknown: Ref. [156] finds that four subsets are correlated respectively with humidity,
laser intensity stabilization, computer errors and power recycling cavity controls, however the
established correlations concerns only a minority of the total number of classified blips (∼ 8%
in LIGO Hanford and ∼ 2% in LIGO Livingston during the first and second observing runs).
There is no evidence of correlation with cosmic rays or errors in the data acquisition system [49].

Over the years, the pipelines for the detection of GW events have developed specific techniques
to mitigate the impact of blip glitches. For example, the template-based algorithm PyCBC [64]
designed a consistency test between the waveform of high-mass BBH mergers and of transient
noise, and found that blip glitches have an excess of power at middle to high frequencies, which
does not belong to the GW template [160].

cWB mitigates the impact of transient noise leveraging the coherence between different GW
detectors. The triggers with network correlation coefficient cc (Eq. 4.32) below a certain thresh-
old are considered non-astrophysical signals. However, as glitches occur with a high rate, there
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is a non-negligible probability of having accidental coincidences in multiple detectors between
independent glitches. In addition, single-detector transient noise could match part of the noise
in the other GW detectors, especially in the case of glitches that have a simple time-frequency
evolution as blips, as shown in Fig. 6.1. For these reasons cWB, as well as the other burst
algorithms, is strongly affected by glitches, and setting a threshold on the correlation coefficient
cc is not enough to mitigate transient noise. To reduce the false alarm rate caused by glitches
an extra step, referred to as post-processing stage, is necessary. Currently, this is achieved with
a decision-tree learning algorithm that automates the signal-noise separation in cWB (described
in Section 4.1.6).

This chapter presents a novel approach to target transient noise in cWB, and shows to
successfully improve the search sensitivity for all-sky GW burst searches.

6.2 Autoencoder neural network

An autoencoder neural network is an unsupervised learning neural network, i.e. an algorithm
composed of several brain-inspired layers that can learn a task without having a labelled dataset.
An autoencoder compresses the input data, a time-series or an image, into a lower dimensional
space, called latent space, and then reconstruct it back to the original dimensional. The compres-
sion highlights the presence of characteristics features in the data. This architecture is widely
used by the GW community for data denoising [161, 162], GW detection [163–165], and PE
[73]. Here, the autoencoder performs an anomaly detection task: the training dataset is made of
time-series from a single class of GW glitches. The neural network learns properly that specific
morphology, and when it is applied to a morphology with a different signature the reconstruction
is not accurate. The accuracy of the reconstruction measures how much a time-series is similar
to ones present in the training dataset. The goodness of the autoencoder reconstruction is quan-
tified with the mean square error (MSE) between the input data (Xi,input) and the autoencoder
reconstruction (Xi,ae) as:

MSE =

n∑
i=0

(Xi,input −Xi,ae)
2 (6.1)

cWB reconstructs the waveform of the trigger in each detector. The MSE, as the other cWB
morphological features Qa and Qp [129], is evaluated in each detector, and then it is weighted
according to the SNR square of the trigger in each detector.

Next, the main characteristic of the autoencoder neural network are presented: first, Section
6.2.1 introduces neural networks, Section 6.2.2 describes the architecture implemented. Section
6.2.3 shows the input data fed to the algorithm, and Section 6.2.4 discusses the training dataset.

6.2.1 Introduction to neural networks

This section introduces briefly neural networks following Ref. [166]. Neural network are brain-
inspired architectures, composed of several basic units referred to as ’neurons’. A neuron receives
N input data x1, x2, .., xN with x ∈ Rn, that can be tabular values, time-series or images. In
supervised learning, each input data x as associated a label yi ∈ Rm. Each neuron computes the
product hW,b ∈ Rm as:

hW,b(x) = f(WTx+ b) = f

(
N∑
i=1

Wixi + b

)
(6.2)
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Figure 6.2: (left) Sketch of a neuron: the input data is a vector of three elements x1, x2, x3,
and the bias term is indicated with +1. The orange circle marks the activation function f .
The output of the neuron is hW,b(x). (right) Illustration of a fully-connected neural network
composed of an input layer L1 and a hidden layer L2 with four neurons each. The input data in
represented with blue circles. Each xi is connected to all the neurons in the subsequent layers
[166].

where W ∈ Rm×n is the weights applied to each input, b is a bias term, typically set to 1, and
f is the activation function. There are various possible choices for f : one of the most common
is the sigmoid function f(z) = 1/(1 + e−z) that scales its input between [0,1]. A sketch of the
operation of a single neuron is shown in Fig. 6.2.

A neural network is made of several neurons coupled together. Fig. 6.2 presents an example
of a neural network with three layers where each neuron is connected to all the neurons of the

following layer. The weights are denoted as W
(l)
ij where j is the index of unit in the l layer and i

is the index of the neuron in the following l+1 layer. The output of the i activation function in

the l layer is indicated by a
(l)
i . Hence, for the network sketched in Fig. 6.2, the final output is:

hW,b(x) = f(W
(2)
11 a

(2)
1 +W

(2)
12 a

(2)
2 +W

(2)
13 a

(2)
3 + b

(2)
1 ) (6.3)

where a
(2)
i is:

a
(2)
i = f(W

(1)
i1 x1 +W

(1)
i2 x2 +W

(1)
i3 x3 + b

(1)
1 ) (6.4)

There exist several types of neural networks with different patterns of connectivity between
neurons, developed for different tasks. The basic principles of the learning process is described
next. During the training, the network tries to learn the function that maps the input xi into
the target yi. The weights W that provide the output hW,b closer to yi are found minimizing an
error function, or cost function, of the form:

J(W, b;x, y) =
1

2
||hW,b(x)− y||2 (6.5)

At the beginning of the training, the weights W are assigned randomly, and the network takes
the first data x1, and evaluates the error function J(Wrandom, b;x1, y1). Next, the weights are
updated iteratively: the new values are derived by an optimization algorithm such as gradient
descent that updates W as:

W
(l)
ij =W

(l)
ij − α

∂J(W, b)

∂W
(l)
ij

(6.6)
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α is called ’learning rate’ and it controls how fast the descent is. The same procedure is repeated
with all the inputs. Typically, the weights are updated after analysing a ten of training samples,
indicated as a ’batch size’. The whole training dataset is processed by the network in the same
way several times, called ’epochs’, of the order of hundreds to minimize the error function.

Given a certain difference between the network output hW,b(xi) and yi, it is not immediate to
understand how each neuron has contributed to the final output and how its weights have to be
updated. This task is typically performed by a back-propagation algorithm that backward the

output error J from the final layer through the initial one. The contribution δ
(l)
i of each neuron

i contained in the layer l is computed from the subsequent layer l + 1 from the derivates of the
activation functions as [166]:

δ
(l)
i =

sl+1∑
j=1

W
(l)
ij δ

l+1
j

 f ′(W
(l)
i ) (6.7)

So, the partial derivatives in Eq. 6.6 are:

∂J(W, b;x, y)

∂W
(l)
ij

= a
(l)
j δ

(l+1)
i (6.8)

6.2.2 Architecture

This section describes the architecture of the autoencoder neural network that has been integrated
into cWB. In this application, the input data consists of time-series xi with n data points.
The network is made of two components: an encoder fE that compresses the input into a
lower dimensional space, and a decoder gD that converts the representation back to the original
format. The autoencoder output is then gD(fE(xi)). The encoder and the decoder are made of
several convolutional layers, listed in Table 6.1. At the beginning of the training procedure the
weights of the layers are set randomly. During the training procedure, the weights are updated
by minimizing the difference between the input xi and the autoencoder output, as mentioned
above. The error function, or loss function, is defined as the MSE between the input and the
output:

J(xi) =
1

n

n∑
i=1

||gD(fE(xi))− xi||2 (6.9)

Basically, during the training the network looks for an approximation of the identity function,
but as the latent space as a lower dimension with respect to the input data, the algorithm learns
a compressed representation of the data which should contain just the key features. In other
words, the neural network performs a dimensionality reduction, but with respect to other tools
as the Principal Component Analysis [167], it can learn non-linear and complex features.

A critical parameter of the autoencoder network is the dimension of the latent space: the
smaller the latent space, the stronger the input compression and the less information is retained
by the network. Several compression factors have been tested: we observe that using a higher
compression the networks only learns loud blip-like glitches, and it struggles to recognize slightly
different morphologies resulting from the combination of glitches and detector noise, and in the
end the mitigation of background events is worse.

The network is built using the ML application programming interface Keras [168]. The layers
employed in the architecture are:

• Convolutional: computes the convolution between the input x and the kernels, or filters.
This type of neural network is commonly employed to analyse time-series and images
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because it maintains the spatial structure of the data. Each layer has multiple kernels with
dimension equal to (m× k), being m the length of the stride and k the number of kernels
applied. The filters in the earlier layers usually learn low-level features, as edges, and
the subsequent layers acquire more complex kinds of features, as corners and blobs. The
activation function f is a ReLU function [169] that converts its input to positive numbers
as f(z) = max(0, z).

Convolutional layers are one of the most recognized ML algorithms to extrapolate relevant
features in time-series and images. In alternative, we have also tested long-short term
memory (LSTM) layers [170]. LSTM is a recurrent neural network algorithm in which the
output of a neuron i (Eq. 6.2) is affected also by the output of the previous neurons i− 1
as hi;W,b = f(WT (xi, hW,b(i− 1) + b). Recurrent neural networks are widely used in time-
domain analyses. In our case, we notice that using the LSTM layers in the autoencoder
require a much larger computational time, and provided lower reconstruction capabilities,
measured in terms of MSE (Eq. 6.1).

• Max Pooling (Up pooling) is applied after each convolutional layer, and it down-samples
(or up-samples) the convolutional output hW,b picking the maximum value over a certain
window. Here, a window equal to 2 is set, meaning that the maximum values between
two adjacent values is selected. The sequence of convolutional and max pooling layers
is a standard in the architecture of convolutional autoencoder, and it is repeated multiple
times in the encoder to extract the most relevant features. In the decoder, the convolutional
layers are alternated with Max Pooling layer that up-sample the representation repeating
the data by 2.

• Flatten and Reshape: the first simply flatten the inputs from a shape xa,b to xa×b, while
the second reshapes a given input into the desired shape.

• Dense is made of several basic units, called neurons, in which a weight multiplies the input
as in f(W kx+ b). In a dense layer, each neuron is fully connected to all the neurons of the
previous layers. Here, the dense layer compresses the output of the encoder to the desired
latent space dimension.

To train the autoencoder network the epochs, i.e. number of iterations of the entire training
dataset, are set to 75. The number of training samples analysed before updating the weights,
the batch size, is 16. The network weights are updated by the optimization algorithm ADAM
[171]. The total number of network internal parameter is 349513. The training takes about 22
minutes using 16-core AMD opteron 6376 CPU, and the execution time for a single time-series
evaluation is about 0.0032s.

6.2.3 Input data

The inputs of the autoencoder neural network are the time-series of cWB triggers. As described in
Section 4.1.2 and 4.1.3, cWB removes the noisy frequency lines and whitens the input data. Next,
cWB combines the most energetic pixels from different time-frequency resolutions into clusters.
The waveform reconstructed by cWB is computed applying the inverse wavelet transform to the
multi-resolution cluster for each detector. Thanks to this procedure, the cWB reconstructed
waveform is cleaner than the raw GW strain.

Before entering the autoencoder, this time-series are windowed to 416 data-points (corre-
sponding to ∼ 0.2s at a sample rate of 2048 Hz) and centred around the absolute maximum
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Layer type Output Shape (length, dimension)

Encoder
Input (416,1)

Convolutional (416,128)
Max Pooling (208,128)
Convolutional (208,16)
Max Pooling (104, 16)
Convolutional (52, 16)

Flatten (832)
Dense (200)

Decoder
Dense (832)

Reshape (52, 16)
Convolutional (52,16)
Up Pooling (104,16)

Convolutional (104,16)
Up Pooling (208,128)

Convolutional (208,128)
Up Pooling (416,128)

Convolutional (416,1)

Table 6.1: The architecture of the autoencoder neural network proposed in this chapter [129].
Each line represents a layer of the network. The right column reports the output shape of each
layer, which is also the input shape for the subsequent one. For example: the input data is a
time-series with 416 data points. The first convolutional layer applies a kernel with k=128 filters
[129].

value. We have tested different window lengths, from 200 to 800 data points. The choice of 416
represents a favourable compromise: the time-series contains the entire transient noise evolution
and the information to be learnt is minimized. Finally, it is suitable when using neural networks
to normalize the input data in amplitude between 0 and 1. Two examples of cWB reconstructed
waveforms and their autoencoder reconstruction of blip glitches are shown in Fig. 6.3.

6.2.4 Training dataset

The proposed autoencoder is trained with time-series of a single class of transient noise. Here,
we focus on blip glitches according to the Gravity Spy classification [154, 159]1. To collect blip
glitches as seen in cWB, first we run cWB analysis in each detector. Then, blip glitches are
selected comparing the GPS time of cWB single detector triggers with Gravity Spy blip GPS
time. Blip glitches are collected only from the two LIGO detectors, but such noises are present
also in Virgo detector [156]. In order to increase the number of samples present in the training
dataset, we exploit some techniques of data augmentation: these strategies are common in ML
applications which need the largest possible data set. In particular, we include the vertical flip
of each time-series, doubling the number of samples contained in the training dataset, and we
create additional samples adding Gaussian noise into the retrieved blip time-series. This latter
method also improves the capability of the autoencoder to individuate low SNR glitches. The
training dataset contains 4608 glitches, occurred during the second half of the third observing run

1We select blip and tomte glitches from Gravity Spy families. The latter class has a time-frequency evolution
similar to blip glitches, but is characterized by a larger low-frequency contribution.
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Figure 6.3: Two examples of blip glitches, according to the GravitySpy classification, as seen
by cWB in LIGO Hanford. The autoencoder inputs xi (in blue) are cWB reconstructed wave-
forms windowed and normalized as described in Section 6.2.3. The autoencoder reconstructions
gD(fE(xi)) (in orange) accurately matches the input data [129].

(O3b). The validation dataset, which ensure that the neural network is not overfitting, consists
of additional 512 samples.

6.3 Results

For each cWB trigger, we compute the MSE (Eq 6.1) between the cWB reconstructed waveform
and the corresponding time-series reconstructed by the autoencoder. The MSE is evaluated for
each detector, and then the weighted SNR sum among different detectors is stored. MSE values
close to zero means that the event is similar to a blip glitch, while higher MSE values suggest
that the morphology is different. More detailed comparisons of the autoencoder MSE computed
for the background triggers and for injected simulations are reported in Appendix C.

The MSE statistic is included in the list of summary statistics used by the XGBoost algorithm
to separate signal from noise (Section 4.1.6). This configuration will be referred in the following
as XGBoost + AE model, while the configuration without the autoencoder will be labelled simply
as XGBoost. The cWB configuration and the XGBoost hyper-parameters are the ones used for
the all-sky GW burst search presented in Ref. [133], and are identical for the two configurations
in order to assess the improvement yield only by the addition of the autoencoder.

The proposed methodology is tested analysing 40 days of coincident data between the LIGO
detectors, collected between February and March 2020. Using the time-shifting technique, we
accumulate about 380 years of background (Section 4.1.5): 70% is used to train the XGBoost
model and the remaining for testing. Similar performances are obtained with different training
and testing percentages.

The impact of using the autoencoder on the cWB background distribution is presented in
Section 6.3.1. Next, the XGBoost + AE and XGBoost configurations are tested on a wide set of
possible GW signals, and the search sensitivities measured are reported in Section 6.3.2.
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Figure 6.4: (left) Distribution of the cWB ranking statistic ρ of the background distribution,
obtained with the XGBoost model (blue) and the XGBoost + AE one (orange). (right) IFAR
versus the ρ for the background triggers for the two configurations. The XGBoost + AE model
reduces the number of background triggers at ρ > 5. This means that at a fixed IFAR threshold
the corresponding ρ is lower. The gray lines indicate the IFAR thresholds at which the search
sensitivity is given in Fig. 6.6 and Fig. 6.7 [129].

6.3.1 Mitigation of transient noise

The addition of the autoencoder statistic into the XGBoost post-processing enables a more
efficient mitigation of the glitches present in cWB background distribution. This effect appears
from Fig. 6.4 and Fig. 6.5 that show the distribution of ranking statistic ρ (Eq. 4.35) for the
background triggers. At ρ > 5, there are 28 triggers using the XGBoost + AE model, while with
the XGBoost model there are 47 triggers. This improvement can be appreciated also in Fig.
6.4 (right), that shows the IFAR versus the cWB ranking statistic for the two models under
consideration. At a fixed ρ, a potential GW signal detected by cWB has a higher IFAR, i.e. a
higher significance thanks to the autoencoder, or on the other way around at a certain IFAR
threshold the autoencoder enables to detect weaker GW signals.

Fig. 6.5 shows the distribution in frequency of the background distribution, showing that
the autoencoder is effective in cleaning the low-frequency region, which is the one populated by
blip-like glitches.

6.3.2 Improved search sensitivity

The reduction of the background distribution alone does not guarantee that the search sensitivity
has improved. Indeed, a ranking statistic that strongly penalizes all the triggers would result in
a clean background distribution, but at the same time, it would reject GW signals. To evaluate
the effectiveness of the autoencoder for all-sky short-duration searches, we inject a wide range of
possible GW signals in the same period of data, and we compute the associated search sensitivity.
The simulation used in this test include ad-hoc signals (sine-Gaussian, Gaussian pulses, and
white noise bursts) cosmic strings (Section 3.5) and CBC. For the latter, GW waveforms are
computed using SEOBNRv4PHM approximant [172] where the BBH coalescences is described by a
quasi-circular orbit, including both precession and higher order modes.

The search sensitivity is reported in terms of hrss50% (defined in Eq. 4.36) and volume
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Figure 6.5: cWB ranking statistic ρ versus frequency for the background triggers. Triggers with
ρ > 6 are highlighted in dark red. The top row refers to the XGBoost + AE model which includes
the autoencoder network proposed in this chapter, while the bottom row refers to the XGBoost

model. Thanks to the autoencoder the low-frequency region (below ∼ 50Hz) is cleaner.

sensitivity defined as [133, 173]:

V = 4π(hrss,0r0)
3

∫ ∞

0

dhrss
h4rss

ϵ(hrss), (6.10)

where ϵ(hrss) is the detection efficiency, computed as the ratio between the signals detected with
an IFAR over a certain threshold and the total amount of injections, and hrss,0 is a reference
amplitude value at a nominal distance r0. This metric, having a factor h−4

rss, highlights the
contribution to the sensitivity of the weaker signals.

Fig. 6.6 shows the comparison between the XGBoost + AE model and the XGBoost model for
ad-hoc waveforms and cosmic strings at IFAR >50 years. The sensitivity volume achieved with
the inclusion of the autoencoder is higher for all the waveforms considered: the improvement is
33% for cosmic strings, between 22-37% for Gaussian pulse, 8-44% for sine-Gaussian, and for
WNB is 1.4 – 4.7%. In addition, we evaluate the performance of the two XGBoost models over
different IFAR thresholds to validate that our method is robust (Fig 6.7). The improvements
in hrss50% and volume are consistent also at lower IFAR thresholds, and it is more evident on
the waveforms that have a signature similar to blip glitches. At IFAR> 100 years, the search
sensitivities achieved by the two models are comparable: this IFAR corresponds to the region
of the background distribution with ρ > 13 where there is only a single loud glitch. Its ranking
statistic ρ is not modified by the inclusion of the autoencoder. Such loud glitches are rare and
to accumulate more statistic would require a huge computational cost. Instead, we consider
relevant the improvement obtained at lower IFAR, that is the regime in which most of the GW
signals detected lies.

For completeness, we report search sensitivity also for simulations of BBH mergers in Fig 6.8.
The BBH waveforms are computed using SEOBNRv4PHM model [172], which describes BBH
quasi circular orbits, including both precession and higher order modes. The masses follow a
power law + peak mass function between 2 M⊙ and 100 M⊙, spins have magnitude randomly
distributed between -0.98 and 0.98. The sensitivity volume achieved with the inclusion of the
autoencoder is slightly enhanced at all IFAR thresholds, thanks to the cleaner background.
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Figure 6.6: Sensitivity volume V (Eq. 6.10) obtained with cWB with the autoencoder statistic
included in the XGBoost model (XGBoost + AE) in orange, and without it (XGBoost) in blue, at
IFAR>50 years. The injected waveforms are: cosmic strings, Gaussian pulses (GA) with duration
τ , then ordered according to frequency sine-Gaussian (SG) and SG elliptically polarized (SGE)
characterized by central frequency f , and the quality factor Q, and White Noise Burst (WNB)
with frequency bandwidth ∆f , duration τ and lower frequency bound f . The percentages next
to each bar indicate the improvements w.r.t to the volume obtained with the XGBoost model
[129].

Figure 6.7: Ratio between the sensitivity volume V (left) and the hrss50 (right) evaluated in-
cluding the proposed autoencoder (XGBoost + AE) and without using it (XGBoost) at different
IFAR thresholds (10, 30, 50, 100 years). The waveforms injected are: cosmic strings, Gaussian
pulses (GA) characterized by the duration τ , sine Gaussian (SG) with central frequency f , and
the quality factor Q, and White Noise Burst (WNB) with bandwidth ∆f , duration τ and lower
frequency bound f . Data points are slightly shifted around the IFAR thresholds for a better
visualization [129].
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Figure 6.8: Observed volume versus IFAR for BBH mergers simulation. The volume obtained
with the inclusion of the autoencoder (orange) is slightly higher w.r.t. the one obtained without
the autoencoder (blue) [129].
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Chapter 7

Search for hyperbolic encounters
between compact objects in the
third LIGO-Virgo-KAGRA
observing run

Dense stellar environments, as galactic nuclei and globular clusters, are expected to host numer-
ous compact objects, which may encounter on hyperbolic orbits. Such scattering events between
compact objects, referred in the following as hyperbolic encounter (HE), are expected to release
GW bursts. The GW emission would peak at the periastron, and when the mass of the objects
involved is stellar mass, the frequency of the signal is expected to be in the bandwidth of current
GW detectors. The detection of such systems would provide crucial information on compact
objects distribution.

This chapter presents the search for GWs associated to HE between compact objects in the
data of the second half of the third LVK observing run (O3b). The algorithm used is cWB,
described in Chapter 4. The search performed is model-informed: cWB identifies generic excess
of power, but some information of the signal expected from HE is included when doing the cWB
post-processing (Section 4.1.6). To improve the noise rejection, the autoencoder neural network,
presented in the previous chapter, is included in the cWB ranking statistic.

No GW events are found in addition to known CBC observations. For the first time, we
compute the sensitivity volume achieved for HE, and we discuss the astrophysical implications
of our findings.

The structure of this chapter is the following: Section 7.1 presents HE between compact
objects, Section 7.2 describes the cWB configuration of the search, and the search results obtained
on O3b data. Section 7.3 shows the prospects for the future observing runs of ground-based GW
detectors, and Section 7.4 compares our results with the expected rates proposed in literature.
This search has been published (see Ref. [174]).

7.1 Hyperbolic encounters between compact objects

As the detectors sensitivities increase, new sources of GWs may be detected. One such source
class is HE between compact objects. Section 7.1.1 presents the orbit of such interactions, and
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the corresponding GW waveforms in a simple case. Next, Section 7.1.2 overviews more complete
GW waveform approximants.

7.1.1 Back of the envelope characterization

This section shows the geometry of a HE interaction under simplistic assumptions following Ref.
[96], and derives the estimates of the energy released in the form of GWs and the corresponding
GW waveform. Although the calculations are very simplified, it might be useful to understand
the basic dynamics of HE.

To study the geometry of an HE system, we introduce a massM1 moving in the gravitational
potential Φ(r) generated by a second object M2 at rest in the origin of the reference frame. The
position of the first object is specified by the radius r(t) and the polar angle ϕ(t). With this
coordinates, the velocity of the first object is simply:

v = vr r̂ + vϕϕ̂, where vr =
dr

dt
, vϕ = r

dϕ

dt
(7.1)

The total energy per unit mass is:

E =
1

2
v2 +Φ(r) (7.2)

Using the radial coordinates reported above, Eq. 7.2 becomes:

E =
1

2

(
dr

dt

)2

+
1

2
r2
(
dϕ

dt

)2

+Φ(r) (7.3)

and the angular momentum per unit mass is:

L = r2
dϕ

dt
(7.4)

We perform a change of variable u = 1/r (and du = − 1
r2 dr). The equation of the motion

becomes:

L =
1

u2
dϕ

dt
,

2E

L
=

(
du

dϕ

)2

+ u2 + 2
Φ(1/u)

L2
= const.

(7.5)

The above equation differentiated w.r.t. u is:

d2u

dϕ2
+ u+

1

L2

dΦ(u)

du
= 0 (7.6)

The classic gravitational force acting on the mass M1 is F (r) = −GM2/r
2 and it is the gradient

of the gravitational potential Φ, so the equation above can be written as:

d2u

dϕ2
+ u =

GM2

L2
(7.7)

whose general solution is:

u(ϕ) = C cos(ϕ− ϕ0) +
GM2

L2
(7.8)
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The constant C depends on the initial conditions and the polar angle ϕ0 at the periastron distance
between the two objects. C can be found differentiating the above equation w.r.t. time t:

du

dt
= −C sin(ϕ− ϕ0)

dϕ

dt
(7.9)

and going back to the variable r:

dr

dt
= CL sin(ϕ− ϕ0) (7.10)

At the initial condition when M1 is at infinite distance, dr/dt corresponds to the initial velocity
v0 of M1, considering the second object at rest and ϕ = 0. L can be written as L = bv0, where
b is the orbital separation at periastron, also referred to as the impact parameter. The constant
C is then:

C =
1

b sin(ϕ0)
(7.11)

The equation of the orbit from Eq. 7.10 is then [175]:

r =
b sin(ϕ0)

cos(ϕ− ϕ0)− cos(ϕ0)
(7.12)

Knowing the initial conditions b and ϕ0, the equation above determine the position of the moving
object. From the orbit equation, it is possible to estimate the GW waveform generated during
the interactions.

The amplitude of the GW waveform in the quadruple approximation (see Eq. 1.10) is given
by:

hij(t, d) =
2G

dc4
Q̈ij (7.13)

where d is the distance between the GW source and the observer, and Qij is the quadrupole
mass tensor (Eq. 1.11):

Qij =
∑
a

ma(3x
i
ax

j
a − δijr

2
a) (7.14)

where ra is the magnitude of the vector radius of the a-th particle. Using Eq. 7.12, the expected
strain amplitude h ≃ (h211 + h222 + h212)

1/2 [96] is:

h =
2G

dc4
µv20G(ϕ, ϕ0) (7.15)

where µ is the reduced mass of the system, and G(ϕ, ϕ0) is a function of the polar angle ϕ and
the initial condition ϕ0

1 [96]. The energy emitted in form of GWs per unit time is:

dE

dt
= −

G⟨Q(3)
ij Q

(3)ij⟩
45c5

(7.17)

1The definition of G(ϕ, ϕ0) in Eq. 7.15 is:

G(ϕ, ϕ0) = csc2 ϕ0[2[59 cos 2(ϕ0 − ϕ)− cosϕ(54 cos(2ϕ0) + 101)] cos2 ϕ0

−9 cos(3ϕ− 4ϕ0)− 9 cos(3ϕ− 2ϕ0) + 95 cos 2ϕ0 + 9 cos 4ϕ0 − sinϕ[101 sin 2ϕ0 + 27 sin 4ϕ0] + 106]−1/2
(7.16)
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where Qij is differentiated w.r.t. time, and the brackets indicate the scalar product. Integrating
in time, considering M1 =M2 the total energy emitted is of the form:

∆E =

∫ ∞

0

∣∣∣∣dEdt
∣∣∣∣ dt = 4v50rsM1

45c3
F (b, v0) (7.18)

where rs is the Schwarzschild radius of the mass, and F (b, v0) a function of the initial conditions
2[96]. As expected, the energy released in GW increases with the masses of the objects involved.
∆E depends on the configuration and the kinematics of the system, and it increases with the
initial velocity v0 and the closer the interaction is, so for lower b.

7.1.2 Waveform approximants

The previous section introduces HE interactions, and derives the expected GW waveform un-
der the assumption that the periastron distance between the objects is much larger than their
Schwarzschild radius (Eq. 7.15). The characterization of the GW emission originated from HE
under more general assumptions is an active area of research. There exist several approaches
to model this interaction such as the post-Newtonian (PN) approximation [176, 177], post-
Minkowskian expansion [178, 179], numerical relativity [180, 181] and the effective one body
formalism [182–184]. Recently, it has been proposed an interpretation of the high-mass GW
event GW190521 [1] as two BHs in a hyperbolic orbit leading to a direct capture [75]. In the fol-
lowing sections, we perform HE simulations to configure the search and to evaluate the sensitivity
volume towards this source.

The waveform model considered is a 3 PN-accurate approximant [97]. PN waveforms assume
a weak-field and are no longer valid when the BHs are too close and/or experience a GW capture.
Ref. [177] indicates that the PN waveforms are accurate until the orbital separation b, between
the involved objects is above 10GM/c2. In addition, the orbital eccentricity should not be lower
than 1.15 when the impact parameter is 60GM/c2. In this study, this condition has been slightly
relaxed, and the lower bound is eccentricity of 1.05. Even if the waveform might have some
inaccuracy, it will not affect the search presented in this chapter because it is not a template-
based search, but a burst analysis which do not make strong assumption on the morphology of
the signal.

The parameter space covered by the injection set is the following: HE waveforms have com-
ponent mass uniformly distributed in six bins ([2, 5], [5, 20], [20, 40], [40, 60], [60, 80], [80,100]
M⊙), impact parameter b is uniform in [60, 100]GM/c2, and the orbital eccentricity is uniform
in [1.05, 1.6]. For each mass bin, about 20 thousand injections are performed, resulting in 120
thousands injections overall.

These ranges are chosen to be as broad as possible, providing GW waveforms with a major
fraction of energy in the frequency range of current GW detectors. Fig. 7.1 shows the relationship
between the masses of the compact objects, the impact parameter and the peak frequency of the
GW emission. In the frequency domain, the HE signal is broadband. The peak frequencies are
in the lower boundary of current GW detectors for the most massive systems considered, and
go up to ∼ 450Hz for NS masses [177]. In the time domain, HE from heavier masses and larger
impact parameters have longer signals. The mass ranges considered in this study are expected
to produce GW signals with a duration of less than a second.

2The function F (b, v0) is definted as:

F (b, v0) = [720b tan2 ϕ0 sin
4 ϕ0]

−1 × (268ϕ0 + 2328ϕ0 cos 2ϕ0

+144ϕ0 cos 4ϕ0 − 1948 sin 2ϕ0 − 301 sin 4ϕ0)
(7.19)
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Figure 7.1: Contour plot of the peak frequency of the HE GW waveforms versus the total mass
of the objects involved and the impact parameter, from Ref. [97]. The impact parameter is
indicated in unit of ζ = GM/c2. The plot on the left refers to HE between NSs, while the plot of
the right is for BHs. Here, the compact objects have equal masses, and the orbital eccentricity
is fixed at 1.15.

Figure 7.2: Example of simulated HE GW waveform injected in O3b data and reconstructed
by cWB. The first row shows the signal in LIGO Livingston, and the second in LIGO Hanford.
The first column reports the time-frequency spectrograms, the second and third columns show
the injected waveform (black) and the corresponding cWB reconstruction (red) in time domain
and in frequency domain. The HE signal is injected at a distance of 182 Mpc with masses
m1 = 26.7M⊙ and m2 = 36.4M⊙, impact parameter 59.5 GM/c2, and eccentricity 1.1. The
simulation is recovered by cWB with network SNR of 14 [174].

Fig. 7.2 shows an example of an HE GW waveform injected into O3b data and recovered by
cWB. The signal appears in the time-frequency representation as an excess of energy at around
40Hz. The waveform is accurately reconstructed by cWB both in time and in frequency domain.
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7.2 Search in the third LIGO-Virgo-KAGRA observing
run

This section presents the search for HE between compact objects in the second half of the third
LVK observing run using the cWB pipeline. First, Section 7.2.1 describes the model-informed
configuration developed specifically for this search. The results are presented in Section 7.2.2.
No GW event associated with HE has been identified. Section 7.2.3 reports the sensitivity
volume achieved, and the corresponding upper limits on the event rate. The properties of the
HE simulations recovered by cWB are overviewed in Section 7.2.4.

7.2.1 A model-informed search

The search for HE is performed with the burst algorithm cWB, extensively described in the fourth
chapter. As presented in Section 4.1.6, cWB adopts a decision tree learning algorithm, called
XGBoost, to improve the separation between astrophysical GW signals and glitches. For this
search, XGBoost is trained with a subset (∼ 25%) of the HE injections performed, described in
Section 7.1.2. The resulting configuration is called a model-informed search: it can be considered
a middle way between a match filtering search, that looks for GW with a morphology similar
to the waveforms contained in extensive template banks, and an unmodelled search. A model-
informed search targets a specific GW source, but it is still sensitive to GW waveform that are
not present in the training dataset. This configuration is particularly suited when the model
waveforms are not precisely known, or they cover only a certain parameter space. Examples of
model-informed search performed with cWB pipeline targeting BBH mergers and eccentric BBH
are presented in Ref. [132, 185].

The XGBoost model is built using 10 cWB summary statistics: total energy over all time-
frequency resolutions, correlation coefficient cc (Eq. 4.32), quality of the event reconstruction
defined as X = En/n with En noise energy (Eq. 4.32) and n the number of wavelets used, square
of SNR over likelihood, incoherent energy over likelihood, root-mean-square noise for selected
pixel over all layers, central frequency, effective correlated SNR, shape parameter Qp [129], and
the similarity score to blip glitches computed by the autoencoder neural network discussed in
the previous chapter.

Figure 7.3 shows the detection efficiency versus IFAR for the HE model-informed search
proposed here, and the all-sky short-duration search performed with ML-enhanced cWB [133].
The main differences between the two are the training data set used to build the XGBoost model
(HE waveforms for the first, and white noise burst simulations for the second) and the cWB
summary statistics used to build the model (the HE search includes also the central frequency
and the autoencoder statistics). Moreover, the model-informed search does not apply the final
correction to the ranking statistics described in Ref. [133] (appendix A). The latter is used
to remove high SNR glitches, and it is based on two hand-tuned parameters. The choice of
not using here this correction is part of the effort of cWB to investigate the implication of this
penalization, and find a configuration with fewer hand-tuned corrections in preparation for the
fourth observing run.

The detection efficiency improvement is evident in the three different mass bins presented
in the figure, at different IFAR. In particular, the efficiency at IFAR> 10 years using the HE
model-informed search and the generic all-sky one [133] increases from 9% to 15% for component
masses in the range [2, 5] M⊙, from 11% to 18% in [5, 20] M⊙, from 17% to 23% in [20, 40]
M⊙, from 18% to 24% in [40, 60] M⊙, from 16% to 22% in [60, 80] M⊙ and from 14% to 20%
in [80, 100] M⊙, respectively. At larger IFAR (>100 years) the two configurations have similar
performance: this region is affected by loud glitches and the general gain achieved by the model-
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Figure 7.3: Detection efficiency versus IFAR for the model-informed search proposed in this
section (pink) and the all-sky short-duration search (blue) [133] in three different mass bins
([2, 5]M⊙ left, [20, 40]M⊙ middle, [80, 100]M⊙ right). The model-informed search has a larger
detection efficiency in the different mass bins and at different IFAR.

informed search is balanced by the removal of the ranking penalization correction mentioned
above.

Before looking for GWs associated with HE, the cWB accuracy in recovering this type of
signals is evaluated to ensure that cWB is a suitable algorithm for the proposed search. Fig. 7.4
shows the goodness of the cWB waveform reconstruction of HE signals, measured by the match
defined in Eq. 5.11, versus the signal SNR. As expected, the accuracy of the reconstruction
increases for higher SNR signals. The mean values of the match distributions are 0.938± 0.027
for HE with low masses ([2, 5] M⊙), 0.958 ± 0.022 for intermediate masses ([20, 40] M⊙) and
0.966 ± 0.016 for higher masses ([80, 100] M⊙). Such results indicate that cWB reconstruction
is robust, and the waveforms are reconstructed with high fidelity. The presence of eccentricity
does not affect the cWB waveform reconstruction.

Figure 7.4: Match (Eq. 5.11) versus SNR of the injected waveforms for HE events detected with
IFAR > 10 years. HE signals have component masses between [2, 5] M⊙ (red), [20, 40] M⊙
(pink), [80, 100] M⊙ (blue). The match distributions are peaked above 0.9 meaning that cWB
reconstruction is accurate [174].
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7.2.2 Search results

This section presents the results of the model-informed search described above in the O3b data,
that started on November 1, 2019 and ended on March 27, 2020. We analyse the data from the
two LIGO detectors. The addition of the Virgo detector, as discussed in the Chapter 5, does
not increase the search sensitivity to single-cycle waveforms similar to Gaussian pulses (Fig. 5.8)
due to Virgo lower sensitivity and its different alignment w.r.t. the LIGO detectors.

The coincident time between the two LIGO detectors during O3b is 95 days. Using the
time-shift technique (Section 4.1.5), we accumulate around 305 years of background: 25% of the
background triggers are used to train the XGBoost model, and the remainings are employed to
assess the significance of the recovered triggers.

The results of the search are shown in Fig. 7.5. No significant event has been identified in
addition to the known CBC observations [1]. The most significant trigger has a significance of
∼ 20 years and SNR of 8.5 and 8.6 in LIGO Livingston and LIGO Hanford, respectively. The
peak frequency is at 89Hz, bandwidth of 37Hz and duration of 0.012s. This trigger is reported in
the third LVK catalog [1] as the CBC event GW191222, observed with a template-based search
at IFAR>1100 years and a distance of 3.0 ± 1.7 Gpc. The BHs involved in this event have
component masses estimated at m1 = 45.1+10.9

−8.0 M⊙ and m2 = 34.7+9.3
−10.5M⊙, being one of the

most massive event observed during O3b. Hence, it has a short duration which can explain why
it results the most significant trigger found by the HE search. There is no significant evidence
of deviation w.r.t. the CBC template: the waveform consistency test [116] that compares the
cWB unmodelled reconstruction with the waveform generated with the CBC model indicates
that they are in agreement.

The fact that the model-informed search does not find significant CBC events is not surprising:
the search proposed here is tuned towards HE signals that have a time-frequency evolution
different from typical CBC signals.

Figure 7.5: Cumulative number of events (blue stars) found by the model-informed search on
O3b data versus their IFAR. The red solid line shows the expected mean value of the background
distribution, 1σ, 2σ and 3σ Poisson uncertainty intervals are indicated with shaded region. There
are no significant outliers, i.e. events with IFAR above the 3σ background distribution [174].
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Mass range [M⊙] [2, 5] [5, 20] [20, 40] [40, 60] [60, 80] [80, 100]

Volume
[105Mpc3year]

0.059±0.021 1.71±0.61 3.9±1.4 2.58±0.93 1.32±0.47 0.67±0.24

Distance
[Mpc year]

11.2±1.3 34.4 ±4.1 45.1±5.4 39.5±4.7 31.6±3.8 25.2±3.0

Rate upper limit
[Mpc−3Myear−1]

392±61 13.4±2.1 5.98±0.94 8.9±1.4 17.5±2.7 34.3±5.4

Table 7.1: Sensitive volume, distance and event rate for HE simulations recovered with an IFAR
> 10 years in each mass range. The largest volume is achieved for objects with masses in
[20,40]M⊙. The main contribution to the errors is given by the uncertainty in the GW detector
calibration [174].

7.2.3 Sensitivity volume and rates upper limits

The results of the search presented in Fig. 7.5 do not show evidence for a significant GW event.
In this section, the observable sensitivity spacetime volume ⟨V T ⟩ achieved by the HE model-
informed search is evaluated. ⟨V T ⟩ indicates the portion of the Universe in which the proposed
search would have found a HE with a certain significance, if any. To compute ⟨V T ⟩, HE GW
waveforms are uniformly injected in a volume V0 defined up to a maximum redshift zmax [186]:

V0 =

∫ zmax

0

dV c

dz

1

1 + z
dz (7.20)

where dV c
dz is the differential co-moving volume and the term 1

1+z accounts for the Universe
expansion. The maximum redshift zmax is selected so that the detection efficiency becomes neg-
ligible: zmax=0.8 for lighter HE (masses between [2, 5] M⊙), and zmax=0.1 for the other ranges.
The average sensitivity spacetime volume is computed from V0 and the algorithm recovering
efficiency as:

⟨V T ⟩ = V0
Ndet

Ninj
T (7.21)

where T the observation time, Ninj is the number of signals injected, Ndet the number of events
identified by cWB with a certain significance. A significance of IFAR>10 years is adopted,
alternative choices of IFAR thresholds are discussed in Appendix D.

The uncertainty of the volume is due both the statistical errors and the GW data calibration
errors. The first can be estimated from the binomial statistics as dVstat = 1√

Ndet
σ(Ndet/Ninj)

[186]. The statistical errors are < 2% in each mass range. The major contribution to the errors
is related to the GW calibration error which in amplitude is < 12% [61]. The corresponding
error on the volume is < 36%.

Fig. 7.6 presents the sensitive volume into the different mass ranges. ⟨V T ⟩ is maximum
for HE with component masses in [20, 40] M⊙ (3.9±1.4 × 105Mpc3year). The lowest volume is
achieved for low mass systems: in this regime the GW energy released during the encounters
is less, so only events that occur closer can be detected. At high masses, the frequency of the
expected GW signals decreases, and a major fraction of the GW energy is in the spectrum where
the detectors are less sensitive. From ⟨V T ⟩ the sensitive distance D is evaluated, which basically
corresponds to the radius of the observable volume. The maximum distance is for HE with
component masses in [20, 40] M⊙ at 45± 5.4 Mpc. The values computed in each mass range are
reported in Tab. 7.1
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Figure 7.6: Sensitivity spacetime volume ⟨V T ⟩ for different mass range considering HE simu-
lations recovered with a significance larger than 10 years. The largest volume is achieved for
compact objects with masses between 20 and 40 M⊙ [174].

To validate the sensitivity measured, we compare the distance estimated with the values
reported in Ref. [97], which injects the same waveform models on simulated Gaussian noise from
Advanced LIGO PSD, and considers a simulation to be detected if the optimal SNR is above
8. With this method, GW signal from HE between two NSs and two BHs, optimally placed,
are visible up to ∼ 20 and ∼ 170 Mpc respectively. These values are a factor of ∼ 2− 4 higher
than our sensitivity distances, reported in Tab. 7.1. These differences can be explained by the
fact that our search is based on real O3b data that contains non-Gaussian noise, and for which
the detectors’ PSD are lower than the one considered in Ref. [97]. In addition, the distance
prospects are computed applying a detection threshold on the optimal SNR that, as discussed
in Section 3.1, has a better performance than a burst search.

From the evaluation of the sensitive volume, we compute the upper limit rates for GW signals
from HE, following Ref. [187]. The probability of detecting N events over an observing time
T is given by the Poisson distribution for a process with rate λ and probability of successfully
detecting a given event ϵ:

P (N |ϵλ) = (ϵλ)N

N !
e−(ϵλ) (7.22)

The a priori probability of detecting n or fewer events is
∑n

N=0 P (N |ϵλ). To set a rate upper
limit, we select a confidence level α ∈ (0, 1), so that

n∑
N=0

P (N |ϵλ) = 1− α (7.23)

The 90% confidence level in case of a null detection (n = 0) is simply:

e−(ϵλ90%) = 1− 0.9 (7.24)

and so the rate upper limit is given by:

λ90% =
− ln(1− 0.9)

ϵ
(7.25)
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Figure 7.7: Orbital eccentricity versus impact parameter b for the HE injections recovered by
cWB with IFAR> 10 years. Each plot refers to a specific mass range, indicated in the title,
increasing from left to right. The injections are uniformly distributed in the parameter space
represented, but strong selection effects are present, especially for massive systems [174].

In our case ϵ is the search sensitivity ⟨V T ⟩. The error on the rate is estimated propagating the
uncertainty on the volume. The most stringent constrain on the rate is 5.98±0.94Mpc−3Myear−1,
achieved for HE with masses in [20, 40] M⊙.

7.2.4 Properties of the hyperbolic encounter simulations recovered

This section shows the properties of the HE simulations recovered to discuss the capabilities of
cWB and potential selection biases that might affect this source. As described in Section 7.1.2,
the impact parameter and the eccentricity of the injected signals are uniformly distributed in
[60, 100] GM/c2 and [1.05, 1.6], respectively. Fig. 7.7 reports the distribution of these two
parameters for the simulations recovered by cWB with an IFAR > 10 years in each mass range.
Only the simulations that lie on a limited region of this parameter space covered by the injection
set are covered. In particular, when massive objects are involved only the events with low impact
parameter and low eccentricity are recovered: indeed, the higher the impact parameter and the
eccentricity, the lower the peak frequency. For massive systems, the HE signal frequency lies
close to the low-frequency limit of current detectors. Such selection effects would have to be
taken in consideration to infer the HE source population properties, especially in the case of a
detection.

When looking for GW signals it is also important to assess the capability of the search
algorithm to localize the source in the sky. This is important especially in the cases where
an electromagnetic counterpart is expected to be associated with the GW events. In order to
make a multi-messenger observation, the sky localizations areas of the two emissions (GWs and
electromagnetic) should be confined and overlapping. GW events originated from the coalescence
or the close encounter of BHs are not expected to be associated with electromagnetic counterpart,
while this is the case when NSs are involved. Section 7.4 briefly presents the mechanism that
is expected to produce an electromagnetic emission during HE between NS. Here, we report
the cWB 90% credible area for HE with component masses in [2, 5]M⊙ in Fig. 7.8. About
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40% of the recovered simulations have a search area of ∼ 1000 deg2: such localization would
make problematic the association with an electromagnetic emission. The localization improve
significantly including more GW detectors in the analysis, as presented in the next section.

Figure 7.8: Cumulative fraction of simulations recovered with IFAR>10 years versus 90% credible
area, for HE with component masses in [2, 5]M⊙ in O3b data [174].

7.3 Prospects for future LIGO-Virgo-KAGRA observing
runs

Ground-based GW detectors are continuously improving their sensitivities, hence the probability
of detecting GW from new sources become more and more probable. This section presents the
prospects of the search sensitivity expected for the next LVK observing runs (O4 and O5). Two
possible detectors networks are taken into consideration: HLV (LIGO and Virgo detectors) for
O4, and the network HLVK, which includes also the KAGRA detector, for O5 3.

We inject HE between BHs with masses between [20, 40] M⊙ as it is the range that provides
the maximum sensitivity volume (Fig. 7.6). The volume V0 in which the waveforms are injected
is increased to account for the higher detector sensitivity. The simulated signals are added to
Gaussian noise to represent the noise floor for future GW detectors, considering the detectors
PSD presented in Ref. [37]. As the noise is Gaussian, we analyse the O4 and O5 data with
cWB without applying the XGBoost signal-noise separation (Section 4.1.6). It is important to
understand how the efficiency of cWB in this configuration differs to the one employed on real
case scenario, in order to validate the volume computed for the prospects. To do so, we perform
a set of injections on O3b PSD Gaussian noise and compare the results which the one reported
in Table 7.1. The sensitivity on Gaussian data at IFAR >10 years is similar to the one achieved
in real detector noise: at this significance threshold the XGBoost algorithm is very effective in
removing background triggers. The differences between Gaussian noise and real data arise at
higher IFAR where the background distribution in the Gaussian case disappears, while the real
data presents a tail of high SNR glitches. Thus, we conclude that the search sensitivity prospects
presented here do not depend on the Gaussian noise hypothesis.

3The cWB configuration adopted for this analysis is the same as the one used for the HL network in Section
7.2.2. The cWB Γ regulator is set to 1 (see Section 5.2 for the deinition of Γ). Chapter 5 shows that when
using the data from larger detector networks, the search sensitivity can be enhanced releasing cWB likelihood
regulators. Hence, the prospects presented could be improved.
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Figure 7.9: (left) Sensitivity volume ⟨V T ⟩ for HE signals with component masses between
[20, 40]M⊙ for O3b and for future LVK observing runs (o4 and O5). A detection threshold
of IFAR > 10 years is considered, as usual. (right) Cumulative fractions of events detected with
IFAR > 10 years versus 90% credible area for the same set of injections in three different GW
detector networks [174].

Fig. 7.9 presents the ⟨V T ⟩ in O3b, and the prospects for O4 and O5. During O4, the HLV
network may detect HE events up to a volume of 1.830±0.048×106Mpc3year, while in O5 HLVK
may reach up to 1.133± 0.052× 107Mpc3year.

Similarly to the results shown in Fig. 7.8, we present the localization prospects for future
observing runs. The larger the detector network analysed is, the better is the localization of the
GW signals [37], especially when including detector with different alignment. Fig. 7.9 shows the
90% search area for HE with component masses in [20, 40]M⊙ with O4 PSD for HLV network
and O5 PSD for four-detectors network. As expected, the localization improves significantly:
about 16% of the detected simulations are recovered with a search area of ∼ 1000 deg2 in HL,
∼ 60%in HLV and 86% including also KAGRA.

7.4 Astrophysical implications

Several works investigate the expected rate event for HE. In this section, we compare our findings
(Table 7.1) with the literature and discuss if constraints can be set on the astrophysical models.
Using a simplistic consideration, the expected rate is given by the individual collision rate τ =
nvσ, being n the number density of compact objects, v their relative velocity, and σ the cross-
section that depends on the impact parameter as σ ∼ πb2. The number of potential observation
depends on the interplay between the energy released in GWs and the properties of the clusters
HEs are originated from. The first, as discussed before, is determined mainly by the masses of
the compact objects, and their minimum orbital separation b. Instead, n and v are fixed by
astrophysical models of the stellar environments.

Ref. [98] investigates the case of HE between compact stars originated in globular cluster.
The expected event rate per year is 9× 10−4Mpc−3Myear−1 that is a factor ∼ 6000 lower than
our most constraining rate. Ref. [99] presents the case of HE between primordial BHs. The
expected rate per volume, assuming initial velocities between primordial BHs of 200km/s, is
∼ 0.016( b

25GM/c2 )
2(MPBH

30M⊙
)−2Mpc−3Myear−1. Considering b = 80GM/c2 the expected rate is

∼ 0.16Mpc−3Myear−1, that is a factor 40 below our best rate.
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An interesting case is represented by HE involving a NS, which might be associated with an
electromagnetic counterpart, referred to as shattering flares [188]. During a close encounter, a
fraction of the kinetic energy of the orbit is transferred into resonant tidal coupling. If the energy
of the system is enough, seismic oscillations of the NS might couple to the star magnetic field,
resulting in a strong transverse electric field which accelerates particles. The luminosity of such
shattering flares is estimated of the order of ∼ 1047−1048erg/s in the X-ray and soft gamma-ray
bands. A multi-messenger observation of a HE between compact objects would be extremely
interesting: the association of GWs with an electromagnetic counterpart would facilitate the
event validation, distinguishing the GW event from glitches. In addition, it would provide great
insight into the dynamics of the interaction and on the equation of state of the NS. To associate
a GW signal with multi-messenger observation, it is crucial to have a precise sky localization.
The search area inferred by cWB for HE simulation is discussed in Fig. 7.8 for O3b data and in
Fig. 7.9 for future observing runs. Unfortunately, HE between NS are expected to be rare: the
expected rate is of the order of 3× 10−6Mpc−3Myear−1 that is 8 orders of magnitude from our
rate for HE component masses in [2, 5] M⊙ [188].

Section 7.3 reported the sensitivity prospects for the next LVK observing runs: the sensitivity
volume is expected to increase by a factor ∼ 5 for O4, and by a factor ∼ 27 for O5 with respect
to O3b. From that estimates, in case of null detection of GW associated with HE, it would
be possible to constrain extreme clusters models, and we might discuss primordial BHs density.
Instead, the expected rate for HE between NS have an expected rate that is far below the current
detector capabilities.
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GW astronomy is an exciting field of research: the LVK collaboration has reported more than 90
GW signals from the first three observing runs and currently the fourth observational campaign is
ongoing with an improved sensitivity of the second-generation of ground-based detectors. During
the first part of the fourth observing run, 81 GW candidate events have been publicly reported
[2].

To make the most of GW data, the identification and the reconstruction of GW transients are
of crucial importance. Since the discovery of the first GW event, burst searches have contributed
critically to the GW science, and in the next years have the potential to lead to the discovery of
new GW sources and of unexpected features in GW events.

This thesis presents different original contributions to burst searches, based on the well-known
unmodelled algorithm CoherentWaveBurst (cWB) [12, 113]. In the following, the main results
achieved are summarized, and future perspectives are discussed.

Chapter 5 investigates the search sensitivity of the three-detectors network composed of the
LIGO and Virgo detectors for burst searches. So far, the all-sky searches for short-duration GW
bursts analysed the Virgo data only in periods of time when one of the LIGO detector was not
operating because the inclusion of a third, not-aligned detector, decreased the search sensitivity
[103]. The discovery potential advantages of a large network including Virgo were offset by an
overall increase in the false alarm rate.

To enhance the contribution of Virgo data in burst searches, we investigate the effect of cWB
likelihood regulators that force the reconstruction of the GW component sensed by the LIGO
detectors [146]. In Gaussian noise, assuming the same sensitivity for all the detectors (Section
5.3.1), the relaxed regulators are preferred, and the use of the HLV network greatly improves the
search sensitivity. Considering real detectors’ sensitivity in Gaussian noise (Section 5.3.2), we
show that the regulators can only be slightly relaxed because the three-detectors noise mitigation
is less effective. In this case, the HLV shows a better sensitivity than HL on the majority of the
simulated signals on average over the sky directions.

Next, we re-analyse a subset of the latest publicly released data, the third observing run or
O3 for convenience, with relaxed regulators and using the recent cWB machine-learning based
classification algorithm (Section 5.4): the relaxed regulators promote the contribution of Virgo
detector and the increase of false alarms is mitigated by the classification algorithm. As a result,
the search sensitivity of the HLV network is significantly enhanced: for several injected signals
the three-detectors network is preferred over HL. HL is still more sensitive for high frequency
signals, where the differences in spectral sensitivity between LIGO and Virgo is larger, and for
single-cycle waveforms that have a morphology similar to transient noise.

In addition, we investigate the use of the HLV network to perform the waveform consistency
tests used to compare the cWB unmodelled reconstruction with the waveforms generated from
CBC models (Section 5.5). Studying a specific GW event from O3, we found that the HLV
network weakens the statistical power of such tests, and HL should be preferred.
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The investigations presented here are a first effort to characterize the current GW network.
These studies were performed in preparation for the fourth observing run, but as the participa-
tion of Virgo was delayed, this project has been on hold. However, in the next years Virgo and
KAGRA are expected to increase their sensitivity and LIGO India will join the network, so the
understanding and the optimization of the performance of large GW network is of paramount
importance to search and characterize GW sources. Moreover, progressing in these investiga-
tions is also crucial in preparation of the analyses of the data from the third generation detectors.

Chapter 6 proposes a machine-learning based algorithm to reduce the impact of glitches in
burst searches. The autoencoder neural network implemented learns glitch morphologies from
a dataset of GW time-series [129]. Being thought for burst searches, the network is trained
only on noise samples, and no astrophysical motivated waveforms are taken into account. In
particular, the autoencoder has been trained to identify blip glitches as they constitute one of
the most common glitch family in GW data. Once trained, the network evaluates how much a
cWB trigger is similar to the glitches contained in the training dataset. This similarity score
is included in the ranking statistic of cWB [133], and shows to improve the rejection of low-
frequency noise (Section 6.3). Thanks to this method, the search sensitivity towards a wide
range of signals is enhanced. The most evident improvement is achieved for the simulations
which have a morphology similar to blip glitches, as short-duration Gaussian pulses, few cycles
sine-Gaussian waveforms and cosmic strings. The search sensitivity for BBH merger simulations
is also slightly improved.

The autoencoder neural network proposed has been successfully integrated into the cWB
existing infrastructure, but can similarly be included in the cWB post-processing done with
Gaussian mixture model [189], or be applied to other search pipelines. In addition, the network
can be trained on other morphology as well: for example, it might be used to target other glitch
families that might appear in the future observing runs.

The methodological improvements presented in this thesis have been applied then to a specific
scientific case. Chapter 7 presents the search for hyperbolic encounters (HE) between stellar
mass compact objects in the data from the second half of the third observing run [174]. HE
are scattering events between compact objects that might occur in dense stellar environments.
When the masses of the objects are between few to hundreds of solar masses, the emission of GW
bursts is expected in the frequency bandwidth of current ground-based detectors [97]. To search
for these signals, we configure a cWB model-informed search where the XGBoost algorithm is
trained with a subset of HE simulations. No significant event has been identified in addition to
known observations of compact binary coalescence (Section 7.2.2).

For the first time, we published the sensitivity volume and the corresponding event rate for
such sources. We inject 3 PN-accurate waveforms with component masses between [2, 100]M⊙,
impact parameter in [60, 100] GM/c2 and orbital eccentricity in [1.05, 1.6] [177]. The maximum
sensitivity is 3.9±1.4 × 105Mpc3year, achieved for HE with component masses between 20 and
40 M⊙. Current detector sensitivities do not allow to constraint the astrophysical models of
HEs (Section 7.4): the expected event rate for HE between primordial BHs is ∼ 40 times lower
than our expected rate, and the expected rate of HE originated in globular clusters is a factor ∼
6000 lower [111]. We estimate the prospects for future observing runs including also Virgo and
KAGRA detectors, which results encouraging for pursuing the searches of HE.

The methodological investigations presented in this thesis, in particular the improvements
in the cWB search sensitivity using machine-learning based approaches and the characterization
of the three-detectors network, are part of the efforts to enhance cWB in preparation for the
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fourth observing run (O4), which started in May 2023 and it is currently ongoing. The author
of this thesis is directly contributing to the search for all-sky GW transients on the data from
the first part of O4, doing the analyses and writing the manuscript for the related LVK collabo-
ration paper. Moreover, for the GW candidate events observed in O4 data, the author is testing
the agreement between the waveform reconstructed with weak assumptions by cWB and the
waveform generated by CBC models, as described in Section 5.5. These results have not been
reported in this thesis because the data of the fourth observing run are not yet public.

GW science is an exciting field of research: the current detectors are continuously improving
their sensitivities, increasing the rate of GW observations. In the next decades, third-generation
ground-based detectors and the space-based detectors will further expand the horizon of GW
astronomy. Burst searches have a huge discovery potential: they allow the detection of new GW
sources, and allow testing if the theoretical models describe accurately the measured data. This
thesis proposes several original contributions in this domain, enhancing the characterization of
the algorithm cWB toward large detectors networks, improving the mitigation of transient noise,
and searching for an interesting GW source that has not been observed yet.
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Appendix A

Detecting overlapping GW signals

Current detection algorithms make the assumption that the data contains one signal at any
time. However, as the GW detectors sensitivity improves, more likely the data will contain more
than a GW signal close in time. This appendix presents the detection capability of overlapping
GW signals with two pipelines currently used by the LVK collaboration: the template-based
search pyCBC [64] and the unmodelled search cWB, described in detail in the fourth chapter.
The search sensitivity is evaluated on simulated signals from the coalescence of BBH and BNS
systems.

This section is organized as following: Section A.1 describes the injections performed, Section
A.2 describes the search algorithms, focusing especially on cWB configuration, and Section A.3
presents the search results.

The findings reported here have been published in Ref. [45].

A.1 Injection sets

To study the capability of current detection algorithms of identifying overlapping signals, we
inject BBH and BNS simulations into Gaussian noise of the three-detectors network composed
of the LIGO and the Virgo detectors (HLV).

The GW waveforms from the merger of BBH are simulated with SEOBNRv4PHM approxi-
mant [172]. Component masses are drawn from recent PowerLaw + Peak binary mass distribu-
tions used within the LVK collaboration [16]. BH masses are in the range of [5, 100] M⊙ and the
mass ratios m1/m2 are in [0.1,1]. For BNS systems, the GW approximant is SEOBNRv4 [190],
and component masses are in the range [1.14, 3]M⊙. The BBH simulations have a distance in
[200, 1300]Mpc, and BNS in [5, 200]Mpc, in order to obtain signals with SNR ranging between
5 and 50 in both cases.

Two CBC signals are injected together, investigating different regions of overlap. These
regions have been defined considering previous studies on overlapping signals and their effect on
the parameter estimation of their physical parameters [191]. The three regions are: I) a strong
bias region where the two signals strongly affect each other, having their coalescence time tc
separated by |∆tc| <0.5s for BBH, and |∆tc| <0.01s for BNS. BNS systems merge at higher
frequencies and the characterization of the signals is significantly biased when |∆tc| includes the
last cycles before the merger; II) a weak bias region, where both signals are recovered slightly
biased, but broadly correct. The coalescence time in this region differs by 0.5 < |∆tc| < 2s for
BBH and to lower limit for BNS; III) a negligible bias region where the signals are separated

97



APPENDIX A. DETECTING OVERLAPPING GW SIGNALS

enough in time to not cause noticeable biases in the estimation of their physical parameters.
This region is defined by |∆tc| > 2s.

A.2 Detection algorithms

We compare the detection capabilities towards overlapping CBC signals using two different
pipelines. the first is pyCBC [64], a template-based algorithms based on matched-filter (see
Section 2.2.2). For each trigger, pyCBC returns a time that corresponds to the visible end of the
signal in the data. We consider a simulation recovered if the merger time is within ±0.1s within
the end time.

The second algorithm is cWB, the burst pipelines described in detail in the fourth chapter.
The configuration of cWB employed is the one used to search for BBH mergers: the time-
frequency clusters are selected following a diagonal pattern, which mimic the chirp signal. In
post-production, triggers with central frequency above 512Hz are removed. In the fifth chapter,
we investigate the performance of cWB on the three-detectors network HLV, and we discuss the
impact of likelihood regulators, in particular of the regulators Γ (Section 5.2). Fig. 5.7 shows
that for signals in the intermediate frequency range (100-300Hz), the HLV network with released
constrain outperforms significantly the HL network. For the study reported in this section, we
perform a preliminary investigation both with Γ = 1 and Γ = 0.5. At IFAR>1 year, we obtain
a detection efficiency of 47% with hard regulators, and 58% with soft regulator. Thus, for this
study we set Γ = 0.5.

cWB, as it does not use templates, returns a mean time, weighted with energy, and an
estimation of the end time of the reconstructed waveform. Using the same window time as for
pyCBC results in high number of injection being rejected. So, we consider a signal recovered if
it is within ±2.5 w.r.t to the cWB end time.

A.3 Search sensitivity

This section discussed the detection efficiencies found by the two search algorithms on overlapping
CBC. Fig. A.1 and Fig. A.2 show the percentage of recovered injections in the different bias
regions for BBH and BNS simulations, respectively. As expected, the match-filter search has
a higher detection efficiency for both types of signals. The difference is particularly evident
for BNS: these systems produce a longer GW signal that match with GW waveform models
contained in pyCBC’s template banks for several cycles. At the same time, longer GW signals
are more spread in time-frequency maps and the cWB collection of SNR is less efficient.

Inside the weak and strong bias regions, in some cases both the injections are found in the
same trigger. This means that a single injection is counted twice. In Fig. A.1 and Fig. A.2, we
report the percentages of unique triggers, i.e. the injections correctly reconstructed, removing
the duplicated triggers.

As expected, the unique detection efficiencies decrease for weak and strong biases in cWB,
and in the strong region for pyCBC. Both searches find signal pairing with close merger time,
however often only one of the two signals is recovered.

To better understand cWB behaviour with overlapping signals, we report the time-frequency
map of the likelihood and the null, which represent the energy that is coherent and uncoherent
in the detector network. As described in Section 4.1.4, cWB maximizes the likelihood statistics
over all sky direction, regardless of the number of signals that are part of the trigger. When a
single signal is present, as in Fig. A.3, the pipeline maximizes the likelihood w.r.t. most of the
signal energy is contained in the likelihood, while the null is almost empty.
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Figure A.1: Percentage of recovered injections by cWB (red) and pyCBC (blue) in different over-
lap regions for BBH merger injections. The shaded regions corresponds to a detection threshold
of IFAR<1 year. The ’unique’ column reports the percentage of unique triggers: when two sig-
nals are reconstructed at the same time, the duplicate event is removed [45].

Figure A.2: Percentage of recovered injections by cWB (red) and pyCBC (blue) in different
overlap regions for BNS injections. The shaded regions corresponds to a detection threshold of
IFAR<1year. The ’unique’ column reports the percentage of unique triggers when two signals
are reconstructed at the same time, the duplicate event is removed [45].

Instead, when there are two close signals the likelihood is largely maximized w.r.t to the
loudest signals with some contamination from the secondary signal, according to its energy. As
shown in Fig. A.4, the majority of the energy of the primary signal is found in the likelihood.
The energy of the secondary signal is split between the likelihood and the null according to
the source localization: if it close to the position of the first signal the energy of the secondary
signal will be largely in the likelihood, instead if the source positions o the two signals differ
significantly, the energy of the secondary signal will be in the null. The energy found in the null
contributes to the uncoherent energy Ec, lowering the cWB ranking statics (Eq.4.33). For this
reason, overlapping triggers are penalized by cWB.

To improve the search sensitivity to overlapping signals, cWB should allow for the estimation
of multiple likelihoods: if there are indications of another signal in the null, a second likelihood
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maximization could be computed in the time-frequency pixels found in the null.

Figure A.3: Spectrogram of likelihood and null (coherent and uncoherent energy) computed by
cWB for a single BBH event. Note the different colour scales for the two maps. As expected,
the likelihood contains the majority of the signal energy. [45].

Figure A.4: Spectrogram of likelihood and null energy computed by cWB for two overlapping
BBH signals. Note the different colour scales for the two maps. The likelihood is maximised
with respect to the primary signal, i.e. the one favoured w.r.t. the other. Hence, a significant
fraction of the energy associated to the second signal is contained in the null map [45].
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Appendix B

Detector responses in the
polarization pattern

In this section, we derive the equations Eq. 5.5, in particular we show that the 90° phase shifted
component has only the cross component.

In Section 5.2, we introduce the following parameterization of the detector response g and
the 90° phase shifted response g̃:

g = h1F+(ψ) + eh2F×(ψ)

g̃ = −h2F+(ψ) + eh1F×(ψ)
(B.1)

where h1 and h2 are the strain amplitudes, e is the wave ellipticity and ψ the polarization angle.
These parameters are found maximizing the likelihood statistics. The antenna pattern vectors
used above are related to the dominant polarization frame (f+, f×) as:

F+(ψ) = f+ cos(γ)− f× sin(γ)

F×(ψ) = f× cos(γ)− f+ sin(γ)
(B.2)

Eq. 5.5 is derived applied the polarization phase transformation to g̃ and g. In the following
we show the computation only for g̃ for simplicity. The polarization phase transformation is:

g̃′ = g̃ cosλi − g sinλi (B.3)

where, neglecting the normalization constant is:

cosλi ∝ (g[i] · e+[i]), sinλi ∝ (g̃[i] · e+[i]) (B.4)

Hence, Eq. B.3 is:
g̃′ = g̃g+ − gg̃+ (B.5)

From Eq. B.1 and B.2, we have:

g = h1(f+ cos γ − f× sin γ) + eh2(f× cos γ + f+ sin γ) (B.6)

g+ = f+(h1 cos γ + eh2 sin γ) (B.7)

And,
g̃ = −h2(f+ cos γ − f× sin γ) + eh1(f× cos γ + f+ sin γ) (B.8)
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g̃+ = f+(−h2 cos γ + eh1 sin γ) (B.9)

Substituting all the terms in Eq. B.5, and neglecting the vector notation for simplicity, we have:

g̃′ = [−h2(f+ cos γ − f× sin γ) + eh1(f× cos γ + f+ sin γ)](h1 cos γ + eh2 sin γ)

−[h1(f+ cos γ − f× sin γ) + eh2(f× cos γ + f+ sin γ)](−h2 cos γ + eh1 sin γ)

= −h1h2f+ cos2 γ + h1h2f× sin γ cos γ + eh21f× cos2 γ + eh21f+ sin γ cos γ

−eh22f+ cos γ sin γ + eh22f× sin2 γ + e2h1h2f× cos γ sin γ + e2h1h2f+ sin2 γ

+h1h2f+ cos2 γ − h1h2f× sin γ cos γ + eh22f× cos2 γ + eh22f+ cos γ sin γ

−eh21f+ cos γ sin γ + eh21f× sin2 γ − e2h1h2f× sin γ cos γ − e2h1h2f+ sin2 γ

(B.10)

The plus component is:

g̃′+ = f+(−h1h2 cos2 γ + eh21 sin γ cos γ − eh22 cos γ sin γ + e2h1h2 sin
2 γ+

h1h2 cos
2 γ + eh22 cos γ sin γ − eh21 cos γ sin γ − e2h1h2 sin

2 γ)
(B.11)

highlighting equal terms in different colours it is clear that g̃′+ = 0:

g̃′+ = f+(−h1h2 cos2 γ + eh21 sin γ cos γ − eh22 cos γ sin γ + e2h1h2 sin
2 γ

+h1h2 cos
2 γ + eh22 cos γ sin γ − eh21 cos γ sin γ − e2h1h2 sin

2 γ) = 0
(B.12)

Instead, the cross component:

g̃′× = f×(h1h2 sin γ cos γ + eh21 cos
2 γ + eh22 sin

2 γ + e2h1h2 cos γ sin γ

−h1h2 sin γ cos γ + eh22 cos
2 γ + eh21 sin

2 γ − e2h1h2 sin γ cos γ) =

f×(eh
2
1 + eh22) = f×eh0

(B.13)

where we use h0 =
√
h21 + h22. The result in Eq. B.13 is the one reported in Section 5.2 and in

Ref. [146] unless a normalization constant.
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Appendix C

Autoencoder statistics in
CoherentWaveBurst

This appendix reports additional details about the use of the autoencoder neural network to
mitigate glitches in burst searches, proposed in the Chapter 6.

As presented in Section 6.2.2, during the training procedure the autoencoder learns the time-
series of blip glitches from a labelled dataset. Once trained, the autoencoder is applied to cWB
triggers, and it evaluates how much each trigger under investigation is similar to a blip glitch.

In Fig. 6.3, we show the comparison between the autoencoder input and its reconstruction
in the case of blip glitches. In that case, the autoencoder reconstruction accurately matches
the input time-series. Fig. C.1 shows two examples of autoencoder reconstructions for non-blip
waveforms. The autoencoder struggles to reconstruct the waveforms with a different morphology,
which is not present in the training dataset, and the output are clearly different w.r.t. the input.

This similarity is measured using the mean square error (MSE) metric, defined in Eq. 6.1.
In the following, the MSE between the cWB trigger and its corresponding autoencoder recon-
struction is also referred to as autoencoder statistics.

Here, we report a series of figures about the autoencoder statistics to better understand the
capabilities of the methods and its relationship with the other cWB summary statistics.

Fig. C.2 shows the cWB ranking statistic ρ (Eq. 4.33) versus the autoencoder statistics for
the background triggers. The red line marks the autoencoder MSE mean values achieved on blip
glitches contained in the test dataset, and the 90th percentile. About 10% of background triggers
have a MSE lower than the 90th percentile, meaning that they have a morphology similar to
blip glitches. It is not surprising that a larger fraction of background triggers shows also high
value of MSE because cWB background contains trigger with different morphology, duration and
frequency.

Fig. C.2 shows the autoencoder statistic distribution for a set of ad-hoc injections, including
Gaussian pulses (GA), sine-Gaussian (SG) and white noise burst (WNB). As expected, the GA
simulations have the most similar morphology to blip glitches, and a large fraction of these
simulations overlap with the area populated by labelled blip glitches. Instead, the autoencoder
is able to differentiate between blip glitches and WNB and the majority of SG waveforms. The
SG with lowest autoencoder statistics are the one with low Q factor (Q = 3) and low frequency
(70Hz). It is important to recall that the neural network proposed in the sixth chapter is
trained on a single class of event. This is motivated by the desire to employ this method for
all-sky unmodelled searches. At the same time, machine-learning based algorithms trained on a
single class of events have a lower capability of distinguishing between different classes, than the
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Figure C.1: Two examples of the autoencoder reconstruction of two injected signals, with a
morphology different from blip glitches. The autoencoder inputs (in blue) are the waveform
reconstructed by cWB, windowed and normalized as described in Section 6.2.3. The autoencoder
reconstruction (in orange) does not match accurately the input data, especially in comparison
with the reconstruction of blip glitches showed in Fig. 6.3

algorithms trained on multiple classes.
Similarly, Fig. C.3 shows the MSE autoencoder statistics versus the total mass of BBH merger

simulations described in Section 6.3. The more massive the systems, the lower the frequency of
the signal at merger and the shorter the GW signal contained in the detector bandwidth, so that
for intermediate mass BH systems only the last few cycles before the merger can be observed.
This results in a correlation between the mass of the BBH and the similarity to a blip glitches.
From Fig. C.3, we found that the autoencoder neural network is not able to discriminate the
majority of BBH mergers having total mass above 200M⊙.

Figure C.2: (left) MSE autoencoder statistics versus cWB ranking statistics for background
triggers. The red line marks the MSE mean values achieved on blip glitches from the labelled
test dataset, and the red shaded area include the 90th percentile. About 10% of the background
triggers are contained in the red region, meaning that they are consistent with blip glitches.
(right) Histogram of the autoencoder statistics for ad-hoc simulations. The red line marks the
MSE mean values achieved on blip glitches from the test dataset, and the red shaded area include
the 90th percentile.
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Figure C.3: MSE autoencoder statistics versus the total mass of the BBH merger simulations.
The red line indicates the mean of autoencoder statistics achieved on the blip test dataset, and
the shaded regions contains the 90th percentile of the labelled glitches from the training dataset.
As expected, the more massive the system, the more similar to blip glitches.

Moreover, Fig. C.4 shows the autoencoder statistics versus the cWB correlation coefficient
cc(defined in Eq. 4.32) background triggers and ad-hoc simulations. This plot is an example
of correlation between different cWB features, and it is useful to understand why the machine-
learning post-processing algorithm presented in Section 4.1.6 improved the search sensitivity.
The higher the cc, the larger the energy coherent in the detector network w.r.t. the energy that
it is not coherent in the detectors, suggesting a higher probability that it is a genuine signal.
Instead, low cc values indicate that the signal is likely a glitch.

Before using XGBoost, cWB applied hand-tuned post-processing cuts to reduce the impact of
transient noise. Typically, triggers with cc < 0.7 were discarded. Fig. C.4 shows clearly the limit
of such cut: a fraction of the simulations has a lower correlation coefficient, while a certain amount
of background triggers has higher cc. It is more efficient to apply a cut in this two-dimensional
parameter space: the region between cc > 0.7 and logarithm of the autoencoder statistics > 2.3
contains more simulations than background and should not be discarded. Background triggers
similar to blip glitches might also have high cc and should be discarded. XGBoost is a decision-
tree learning algorithm that performs multidimensional correlations in a large parameter space,
and shows to successfully be able to learn complex correlations between cWB features than
enhanced the cWB search sensitivity.
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Figure C.4: MSE autoencoder statistics versus the correlation coefficient cc (Eq. 4.32) for
background triggers (red) and ad-hoc injections (blue). Only the loudest background triggers
are shown (ρ > 10, see Eq. 4.33). High values of cc indicate that the trigger is highly coherent
in the detector network, and it is a potential astrophysical signal, while low values suggests it is
a transient noise. Before using the XGBoost algorithm, cWB searches removed the triggers with
cc < 0.7.
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Appendix D

Choice of the significance
threshold for the search of
hyperbolic encounters

In the seventh chapter, we perform injections of HE GW waveforms in the O3b data to evaluate
the search sensitivity of the proposed model-informed search. The HE waveforms are uniformly
injected into a volume V0 (Eq. 7.20), and from the number of injections recovered (Eq. 7.21),
the sensitivity volume ⟨V T ⟩, distance and event rate are estimated. The results presented in
Section 7.2.2 and Section 7.3 consider a HE simulation as recovered if the cWB trigger has a
significance of IFAR>10 years. cWB associates to each trigger a significance in terms of false
alarm rate (FAR) computed from the background distribution (see Section 4.1.5). This latter is
build analysing time-shifted data, so that the triggers that are coherent cannot be astrophysical
signals by construction, but are non-Gaussian noises. The FAR of an event with ranking statistic
ρi is given by:

FAR =
Nρ>ρi

T
(D.1)

whereNρ>ρi
is the number of background triggers with ρ larger than the event under investigation

ρi, and T the total background time. The inverse false alarm rate (IFAR) is simply the inverse
of Eq. D.1. Here, alternative significance thresholds are briefly discussed.

Fig. D.1 shows how the sensitivity volume ⟨V T ⟩ varies with different IFAR thresholds for
HE simulations with component masses between 20 and 40M⊙ [174]. This mass range is the
one that provides the largest sensitive volume on O3b data, and similar trends are obtained also
with the other mass ranges. Higher IFAR thresholds constrain more the search sensitivity, but
at the same time are more subjected to statistical fluctuations of the background distribution.
Indeed, at high significance thresholds, the number of recovered simulations decreases, and it
strongly depends on the high SNR tail of the background distribution, which contains few loud
glitches. In this case, the number of recovered simulations might strongly depend on the amount
of background computed. For these reasons, the choice of IFAR> 10 years has been adopted.
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HYPERBOLIC ENCOUNTERS

Figure D.1: Sensitive volume ⟨V T ⟩ computed considering different significance thresholds for
HE with component masses in [20, 40] M⊙. The results reported in the seventh chapter consider
IFAR> 10 years [174]
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1.1 The first GW event observed by LIGO Hanford (left column) and LIGO Livingston
(right column) detectors. The first row shows the measured data, the central row
compares the signals reconstructed with the GW waveforms computed modelling
the coalescence of two black holes with a numerical relativity method (red). The
residual after subtracting the numerical relativity method from the measured data
are presented. The last row shows the measured data in the time-frequency do-
main: in this representation, it is evident the ’chirp’ structure expected by the
coalescence of compact binaries [11]. . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Simplified schematic of the Virgo interferometer (Courtesy of the Virgo collabo-
ration). The test masses are indicated as ”West End mirror” and ”North End
mirror”. Next, the main optical subsystems are represented.
More details can be found in Ref. [10, 21].
Fabry-Perot cavities are present in the two arms. Each cavity consists of two
mirrors, the test mass and an additional input mirror, located 3km away. The
light in the cavity bounces back and forth several times. When the cavity is in
resonance, i.e. the beams inside interfere constructively, the electric field is intense
and the cavity is extremely sensitive to variation of its length. Given a GW am-
plitude h, Fabry-Perot cavities increase the phase variation (Eq. 2.3) by a factor
of ∼ 500.
Power recycling mirror is placed between the laser and the beam splitter. As
the interferometer is locked in the dark fringe, the power that circulates in the
arms goes back into the laser. The power recycling mirror reflects the light into
the interferometer, increasing the circulating power by a factor ∼ 100, improving
in turn the sensitivity to GWs (Section 2.1.4).
Signal recycling mirror is placed between the beam splitter and the photode-
tector. Depending on its configuration, it improves the sensitivity to GWs at
specific frequencies, or it enlarges the interferometer bandwidth.
Input mode cleaner is a triangular cavity located after the laser, that removes
the high order modes of the input light. A beam with finite transverse extension
can be treated as a Gaussian beam plus higher order modes. These last are not
in resonance in the Fabry-Perot cavities, and decrease the sensitivity to GWs.
Output mode cleaner similarly to the input model cleaner, it filters out the
higher order modes of the output beam. Even if the beam after the input mode
cleaner contains only the Gaussian modes, optics misalignment and imperfections
generate additional high order modes.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
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2.2 Scheme of the coordinates used to derive the antenna responses in Eq. 2.6. The
interferometer arms are along the x and y axis, the beam splitter is at the origin
and the test masses are indicated by white cubes. The position of the GW source
is specified by the polar angle θ and the azimuthal angle ϕ [36]. . . . . . . . . . 13

2.3 Sensitivity of Advanced Virgo, in terms of noise ASD, at the beginning of the
third observing run in black thin line. Anticipated best sensitivity for Advanced
Virgo (Phase I) in black bold line. The contributions of the main sources of noise
are highlighted in colours [42]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 (left) Posterior distribution for the source-frame component masses msource
1 and

msource
2 . The frequency of the signal s(t) is redshifted by a factor (1+ z), where z

is the cosmological redshift. Thus, the measured redshifted masses m are related
to the source-frame masses as m = (1 + z)msource. (right) Posterior distribution
for the source luminosity distance DL and the inclination of the orbital plane θJN .
DL is correlated to the source inclination. Both figures report the results obtained
with two waveform approximants (IMRPhenom in blue, and EOBNR in red). The
dashed vertical lines mark the 90% credible interval [22]. . . . . . . . . . . . . . 19

2.5 Differential merger rate for the primary mass of BBH predicted using different
models (parametric power law + peak model (PP); non-parametric prior models
power law + spline (PS), flexible mixture (FM), binned gaussian process (BGP)).
The comparison of different models is beyond the scope of this section. It is
interesting to note that the mass distribution has localized peaks at ∼ 10M⊙ and
∼ 35M⊙, and there is inconclusive evidence for an upper mass gap at 50M⊙ [16] 21

3.1 GW events originated from CBC identified only by template-based searches (blue),
and by template-based and burst searches (red). (left) Histogram of network
matched-filter SNR. Red indicates the events found by burst searches. The loudest
events (SNR >24) are: GW150914 and GW190521 detected by both searches. The
highest SNR event is GW170817 originated from the coalescence of two neutrons
stars. It was not observed with burst searches due to its long duration. The other
two loud events are GW190814, that was not observed with burst searches because
LIGO Hanford was not in science mode, and GW200129 for which the data from
LIGO Livingston had quality issues and were not used by burst searches. (right)
Luminosity distance versus total source mass. Data are taken from the LVK
catalogs [1, 23, 24]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 GWwaveform h×(t) for a BBH with total massMtot = 50M⊙ with low eccentricity
(blue) and moderate eccentricity (orange). The GW waveforms are computed with
numerical-relativity simulations [80]. . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3 GWmemory waveform in the case of a merger between two 1M⊙ BHs at a distance
of 10kpc. The GW memory (blue line) appears as a GW amplitude difference
before and after the merger time (t = 0). The low frequency cutoff due to the
GW detector makes the signal appear as a GW burst (red line). This plot shows
only the memory effect, the inspiral and merger amplitudes are much greater [84]. 26

3.4 Example of the GW emission in time and frequency domain for a 3D simulation
of CCSNe with an initial mass of 3.5 M⊙. The two GW polarizations (A+, A×)
are computed for an observer at the pole (left), and for an observer at the equator
(right). The GW signal is complex: in this case it peaks after ∼ 0.3s of the bounce,
during the revival of the shock, at 800-1000 Hz [104]. . . . . . . . . . . . . . . . . 29
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3.5 Distances at which 50% and 10% of CCSNe injections are recovered with all-sky
burst searches on the data from the third observing run. Five different waveform
models are considered [103]. The left side of the boxes indicates the 50% detection
efficiency, while the right side the 10%. The different colors indicate two burst
algorithms used, (CoherentWaveBurst in red and BayesWave in violet). These
algorithms will be described in the next chapter. . . . . . . . . . . . . . . . . . . 30

3.6 Detectable pulsar glitch size achieved in all-sky burst search in the data from
the third observing run for different NS masses and two different equations of
state (APR4 soft in red, H4 hard in violet). The boxes show the 50% detection
efficiency, and their spread indicates the variation within the mass bin. The pulsar
is assumed to have the same distance and spin of the Vela pulsar. Under these
assumptions, the glitch size would need to be larger than ∼ 10−4 for 50% of the
sources to be detected [103]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.7 GW waveform expected by a cosmic strings cusp in time domain. The signal is
linearly polarized (h× = 0). The high-frequency cutoff is a free parameter, linked
to the fact that the GW emission is beamed: the higher the cutoff, the smaller
the emission opening angle [108]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.1 (left) Simulation of a GW from the CBC between two BHs of masses m1 = 20M⊙,
m2 = 40M⊙, merging at a distance of 400Mpc. (right) The same GW simulation
injected into real detector noise. The red line shows the merger time. Note the
different scales of the strain amplitude on the y axis: the amplitude of the GW
signal is lower than the typical fluctuations of the GW detector gaussian noise. . 35

4.2 Wavelet TF maps with different resolutions for a simulated GW signal of a CBC
in the data of LIGO Livingston. The injected signal in time domain is shown
in Fig. 4.1. In the TF representation the chirp-like structure expected from
BBHmergers is clearly visible. From top to bottom the resolutions in time are
increasing: 1) ∆t=0.5s ∆f=1Hz, 2) ∆t=0.25s ∆f=2Hz, 3) ∆t=0.125s ∆f=4Hz,
4) ∆t=0.062s ∆f=8Hz, 5) ∆t=0.031s ∆f=16Hz, 6) ∆t=0.016s ∆f=32Hz, 7)
∆t=0.008s ∆f=64Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.3 Alignment factor α (Eq. 4.26 for the network composed of the LIGO detectors
(left) and for the four detectors network (LIGO, GEO600 and Virgo) (right) from
Ref. [113]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.4 Time-frequency maps of the coherent energy, or likelihood (left) and the incoherent
energy, or null (right). The simulated signal is the CBC of two black holes with
masses m1 = 20M⊙ and m2 = 40M⊙, as in Fig. 4.1. The majority of the energy
of the signal is coherent in the detectors network. . . . . . . . . . . . . . . . . . . 42

4.5 Search sensitivity in terms of hrss50 achieved with cWB with standard post-
production procedure (darker colours) and with ML-enhanced cWB (lighter col-
ors). The injections are performed in the LIGO network on O3 data and a sig-
nificance threshold of IFAR≥ 100 years is considered. The waveforms reported
are: ad-hoc signals ordered according to central frequency (red), core-collapse su-
pernovae (green), ringdown waveforms (blue), and cosmic strings (yellow). The
values on the top show the reduction factor on hrss50 with respect to the standard
search. Note that the hrss50 ordinate scale decreases going upwards, so the higher
the bars the more sensitive the search [133]. . . . . . . . . . . . . . . . . . . . . . 45
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4.6 Radiated energy in GWs at 50% detection efficiency and IFAR≥ 100 years for a
source distance of 10 kpc. The ML-enhanced cWB (full shapes) improves the con-
straints w.r.t. the standard ranking statistic (empty shapes) across the frequency
spectrum for all tested morphologies [133]. . . . . . . . . . . . . . . . . . . . . . . 46

4.7 Detection efficiency vs distance for CCSNe waveforms, at IFAR≥ 100 years. The
ML-enhanced search improves the detection distance at 50% detection efficiency.
The probability of detections at a closer distance increases significantly [133]. . . 46

5.1 The network antenna patterns |f ′+| (left column) and |f ′×| (right column) in the
dominant polarization frame defined in Section 4.1.4. The first row considers the
network of the two LIGO detectors (HL), the second row considers the LIGO
and the Virgo detectors (HLV), assuming the same sensitivity to GWs for all the
detectors. The addition of a detector with different orientation, as Virgo, improves
the sky coverage reducing the blind spots of f ′+. Moreover, Virgo improves the
response to the second polarization f ′×. Antenna patterns for larger networks, up
to five detectors are reported in Ref. [145]. . . . . . . . . . . . . . . . . . . . . . . 50

5.2 cWB search sensitivity, measured in terms of hrss50, for the three-detectors net-
work HLV (yellow) and two-detectors network HL (violet) on O3b data. A signifi-
cance threshold of IFAR>100 years is considered. These results were prepared for
the O3 all-sky short-duration LVK publication [103]: the post-processing is per-
formed with the binning procedure, and not the XGBoost decision-tree presented
in Section 4.1.6. The waveforms injected are Gaussian pulses (GA), sine-Gaussian
(SG) and white noise burst (WNB). . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.3 (left) Sketch of the polarization pattern (g′, g̃′) obtained with the dual stream
phase transformation (Eq. 5.1) in the dominant polarization frame (f+, f×). Black
vectors indicate the 0° phase responses, and red vectors the 90° ones. The second,
third and fourth figures show the signal polarization pattern responses in the linear
case (e = 0), elliptical (0 < |e| < 1) and circular (e = 1). . . . . . . . . . . . . . . 55

5.4 Search sensitivity measured in terms of hrss50 for a wide range of simulations
injected in Gaussian noise and recovered by cWB with IFAR> 1 year. Note that
here we assume for Virgo the same ASD of LIGO Livingston. The HLV network
with soft regulator (orange) performs better than the HLV hard regulator (red) for
most of the waveforms. As expected, the HL network (violet) has a lower sensitivity. 57

5.5 Example of a sine-Gaussian Q100 and central frequency at 70Hz injected waveform
(black) and the corresponding cWB reconstruction (red), in LIGO Hanford (left),
LIGO Livingston (center),and Virgo (right). The reconstructed network SNR is
10.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.6 Sky area, measured in terms of sum of sky pixels area with integrated sky proba-
bility equal to 50% obtained with HLV network with hard gamma regulator (red)
and soft regulator (blue). The first row contains signals injected at a fixed strain
amplitude (∼ 8.6×10−23

√
1/Hz), and the second row contained stronger signals

(hrss ∼ 4.5 × 10−22
√

1/Hz). For sine-Gaussian (SG) Q100 simulations the sky
localization is enhanced using hard regulator, while for white noise bursts (WNB)
is better using soft regulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.7 Search sensitivity for the HLV and HL networks for ad-hoc waveforms injected
in Gaussian noise with O3b ASD. The HLV network with semi-soft regulator
Γ = 0.8 (orange) performs better than HL network for most of the waveforms. A
significance threshold of IFAR>1 year is considered. . . . . . . . . . . . . . . . . 60
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5.8 Search sensitivity for the HLV (orange) and HL (violet) network in O3b data. The
HLV network has a semi-soft gamma regulator (Γ = 0.8), the best configuration
among the three tested in Gaussian noise. The HLV network achieves a higher
sensitivity for 12 over 20 waveforms tested. The HL network is better for GA and
waveform injected at higher frequencies. A significance threshold of IFAR>100
years is considered. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.9 (left) Search area, measured in terms of sum of sky pixels are with integrated
sky probability equal to 50% for all the simulations performed using the HLV
(orange) and the HL (violet) network. The three-detector network improves the
sky localization of the GW sources. (right) Percentages of injections at fixed strain
amplitudes recovered only in the HL network (violet), in the HLV (orange) and in
both (green). The error bars are simply 1/

√
N , where N is the number of events

recovered. A significance threshold of IFAR> 100 years is considered. . . . . . . 62

5.10 (left) Antenna pattern of the HL network. The black dots indicate the sky lo-
calization of the injected simulations from S200224 PE samples. The white line
indicates the equal delay between LIGO detectors. (right) recovered sky localiza-
tions. The colour bar shows the match (Eq. 5.11). The likelihood regulators force
the reconstruction where HL antenna pattern are maximum. . . . . . . . . . . . 64

5.11 (top) Antenna pattern of the HLV network. The black dots indicate the sky
localization of the injected simulations from S200224 PE samples. The white line
indicates the equal delay between HL detectors, HV and LV. (bottom ) Recovered
sky localizations using Γ = 1 (left) and Γ = 0.5 (right). The colorbar shows
the match (Eq. 5.11). The simulations recovered with a correct sky localization
have a high match, while the simulations recovered far from the injected direction
(ϕ < −120°) have the lowest matches. . . . . . . . . . . . . . . . . . . . . . . . . 65

6.1 Example of a blip-like glitch identified by cWB in LIGO time-shifted data. The top
row shows the time-frequency maps, while the bottom row reports the respective
time-series. The glitch is reconstructed with SNR= 12 on LIGO Livingston (left),
while the disturbance is weaker, SNR= 6, in LIGO Hanford (right) [129]. . . . . 68

6.2 (left) Sketch of a neuron: the input data is a vector of three elements x1, x2, x3,
and the bias term is indicated with +1. The orange circle marks the activation
function f . The output of the neuron is hW,b(x). (right) Illustration of a fully-
connected neural network composed of an input layer L1 and a hidden layer L2

with four neurons each. The input data in represented with blue circles. Each xi
is connected to all the neurons in the subsequent layers [166]. . . . . . . . . . . . 70

6.3 Two examples of blip glitches, according to the GravitySpy classification, as seen
by cWB in LIGO Hanford. The autoencoder inputs xi (in blue) are cWB recon-
structed waveforms windowed and normalized as described in Section 6.2.3. The
autoencoder reconstructions gD(fE(xi)) (in orange) accurately matches the input
data [129]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.4 (left) Distribution of the cWB ranking statistic ρ of the background distribution,
obtained with the XGBoost model (blue) and the XGBoost + AE one (orange).
(right) IFAR versus the ρ for the background triggers for the two configurations.
The XGBoost + AE model reduces the number of background triggers at ρ > 5.
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lines indicate the IFAR thresholds at which the search sensitivity is given in Fig.
6.6 and Fig. 6.7 [129]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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6.5 cWB ranking statistic ρ versus frequency for the background triggers. Triggers
with ρ > 6 are highlighted in dark red. The top row refers to the XGBoost + AE

model which includes the autoencoder network proposed in this chapter, while
the bottom row refers to the XGBoost model. Thanks to the autoencoder the
low-frequency region (below ∼ 50Hz) is cleaner. . . . . . . . . . . . . . . . . . . . 76

6.6 Sensitivity volume V (Eq. 6.10) obtained with cWB with the autoencoder statis-
tic included in the XGBoost model (XGBoost + AE) in orange, and without it
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quency f , and the quality factor Q, and White Noise Burst (WNB) with frequency
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cluding the proposed autoencoder (XGBoost + AE) and without using it (XGBoost)
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points are slightly shifted around the IFAR thresholds for a better visualization
[129]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.8 Observed volume versus IFAR for BBH mergers simulation. The volume obtained
with the inclusion of the autoencoder (orange) is slightly higher w.r.t. the one
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7.1 Contour plot of the peak frequency of the HE GW waveforms versus the total mass
of the objects involved and the impact parameter, from Ref. [97]. The impact
parameter is indicated in unit of ζ = GM/c2. The plot on the left refers to HE
between NSs, while the plot of the right is for BHs. Here, the compact objects
have equal masses, and the orbital eccentricity is fixed at 1.15. . . . . . . . . . . 83

7.2 Example of simulated HE GWwaveform injected in O3b data and reconstructed by
cWB. The first row shows the signal in LIGO Livingston, and the second in LIGO
Hanford. The first column reports the time-frequency spectrograms, the second
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impact parameter 59.5 GM/c2, and eccentricity 1.1. The simulation is recovered
by cWB with network SNR of 14 [174]. . . . . . . . . . . . . . . . . . . . . . . . . 83

7.3 Detection efficiency versus IFAR for the model-informed search proposed in this
section (pink) and the all-sky short-duration search (blue) [133] in three differ-
ent mass bins ([2, 5]M⊙ left, [20, 40]M⊙ middle, [80, 100]M⊙ right). The model-
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different IFAR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.4 Match (Eq. 5.11) versus SNR of the injected waveforms for HE events detected
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7.5 Cumulative number of events (blue stars) found by the model-informed search on
O3b data versus their IFAR. The red solid line shows the expected mean value
of the background distribution, 1σ, 2σ and 3σ Poisson uncertainty intervals are
indicated with shaded region. There are no significant outliers, i.e. events with
IFAR above the 3σ background distribution [174]. . . . . . . . . . . . . . . . . . 86
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lations recovered with a significance larger than 10 years. The largest volume is
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C.2 (left) MSE autoencoder statistics versus cWB ranking statistics for background
triggers. The red line marks the MSE mean values achieved on blip glitches from
the labelled test dataset, and the red shaded area include the 90th percentile.
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