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Abstract: The field of cardiac electrophysiology tries to abstract, describe and finally model
the electrical characteristics of a heartbeat. With recent advances in cardiac electrophysiology,
models have become more powerful and descriptive as ever. However, to advance to the field
of inverse electrophysiological modeling, i.e. creating models from electrical measurements such
as the ECG, the less investigated field of smoothness of the simulated ECGs w.r.t. model
parameters need to be further explored. The present paper discusses smoothness in terms of the
whole pipeline which describes how from physiological parameters, we arrive at the simulated
ECG. Employing such a pipeline, we create a test-bench of a simplified idealized left ventricle
model and demonstrate the most important factors for efficient inverse modeling through smooth
cost functionals. Such knowledge will be important for designing and creating inverse models in
future optimization and machine learning methods.
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1. INTRODUCTION

Modern health care is increasingly pushing towards per-
sonalized approaches for an improved therapeutic outcome
over standard interventions, see Corral-Acero et al. (2020).
Precision cardiology aims at individualizing computational
models of the heart from patient-specific data—possibly
with non-invasive data, such as cardiac imaging and the
standard 12-lead electrocardiogram (ECG)—thus to pro-
vide to cardiologists an advanced tool to improve diagnosis
and to optimize the therapeutic approach.

The keystone of model personalization is the identification
of the parameters, which mathematically translates to
an optimization problem. Specifically, we focus in this
contribution on the case where the loss functional is
solely based on the ECG. The electrophysiological inverse
problem w.r.t. the ECG has been already considered in
previous works with either derivative-free optimization
(sometimes combinational), see e.g. Gillette et al. (2021);
Camps et al. (2021); Pezzuto et al. (2021), or gradient-
based approaches, see e.g. Grandits et al. (2021). In either
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case, the parameter space is typically low-dimensional,
with less than 20 parameters. To further advance the field
of inverse cardiac electrophysiology, it will be indispens-
able to also explore higher dimensional spaces and thus
allow for more varied models. However, increasing the
dimensionality of the explored parameter space comes with
the obvious drawback of aggravated optimization since the
exploration of the parameter space will become exponen-
tially more difficult, sometimes emphasized as the curse of
dimensionality, see Bellman (2015). A better optimization
approach relies on the computation of the local gradient of
a cost function and perform best for smooth and convex
functions. It is however currently still an open question,
if complex electrophysiological simulations and matching
them to ECGs is a challenging problem and how smooth
the resulting loss function is.

While single studies have shown the effect of different
parameters on the cost functionals of such inverse prob-
lems, see Grandits et al. (2020); Yang et al. (2017), they
focused on a small subset of the parameters. Additionally,
to the knowledge of the authors, no extensive study of
the effect of cardiac electrophysiological models and ECG
matching techniques on the continuity and smoothness
of the resulting loss function have been conducted thus
far. The problem of matching a recorded, patient-specific
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Università della Svizzera italiana, Lugano, Switzerland, (e-email:
simone.pezzuto@usi.ch)

∗∗∗∗ BioTechMed-Graz, Graz, Austria

Abstract: The field of cardiac electrophysiology tries to abstract, describe and finally model
the electrical characteristics of a heartbeat. With recent advances in cardiac electrophysiology,
models have become more powerful and descriptive as ever. However, to advance to the field
of inverse electrophysiological modeling, i.e. creating models from electrical measurements such
as the ECG, the less investigated field of smoothness of the simulated ECGs w.r.t. model
parameters need to be further explored. The present paper discusses smoothness in terms of the
whole pipeline which describes how from physiological parameters, we arrive at the simulated
ECG. Employing such a pipeline, we create a test-bench of a simplified idealized left ventricle
model and demonstrate the most important factors for efficient inverse modeling through smooth
cost functionals. Such knowledge will be important for designing and creating inverse models in
future optimization and machine learning methods.

Keywords: ECG, Cardiac modeling, Physiology, Parameter estimation, Inverse problems,
Smoothness

1. INTRODUCTION

Modern health care is increasingly pushing towards per-
sonalized approaches for an improved therapeutic outcome
over standard interventions, see Corral-Acero et al. (2020).
Precision cardiology aims at individualizing computational
models of the heart from patient-specific data—possibly
with non-invasive data, such as cardiac imaging and the
standard 12-lead electrocardiogram (ECG)—thus to pro-
vide to cardiologists an advanced tool to improve diagnosis
and to optimize the therapeutic approach.

The keystone of model personalization is the identification
of the parameters, which mathematically translates to
an optimization problem. Specifically, we focus in this
contribution on the case where the loss functional is
solely based on the ECG. The electrophysiological inverse
problem w.r.t. the ECG has been already considered in
previous works with either derivative-free optimization
(sometimes combinational), see e.g. Gillette et al. (2021);
Camps et al. (2021); Pezzuto et al. (2021), or gradient-
based approaches, see e.g. Grandits et al. (2021). In either

� This work was financially supported by the Theo Rossi di Mon-
telera Foundation, the Metis Foundation Sergio Mantegazza, the
Fidinam Foundation, the Horten Foundation and the CSCS-Swiss
National Supercomputing Centre production grant s1074 to SP.

case, the parameter space is typically low-dimensional,
with less than 20 parameters. To further advance the field
of inverse cardiac electrophysiology, it will be indispens-
able to also explore higher dimensional spaces and thus
allow for more varied models. However, increasing the
dimensionality of the explored parameter space comes with
the obvious drawback of aggravated optimization since the
exploration of the parameter space will become exponen-
tially more difficult, sometimes emphasized as the curse of
dimensionality, see Bellman (2015). A better optimization
approach relies on the computation of the local gradient of
a cost function and perform best for smooth and convex
functions. It is however currently still an open question,
if complex electrophysiological simulations and matching
them to ECGs is a challenging problem and how smooth
the resulting loss function is.

While single studies have shown the effect of different
parameters on the cost functionals of such inverse prob-
lems, see Grandits et al. (2020); Yang et al. (2017), they
focused on a small subset of the parameters. Additionally,
to the knowledge of the authors, no extensive study of
the effect of cardiac electrophysiological models and ECG
matching techniques on the continuity and smoothness
of the resulting loss function have been conducted thus
far. The problem of matching a recorded, patient-specific

Smoothness and continuity of cost
functionals for ECG mismatch

computation �

Thomas Grandits ∗,∗∗∗∗,∗∗ Simone Pezzuto ∗∗∗

Gernot Plank ∗∗,∗∗∗∗

∗ Institute of Mathematics and Scientific Computing, University of
Graz, Graz, Austria (e-mail: thomas.grandits@uni-graz.at)

∗∗ Gottfried Schatz Research Center - Division of Biophysics, Medical
University of Graz, Graz, Austria (e-mail:

gernot.plank@medunigraz.at)
∗∗∗ Center for Computational Medicine in Cardiology, Euler Institute,
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ECG to a model-based ECG is particularly subtle, because
ECGs are typically not very smooth and affected by noise.
Moreover, ECG amplitude and morphology may be sub-
ject to epistemic uncertainty, due poor electrode contact
or other physiological aspects (respiration, epicardial fat,
torso inhomogeneities) generally excluded by the modeling
framework. Finally, ECG alignment and detection of the
onset of activation is not always clear. All these aspects
affect the metric to evaluate the mismatch.

In this paper, we will use several time series distance func-
tions, applied between the optimal and current generated
ECGs and visually analyze the difficulty of the result-
ing optimization problem in terms of visual smoothness.
Evaluating cost functionals of parameter spaces with more
than 3 to 4 parameters is no simple feat. Traditionally, a
dimensionality reduction algorithm is first applied, such as
principal component analysis, or more recently, machine
learning inspired techniques such as auto-encoders or T-
SNE Hinton and Roweis (2002). In this paper we will
rather explore and visualize the loss function of an 8-
dimensional space of important and intertwined param-
eters using techniques promoted for the visualization of
smoothness in residual networks (ResNets) Li et al. (2018).

From a modeling perspective, we built a state-of-the-art
pipeline for the preparation of simulations, from data to
ECG. The reconstruction and generation of anatomical
models or features, purely from imaging data (such as
MRI) is a non-trivial task that many previous studies
investigated, see Chen et al. (2020); Arevalo et al. (2016).
Here, we will study the effect of mesh resolution of the
heart on the optimization problem, ranging from 2.5mm to
0.5mm mean edge length. Moreover, given the importance
of anisotropic conduction in the heart, being faster in fiber
longitudinal direction, we will study its effect on the ECG
w.r.t. the fiber angles.

Concerning the electrophysiology part, there is a vast liter-
ature on various models (bidomain, monodomain, eikonal)
and their physiological accuracy, see Keener and Sneyd
(1998); Sundnes et al. (2007); Jalife et al. (2011). The
considered gold-standard model, the bidomain system, is
however still very expensive to solve Vigmond et al. (2008).
Our study requires us to repeatedly evaluate the electrical
activation several thousand times, which necessitates eval-
uations in the timeframe of no more than a few seconds.
We will therefore focus on the anisotropic eikonal model,
which have been shown to offer an faithful approximation
to the activation of the heart, while being fast to solve,
see Franzone and Guerri (1993). When using such an
eikonal model and prescribing a fixed membrane potential
at the computed activation time, we can efficiently com-
pute the ECGs measured at the body surface with only
minor estimation errors, see Pezzuto et al. (2017).

The paper is organized as follows: In Sec. 2 we present
the ECG model considered in this study, and the various
metrics to compare ECGs. Several numerical experiments
are summarized in Sec. 3 and later discussed in Sec. 4.

2. METHODS

2.1 The ECG model

We present here the full pipeline to generate the ECG
model from anatomical data and parameters.

Geometric pipeline The reference anatomy was an ide-
alized left ventricle (LV). The LV was built as a volume
bounded by two truncated prolate spheroidal surfaces (see
Fig. 1). The inner surface (endocardium) and outer surface
(epicardium) have the same center and major axis, set to
37.5 mm, whereas the minor axis are set to 41.5 mm and
45 mm, respectively. The spheroids were truncated by a
plane orthogonal to the major axis and at a distance of
35 mm from the center. The corresponding tetrahedral
mesh was obtained at different resolutions using fTetWild,
see Hu et al. (2020).

To ease the navigation in the LV, we make use of universal
ventricular coordinates (UVCs) Bayer et al. (2018), as
depicted in Fig. 1. The UVCs are the three functions

θ(x) ∈ [0, 2π), z(x) ∈ [0, 1], ρ(x) ∈ [0, 1]

that measure, respectively, the angular position, the nor-
malized longitudinal distance (from apex to base), the
angular position and the normalized transmural distance
(from endocardium to epicardium). Importantly, the map
U : Ω � x �→ (θ, z, ρ) is invertible almost everywhere,
so to make navigation in the LV easier. This system is
built by solving a sequence of Laplace equations with given
Dirichlet boundary conditions, followed by a normalization
(see Bayer et al. (2018)).

The fiber and sheet structure in the LV was assigned with a
rule-based approach, following Bayer et al. (2012). Thanks
to the UVCs, the local basis can be expressed as

Q =

( | | |
êθ êz êρ
| | |

)
,

for êθ, êz, êρ being the orthonormalized basis formed by
applying Gram-Schmidt to the set {∇θ,∇z,∇ρ}. In order
to define the fiber f , sheet s and normal n direction,
the local basis in Q was eventually rotated, first with a
rotation of angle α(ρ) around the direction êθ, and then
with a rotation of angle β(ρ) around êρ:( | | |

f s n
| | |

)
= Q

(
cosα − sinα 0
sinα cosα 0
0 0 1

)(
1 0 0
0 cosβ sinβ
0 − sinβ cosβ

)
. (1)

The angles α(ρ) and β(ρ) were linearly interpolated, as
follows:

α(ρ) = α1 + (α2 − α1)ρ,

β(ρ) = β1 + (β2 − β1)ρ.

Electrophysiological pipeline We model the electrical
activation throughout the heart, denoted by φ(x), x ∈ Ω
with the anisotropic eikonal equation{√

D∇φ · ∇φ = 1, x ∈ Ω,

φ(xk) = φk, k = 1, . . . , N.
(2)

The point-wise initial conditions were set through the
UVC system, that is xk is the projection to the closest
mesh vertex of the point U−1(θk, zk, ρk). The symmetric

positive-definite conduction velocity tensor D, was defined
as follows:

D = K ·Gi(Gi +Ge)
−1Ge, (3)

that is, we assumed a monodomain approximation of
the electric conductivity. For the sake of simplicity, we
assumed K = 1 in our experiments. The tensors Gi

and Ge, respectively denoting the intra- and extra-cellular
electric conductivity, were set as follows:

Gi,e =

( | | |
f s n
| | |

)

gi,ef

gi,es

gi,en




(
— f —
— s —
— n —

)
, (4)

with gef = 0.12 S/m, ges = gen = gin = 0.08 S/m. The values

of gif and gis are variable.

For solving the eikonal equation (2), we used the fim-python
library, see Grandits (2021), which implements the fast
iterative method solver from Fu et al. (2013).

The depolarization from of the membrane potential was
approximated by shifting a characteristic waveform vm as
follows:

vm(x, t) = k0 +
k1 − k0

2

[
tanh

(
2
t− φ(x)

τ1

)
+ 1

]
, (5)

for k0 = −85 mV, k1 = 30 mV and τ1 = 1 ms. Finally,
the electrical measurement for an electrode combination
(referred to as leads) can then be computed as (see Keener
and Sneyd (1998)):

Vj(t) =

∫

Ω

〈∇Zj(x),Gi(x)∇vm(x, t)〉 dx, (6)

where j = 1, 2, 3 and Zj refers to the lead field. Here,
for the sake of simplicity, we considered ∇zj equal to the
canonical basis vectors ej , yielding a pseudo axis-aligned
Frank ECG (Keener and Sneyd, 1998, p. 529).

2.2 Loss functionals

We consider the following problem: given a target ECG,
denoted by V̂j(t) for j = 1, 2, 3, we aim at identifying
the free parameters in the ECG model depicted above,
such that the mismatch between the target ECG and the
simulated one is minimal. We discretize the time with
a fixed time step ∆t = 1ms, that is tn = n∆t for
n = 0, . . . ,M and M∆t = T . The simulated and target
ECGs are sampled at t = tn, and the resulting vector
for each lead, denoted by Vj and V̂j , have respectively

components [Vj ]n = Vj(tn) and [V̂j ]n = V̂j(tn).

Parameter space The free parameters in the model and
their range of definition are:

• α1 ∈ [−130, 10] and α2 ∈ [−10, 130] (in degrees).
• gif ∈ [0.08, 0.6] and gis ∈ [0.04, 0.12] (in S/m).

• The position x1 ∈ Ω and timing φ0 ∈ [−25, 75] ms of
the first activation site. In particular, we set x1 from
the UVCs θ1 ∈ [−π, π], ρ1 ∈ [0, 1], and z ∈ [0, 1].

Therefore, the dimension of the parameter space is 8.

The target ECG was obtained by taking the free parame-
ters equal to mid-value in their range, and with the highest
mesh resolution.

Fig. 1. LV model setup with the fiber field f as streamlines.
The excitation is initiated at three different locations
x0 at different timings: two are fixed (blue) and
the last one (red) is varying. Spatial exploration is
performed in the UVC space (θ, ρ, z) that only allows
feasible points inside the domain.

Loss metrics Besides standard error metrics, here we
also consider dynamic time warping (DTW), see Sakoe and
Chiba (1978), as recently proposed by Camps et al. (2021).
In DTW, a cost matrix C is generated using a distance
measure between all possible samples of two timeseries.
The DTW algorithm will then find an optimal warp path
through the cost matrix that optimally aligns the two
signals, minimizing the cost of the warp path.

In summary, we compared the following metric dis-
tances D(Vj , V̂j):

(1) Least-squares error: D2(f ,g) =
∑

n(fn − gn)
2.

(2) Dynamic Time Warping (DTW)
• DDTW,1(f ,g) with Cn,m = |fn − gn|.
• DDTW,2(f ,g) with Cn,m = (fn − gm)2.

(3) Cosine distance: Dcos(f ,g) = 1− 〈f ,g〉
‖f‖‖g‖ .

Note that in all cases, the losses of all leads are simply
summed up and in the case of DTW, the three cost
matrices of the three leads CX/Y/Z are similarly added and
DTW is performed on the resulting cost matrix C = CX+
CY + CZ .

Visualization of the loss To showcase the complexity of
the model w.r.t. the parameter space, it is often beneficial
to visualize the loss landscape. For this, we follow Yang
et al. (2017), where the authors consider two randomly
sampled (possibly orthogonal) vectors from the parameter
space and sample across a predefined range. This can
be thought of as conceptually slicing the d-dimensional
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In DTW, a cost matrix C is generated using a distance
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The DTW algorithm will then find an optimal warp path
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Note that in all cases, the losses of all leads are simply
summed up and in the case of DTW, the three cost
matrices of the three leads CX/Y/Z are similarly added and
DTW is performed on the resulting cost matrix C = CX+
CY + CZ .

Visualization of the loss To showcase the complexity of
the model w.r.t. the parameter space, it is often beneficial
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hypercube with a hyperplane and computing the losses on
this hyperplane. The main advantage of such an approach
is that no dimensionality reduction is required, while the
interdependence of parameters in the parameter space is
not lost.

The mentioned landscape can then be computed by sam-
pling the loss functional D : Rd → R as

L(a, b) = D(x+ aη + bδ), (7)

where x is the parameter vector of the considered ground-
truth solution and D is the chosen distance measure.

3. RESULTS

To give an overview of the loss landscape, we sampled the
hyperplane with 50×50 samples, at 7 different resolutions
for 5 different random direction pairs (hyperplanes), re-
sulting in a total of 87, 500 computed ECGs.

We based our analysis on one of the random hyperplanes,
but the overall conclusion drawn from all 3 hyperplanes
remains the same. We start by showing the computed
ECG of the optimal configuration in Fig. 2 at different
resolutions. Note that a spatial resolution of ≈ 1 mm is
considered sufficient for most electrophysiological appli-
cations with the eikonal model, see Franzone and Guerri
(1993). However, we still have some numerical errors on
the signal. This is most likely associated to the inaccuracy
of capturing the very narrow wavefront of the integral (6).
Such noise may be considered minor from a visual perspec-
tive, but is very likely responsible for the discontinuous loss
landscapes as seen in Fig. 3.

The loss landscapes themselves also exhibit discretiza-
tion artefacts especially on lower resolutions, most likely
associated with the discretization of the variable initia-
tion site, which is required to coincide with a vertex in
our setup. Perhaps surprisingly, nearly all loss functions
perform similarly in terms of smoothness for the tested
parameter ranges and no significant advantage can be seen
by applying the more sophisticated DTW instead of the
straight-forward l2 error. However, we note that in all
parameter scenarios, the main peaks of the signals at least
partially overlap. When trying to match non-overlapping
or only slightly overlapping signals, the advantage of DTW
may be more pronounced.

It is noteworthy that we also calculated the loss after
applying mean filters to the ECG that visually removed
most of the noise, but did only change the smoothness of
the loss landscape by an insignificant amount.

4. DISCUSSION

This paper offers some insights on the impact and signif-
icance of parameters on different loss functions w.r.t. the
ECG.

The complete pipeline in Sec. 2 involves a several steps,
some of which involve solutions of PDEs. From the view-
point of optimization, it is important to understand the
smoothness of the loss function w.r.t. its argument, that
is in our case the parameters of the forward model. When
the loss function itself is non-smooth, obviously we cannot
expect parametric smoothness. This is the case of the

l1-error or the DTW. For the other error metrics, the
smoothness of the loss function will in fact rely on the para-
metric smoothness of the ECG Vj(t). In our experiments,
the most restrictive parameters in terms of regularity are
the conduction velocity tensor and the initiation site. To-
gether, they define the eikonal model for computing the
activation map. It is possible to show that the activation
map is Lipschitz-continuous w.r.t. the initiation site (either
location or onset timing). Therefore, the gradient of the
activation, parallel to the propagation direction and used
in the computation of the ECG, is defined almost every-
where. As a matter of fact, in virtue of (6), the singularity
set has little effect on the ECG. A similar argument applies
to the conduction velocity tensor, which depends on the
fiber angles and the conductivity values.

More prominent is the role of the numerical discretiza-
tion. In particular, the location of the initiation sites are
Dirichlet boundary conditions to the eikonal equation (2),
therefore applied at discrete locations (the mesh vertices).
In such a case, a projection to the closest vertex in the
mesh needs to be considered, resulting in a discontinuous
loss function.

Another problem is that the temporal evaluation of the
ECG should follow, to some extent, the spatial grid size.
First, please note that in (5) the time is a parameter. For
some fixed t, vm is generally interpolated on the computa-
tional grid (or, equivalently, evaluated at some quadrature
nodes) for the computation of the ECG in (6). Therefore,
when the time step is too small, the narrow function
∇vm might be poorly approximated when barely touching
any degrees-of-freedom. This translates into (numerical)
oscillations on the surface ECG, as reported in Fig. 2.
The threshold value for the appearance of oscillations
is related to the conduction velocity, because when the
wave moves fast the saltatory propagation disappears. In
fact, the ratio between the mesh size and the time step
should be comparable to the conduction velocity. This is
unfortunately difficult sometimes, because the time step
is a global parameter whereas mesh size and conduction
velocity is local to the mesh.

The loss function itself does not appear to be very smooth
in the parameter space, as deduced from the level sets
(see Fig. 3). Possible sources of this noise are time dis-
cretization and spatial discretization (element size), where
we suspect that (6) would especially benefit from higher
order smoothness of the solution, or higher resolutions.
Additionally, the Lipschitz-continuity of φ translates to
vm, which could be remedied or at least mitigated by an
eikonal-diffusion formulation, which has also been shown
to be a closer approximation to the underlying physiolog-
ical processes Keener and Sneyd (1998).

Some simplifying assumptions have been made in the
course of this study to make the many computations more
tractable: For one, the lead field is usually not axis aligned,
but rather a result of another elliptic Poisson PDE. As
the leads are usually far away from the computational
domain (the heart), the impact however may not be very
large. Secondly, the eikonal solution is an approximation
of the bidomain model, but is preferrable due to its
low computational demand, while still maintaining model
fidelity.
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Still, the present study provides an initial step in better
understanding the complexity of fitting models to given
ECGs. Such insights will be useful in future optimization
and machine learning methods that rely and benefit from
a smooth loss function to solve the electrophysiological
inverse problem to ultimately bring us closer to cardiac
digital twinning using a wide range of parameters.
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