A FINITARY OUTER MEASURE LOGIC

STEFANO BARATELLA

ABSTRACT. We extend classical first order logic with a family of weak
probability quantifiers, that we call submeasure quantifiers. Formulas
are finitary, but infinitary deduction rules are needed. We consider first
order structures which are equipped with a countable family of submea-
sures (hence the name of the new quantifiers). We prove that every
consistent set of sentences in the resulting logic is satisfiable in some
structure as above. Then we restrict the set of formulas by requiring
that no submeasure quantifier occurs within the scope of some classical
quantifier. By suitably extending the deduction rules, we prove that
every consistent set of sentences from the restricted class of formulas is
satisfiable in some structure whose submeasures are actually outer mea-
sures. To perform the last step, we apply nonstandard techniques a la
A. Robinson.

1. INTRODUCTION

It is well known that, in general, measurability is not preserved under
projections. Therefore many of the logics for probability that appear in
the literature do discard the classical quantifiers and replace them with
suitable probability quantifiers. As for the semantic side, the corresponding
structures must satisfy necessary measurability conditions. See, for instance,
[2] or [3].

In this paper we introduce a logic that extends classical first order logic
by means of submeasure (or outer measure) quantifiers. We deal with fi-
nite submeasures only. Since submeasures are defined on all subsets of the
domain under consideration, there is no problem with the definition of the
satisfiability relation.

Ours is a logic with finitary formulas and some infinitary deduction rules.
The latter are needed in order to get the equivalence of consistency and
satisfiability. Throughout this paper, by weak completeness we mean the
property that every consistent set of sentences is satisfiable in some first
order structure which is equipped with a countable family of submeasures
(see the description of an outer measure structure below).

Here is an outline of the paper: in Section 2 we introduce the setting. We
describe the syntactic machinery and the class of structures that we con-
sider. We call submeasure structure a first-order structure that is equipped
with a countable family of [0, 1]-valued submeasures, each defined on the
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power set of some finite power of the domain under consideration. An outer
measure structure will be a submeasure structure with the property that
each submeasure is actually an outer measure. The family of submeasures
is required to satisfy some compatibility conditions, in particular a weak
Fubini property. In Section 2, we also provide motivations for our approach
and we relate it to the existing literature.

In Section 3, we get weak completeness (see above). Since we deal with
finite formulas, we can perform a Henkin construction. We prove that every
consistent set of sentences extends to a maximal consistent one which has
the Henkin property in some suitably expanded language. Notice that, in
presence of infinitary deduction rules, the proof that consistency is preserved
by unions of ascending chains is not straightforward. Actually, one can
easily verify that the infinitary rules make our logic non-compact.) After
establishing the above mentioned extension result, we take inspiration from
[2] to prove that every maximal consistent set of sentences with the Henkin
property is satisfiable in some submeasure structure.

In Section 4, we restrict the set of formulas to those in which no submea-
sure quantifier occurs within the scope of a classical quantifier. We extend
the logic by means of infinitary rules expressing suitable continuity proper-
ties. At the same time, we impose corresponding continuity properties on
the class of submeasure structures, by restricting ourselves to the subclass
of what we call continuous submeasure structures. Then we show that weak
completeness holds with respect to the latter subclass. Finally, we apply
nonstandard techniques a la A. Robinson and, adapting arguments from
[2], we convert a continuous submeasure model of a set of sentences into a
continuous outer measure model of the same set of sentences.

The extension of the latter result to the class of all formulas and the study
of the model-theoretic properties of our logic will not be addresses in this
work. We will briefly comment on those issues in Section 5.

2. PRELIMINARIES

Throughout this paper, a submeasure on a set A is a function p: P(A) —»
[0,1] with the following properties:

(o1) u(@) =0;
(02) for all Bc Ce P(A), u(B) < u(C);
(03) for all B,C € P(A), n(BuC) < u(B)+pu(C).

An outer measure on A is a submeasure which also satisfies:
(04) for every sequence (B;)iecw in P(A), t(Uicw Bi) € Yiew 1(Bi).

We often refer to properties (03) and (04) as to finite and countable sub-
additivity, respectively.

We work in an extension of classical first order logic with equality.
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In addition to the usual first order quantifiers and connectives, we have,
for each finite sequence T of variables and each rational number 0 < r < 1,
the submeasure quantifiers ST <r and Sz > .

We assume that the set of extralogical symbols (finitary function and
relation symbols and constant symbols) is countable. As usual, we identify
a language with the set of its extralogical. From now on L will denote some
countable language. If f is a function symbol we shall write f € L meaning
that f is a function symbol in L. We shall denote the arity of f by ny. Same
conventions hold for the predicate symbols.

The formation rules of terms are those of first order logic. The formula
formation rules of first order logic are extended with the following clauses:

— ST <ry is a formula whenever ¢ is a formula, Z is a finite sequence
of variables and r € Qn [0, 1];

— SZ > ry is a formula whenever ¢ is a formula, Z is a finite sequence
of variables and r € Qn [0, 1].

We write Sz > r¢ and ST < r¢ as abbreviations for -=(SZ < ry) and
—-(SZ > ry) respectively. The intended meaning of the formula ST > rp(Z)
is that the submeasure of the set defined by the formula ¢(z) is at least r.
Similarly with the other formulas.

Notice that, differently from [3], we have two kinds of primitive submea-
sure quantifiers. This is due to the fact that submeasures satisfy only a
subadditivity property. We stress that the formulas are finitary.

We work in a natural deduction setting (this will simplify the formulation
of some infinitary rules to be introduced below), enriched with axioms that
govern the submeasure quantifiers or relate them to the classical quantifiers.
Indeed, as the reader can easily verify, we may entirely dispose of those
axioms and replace them with corresponding inference rules.

al Sz>0¢
a2 Sr<ly
a3 ST2rp—->Sr>sp ifr>s
ad ST<sp—->ST<ry ifr>s
ab  ST>re—->St>2re
a6 ST >0¢ —>3Tp  (the empty set has measure zero)
al Vi(e—->1)—>(Sz2rp—>ST>rvy) (monotonicity)
a8 ST<rpanST<sy—>ST<r+s(pvey)  (finite subadditivity)
a0 (ST <rp)A(Sy<sy) - Szy<rs(pat) if & and y are disjoint
sequences of variables.
ald Szx<sp—->ST<re if r>s.
all Sz >rSy>se(z,y) »> Sxy>rse(x,y) if & and y are disjoint
sequences of variables.
al2 Sz <rp—-> Sy<re if the sequence y§ is a permutation of the
sequence .
ald Sz >rp - Sy>re if the sequence gy is a permutation of the
sequence .
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An addition (subtraction) symbol appearing in some outer quantifier (see,
for instance, the conclusion of axiom a8 above or rules rl, r2 below) always
denotes truncated addition (subtraction) in the unit interval.

We point out that the restriction to finitary formulas prevents us from
syntactically formulating the countable subadditivity or the archimedean
property of [3] as axioms. We manage to recover the archimedean property
by means of two infinitary rules:

rl
Sz<(r+1/n)e for all n € wy

ST <re
r2
Sz>(r-1/n)p for all n € w,

Sz>rp

According to the natural deduction practice, we regard derivations as
rooted trees. The inductive definition of the set of derivations is standard.

The depth d(D) of a derivation D is an ordinal. Atomic derivations (ax-
ioms or assumptions) have depth zero and, in case D ends, say, with an
application of the infinitary rule rl, d(D) is recursively defined as follows:
let D,, be the derivation of the premiss ST < (r + 1/n) ¢, then

d(D) =sup{d(D,,) +1:necw,}.

The other cases are formulated in a similar way.

Notions like provability, consistency, maximal consistency are standardly
defined and the usual closure properties of maximal consistent sets can be
easily proved. Due to the presence of infinitary rules, the extension of a
consistent set of formulas to some maximal consistent one is not anymore a
straightforward application of Zorn’s Lemma.

Furthermore, the recursive definitions of the sets of free/bound variables
in a formula and the operation of substitution of a term for a variable in a
formula can be easily given, keeping in mind that both the sm-quantifiers
SZ >r and ST < r bind all the variables occurring in the sequence Z. Also,
the usual properties of substitutions can be easily proved.

When writing ¢(Z) we mean that all the free variables occurring in the
formula ¢ appear in the sequence z. We adopt standard model-theoretic
notation. We denote by |Z| the length of a tuple z.

We call submeasure structure (sm-structure, for short) a pair

M = (Mv (,“n)nzl)a

where M is an ordinary first-order L-structure and (g, : P(M™) - [0,1])n>1
is a sequence of submeasures which satisfies the properties:
(05) pp{a: pn{b: (a,b) € A} 27}y 25 = ppen(A) 27s, for all A c MF™
and all r,s € Qn[0,1].
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(06) pisn(A x B) < pp(A)pn(B) for all Ac M* Bc M".
(07) pn(A) = pp(m(A)) for all A c M™ and all coordinate permutations
T.

Notice that axiom all and property (05) state weak Fubini properties.
These properties will play a crucial in role in establishing weak completeness.

An outer measure structure (om-structure, for short) is an sm-structure
where each p, is an outer measure. In the current setting, the notions
of sm- and om-structure correspond to those of weak structure and graded
probability structure of [2] or [3], respectively.

A very simple example of om-structure is given by (M, (t, )n>1), where
M is some finite first order structure and each pu, : P(M™) — [0,1] is the
counting measure.

The interpretation of a term and the truth value of a formula in an sm-
structure M under an assignment of values in M to its free variables are
defined as in first order logic, with the additional clause:

ME ST > ¢ (7,9)[b] < pz({aeMP:Megla,b]})>r

and with a similar clause for the sm-quantifier Sz < r . It can easily be proved
that the truth value of a formula in M depends only on the assignment of
values to the free variables in the formula.

3. SOUNDNESS AND WEAK COMPLETENESS

Theorem 1. (Soundness Theorem) Every set of L-formulas which is satis-
fiable in some em-structure is consistent.

Proof. 1t suffices to show that the axioms are valid and the deduction rules
preserve validity. In particular, validity of a9 and all follows from (06) and
(05) respectively.

Then, by induction on the depth of a derivation of a formula ¢ from a set
I', one shows that I' - ¢ implies I' = ¢. The conclusion follows. (]

Next we want to prove a converse of Theorem 1. For sake of simplicity
we work with sets of L-sentences. We use a modified Henkin construction.
Differently form [2], we do not make use of consistency properties.

We say that a set I' of L-sentences has the Henkin property in L if, for
every formula ¢(z) there exists some L-constant symbol ¢ such that

'+ 3zp(z) - o(c/x).

Theorem 2. Let I' be a consistent set of L-sentences. Then there exist a
countable language L* 2 L and a set T 2T of L*-sentences such that T'* is
maximal consistent and has the Henkin property in L*.

Proof. We recursively define increasing sequences (L, )new of languages and
(T'))new of sentences with the properties that, for all n € w,

(a) I'y, is a consistent set of L,-sentences;



6 STEFANO BARATELLA

(b) for each L,-sentence @, exactly one of ¢, ~¢ belongs to I';11.

We let Ly = L and Ty = I'. We define L; and T’y (the same construction
applies to get Ly41 and T'yyq from L, and T, respectively).

Let C ={co,...,Cn,...} be a countable set of new constant symbols. We
let L1 = L uC. We fix an enumeration

8007"'7907’17"'

of the L-sentences with the property that each sentence occurs infinitely
many times in the enumeration. We define a nondecreasing sequence

F=Agc---cA,c...

of consistent sets of Li-sentences as follows:

(1) If A, u{¢,} is inconsistent, we distinguish two subcases.

(1.1) ¢y, is of the form Sz < r(Z): we claim that there is some [ € w,
such that A, u{Sz > (r+1/l) 1} is consistent. For if not, by ab
and rl, we get A, - ST < r, contradicting the consistency of
Ay
We point out that, with the current formulation of the infinitary
rules, the previous argument may not work in a Hilbert style
setting with MP, rl1 and r2 as the only deduction rules, due to
lack of a Deduction Theorem.

We let Ay = A, u{Sz > (r+1/k)1}, where k is the least [
such that A, u{Sz > (r + 1/l)v} is consistent (actually, any
such [ would do).

(1.2) ¢y, is of the form Sz > r¢(z): we apply a dual argument to
the above and we let A1 = A, U{SZ > (r—1/k) )}, for some
k € w, such that A, U{SZ < (r—-1/k)} is consistent.

(2) if A, U{pn} is consistent, we put ¢, in A,.1. Moreover, if ¢, is of
the form 3z (z), we pick the first constant ¢ in C' not occurring in
A, and we put ¥(c/x) in Apyq.

Next we notice that if A, U{¢n,¥(c/x)} were inconsistent then,
by a generalization theorem on constants which holds for our sys-
tem and by standard first-order arguments, we would contradict the
consistency of A, U {3zy(x)}. Hence A, is consistent.

We let I'1 = Upeo, An- Since infinitary rules are present, the con-
sistency of I'y needs to be proved. For sake of contradiction, let us
assume that it is inconsistent and let D be a derivation of a con-
tradiction from I';. We outline a procedure that removes from D
all the applications of the infinitary rules. Since a deduction which
is free from applications of the infinitary rules depends on finitely
many assumptions, which are contained in some A,, we will get a
contradiction.

By the previous observation, the interesting case is when some
application of the infinitary rules occurs in D. Let a be the least
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ordinal such that there is a subderivation £ of D of depth « ending
with an application of some infinitary rule. Let us assume that &
ends with an application of r1 and that its end formula is Sz < r .
If the end formula is already in 'y, then £ can be contracted to one
node, thus eliminating the application of rl.

Hence we are left with the case when (SZ <7 ) ¢ I'1. By construc-
tion, there is k € w, such that Sz >r + %@ is eventually in (Ap)new-
On the other hand, the minimality of « implies that all the proofs of
the premisses of the infinitary rule are finitary ones. Hence there is a
a sufficiently large [ such that, at the same time, A; + ST <r+ ﬁ ®
and A+ ST >r+ %cp. By al0, A; would be inconsistent. Therefore
the case (SZ <r¢) ¢ I'1 does not happen.

The case when the subderivation £ ends with an application of r2
can be treated in the same way.

Proceeding along the ordinals, we remove all the applications of
the infinitary rules, thus getting a finitary proof of a contradiction
from I'y and, consequently, a proof of a contradiction from some A,,.
Since all A,,’s are consistent, we conclude that the inconsistency of
I'y must be rejected.

Concerning property (b), if some L-sentence ¢ does not belong
to I'; then there is m € w such that A, U {¢} is inconsistent for all
m < n. Recall that - appears infinitely often in the enumeration
and pick k£ > m such that ¢ = —¢. If Ag U {-p} were inconsistent,
then Aj would be inconsistent too: a contradiction. Therefore, by
construction, ~¢ € A1 € T'y.

So far we have established the consistency of I'1. As already men-
tioned, the above argument also proves the consistency of I';,;1, un-
der the assumption of consistency of I',.

Finally, we let L* = U, L and I' = Uye,, I'n. Consistency of I'
can be established in the same way as that of I'y: assume that I'* is
inconsistent and prove that there is a finitary proof of inconsistency
of I'*, hence of Iy, for some n: a contradiction. We leave the details
to the reader.

Maximal consistency of I'* follows from property (b). The Henkin
property for I'* can be easily proved.

]

The next result extends the so-called Model Existence Theorem of clas-
sical first-order logic to our setting. We take inspiration from [2] for the
definition of the submeasures involved.

Theorem 3. Let I' be a maximal consistent set of L-sentences with the
Henkin property in L. Then there exists a sm-structure M such that M =T
Moreover M can be taken to be countable.
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Proof. We proceed to define M = (M, (fn)new, ). Let T be the set of closed
L-terms. We let M =T/ ~, where ~ is the equivalence relation defined by

s~t < (s=t)el.

We denote by ¢t~ the equivalence class of term ¢. For every constant symbol
¢, function symbol f and predicate symbol P we let

(m1) M =¢;
(m2) for all t1,...,t,, €T, M7, 8 ) = (Flt, o tn,))s
(m3) for all ty,...,tn, €T, (t5,...,t; ) e PM < P(ty,... t,,) €l.

sYnp

It is an easy consequence of the axioms for equality and the closure prop-
erties of maximal consistent sets that the interpretations of functions and
predicate symbols are well-defined. Moreover tM = ¢~ holds for all ¢ € T.

If ¢ is a tuple of terms, we denote by ¢~ the tuple of their equivalence
classes.

For each n € w; we define u, as follows:

fin(A) = inf{r: (ST<re(@)) el and Ac{f": o(f/z)eD}},

for all A e P(M™). We stress that, in the definition above, the infimum is
taken over all rationals r € [0, 1] such that there exists in I" some formula of
the form SZ < r p(Z) with the property that A c {t": ¢(t/z) eT'}.

It can be easily verified that each p, satisfies properties (ol) and (02)
of a submeasure. Concerning property (03), the nontrivial case is when
A,B ¢ M"™ are such that p,(A) + pn(B) < 1. Let 0 < € and let 7,5 € Q
be such that p,(A) < r < pp(A) + e and p,(B) < s < up(B) + €. Then
there exist ST < rp,ST < st € I such that A ¢ {¢t" : ¢(¢/T) € T'} and
Bc{t : ¢(t/T) eT}. By a8 it follows that ST <7+ s(p V) e I'. Moreover
AuBc{t: (pve)(t/T) eT'}. Being € arbitrarily chosen, we conclude that
(AU B) < in(A) + i (B).

The proof that p, satisfies (06) above is similar to that of finite sub-
additivity, with the help of axiom a9 and the possible use of suitable al-
phabetic changes: just notice that, for arbitrary 0 < € < 1 and for r,s € Q
such that pg(A) <7 < uk(A) + € and p,(B) <7 < up(B) + €, it holds that
pie(A) pin(B) <75 < i, (A) pin (B) + 3e.

Property (07) is easily verified. Therefore it remains to prove that M
satisfies (05): we will do this after proving that

(1) for all L-sentences ¢ MEp < pel.
In order to establish (1), we repeatedly use the fact that
(2) for every formula () MEeY[tT] < Mey(t/z)

and we proceed by induction on ¢. The atomic and the propositional cases
are easily verified. If ¢ is of the form Jyu(y), we use (2), the inductive
assumption and, for the right-to-left implication, the Henkin property.
Finally, we prove (1) for ¢ of the form Sz < r¢(z) or Sz > r¢(z). The
proofs of the two cases are quite similar. For this reason we will give a
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detailed proof of one of the two cases and we will sketch the other. We
write 1(z)™ for the set defined by (Z) in M. More explicitly, we let
Y@M = {7 e MPI: M e (1)},
— Let ¢ be of the form Sz < r ().
(=) Suppose M E . Then

inf({s€Q: (Sz<sn(z)) el and (@)™ c {&" : n(f/z) eT}) <1

We notice that, by inductive assumption, the inclusion in the
above inequality is equivalent to

(£ 0(f)z) e T}  {T" : (/7)) €T}

Hence, by the Henkin property, the latter inclusion is equivalent
to VZ(¢(z) - n(z)) e I. Tt follows from a7 that

(3) inf{seQ:Sz<sy(z)el'} <
Finally, we claim that (Sz < r(z)) € I'. For, if not, by the
infinitary rule rl, there is n € w, such that (Sz > r + %w) el.
On the other hand, by (3) and by a4, (SZ < r+1¢) €T,
contradicting the consistency of I'.

(<) Assume g € I'. By inductive assumption ¥(z)™ = {£~ : (/Z) €
I'}. Therefore pm(d)(f)M) <r. Hence M E .

— Let ¢ be of the form Sz > r ().

(=) Assume (Sz < r¢(z)) € I'. Then, by a5 and r2, there is some
n € w; such that (Sz < r - %w(j)) € I'. By using the induc-
tive hypothesis, we get Mm(i/)(:i“)M) < r. Therefore M # Sz >
ri(z).

(<) Assume M &= Sz <7 (z). Then, by the same argument used in
the left-to-right implication of the previous case, we get s < r

such that (Sz < s¢(z)) eT. Hence (ST >r¢(z)) ¢T.
This concludes the proof of (1).

Eventually we prove that (05) holds in M. Let A ¢ P(M**") be such that
(4) pda: pn{b: (@,0) € A} 273} > s
We notice that, by (1), the following equality holds:
frsn(A) =inf{reQ: (Sz<ri(z)) el and A cp(z)M}.

Hence, for all 0 < ¢, there exists a definable set A, such that A ¢ A, and
tkrn(A)—pgin(A) < €. From (4) and from A € A, it follows by monotonicity
that pg{a: pn{b: (a,b) € Ac} >r}} > s. Since M satisfies all, definability
of A¢ implies that pign(Ae) > 7s. From pgin (Ae) — pgn(A) <€, for all 0 <e,
we get figsn(A) >7rs. O

With reference to the previous proof, we just point out that if A € M™ is
definable in M and (&) is any defining formula then, letting

Ay =inf{reQ: (Sz <ry(z)) T},
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we get fin(A) = Ay.

Corollary 4. Let I' be a consistent set of L-sentences. Then there exists
an sm-structure M such that M eT.

Proof. Straightforward from Theorems 2 and 3. (]

4. STRENGTHENING WEAK COMPLETENESS

In order to strengthen the weak completeness theorem obtained in the
previous section, we need to introduce two rules which are analogous to the
continuity rule of [2] relative to the admissible fragments not containing w:

r3
SE>t(Sy<ronanSy>(s-1/n)p) for all n e w,

ST>t(Sy<ronSy>sy)
r4
ST>t(Sy>spnSy<(r+1/n)p) for all n e w,

ST>t(Sy>spASy<ry)

In presence of r3 and r4, we must refine the Henkin construction performed
in the proof of Theorem 2 above. Retaining the notation used therein, we
start with a consistent set of L-sentences with respect to the deduction
system including r3 and r4 and, in the construction of the nondecreasing
sequence (A, )new, we consider two more subcases of the case when A,,u{p, }
is inconsistent:

(1.3) ¢y, is of the form Sz >t (Sy<reA Sy > sp): we claim that there is
some [ € wy such that A, U{ST <t(Sy<roASy>(s-1/l)p)} is
consistent. For if not, by r3, we get A, - ST >t (Sy<rpaSy>sy),
contradicting the consistency of A,,.

We let Ay = A, u{ST<t(Sy<rpnSy>(s-1/k)¢)}, where
k is the least | such that A, U{ST <t(Sy<rpoAnSy=>(s-1/1)p)}
is consistent (actually, any such [ would do).

(1.4) ¢y, is of the form ST > ¢ (Sy > s pASY < 7 p): repeating the argument
in (1.3), this time using r4, we let

A1 =AU {ST<t(Sy>spASy<(r+1/k)p)},

where k is the least [ such that A, U{SZ <t(Sy>spASy< (r+
1/1) ¢)} is consistent.

Continuing the refinement of the Henkin construction in the proof The-
orem 3 in presence of r3 and r4, we have to make sure that the set I'; =
Unew An is consistent: as the reader can easily verify, the argument used in
the proof of Theorem 3 can still be applied to establish the consistency of
I'1, thanks to (1.3) and (1.4).

We also notice that the proof of Theorem 3 remains the same.

We call continuous (outer) submeasure structure an sm- (om-) structure
M with the property that whenever it satisfies all the premisses of some
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instance of rule r3 (r4) then it also satisfies the conclusion of r3 (r4). We
will use the abbreviations csm- and com-structure accordingly.

In light of the the previous arguments, we can strengthen Corollary 4 as
follows:

Corollary 5. Every consistent set of L-sentences is satisfiable in some csm-
structure.

Our aim is to prove that every consistent set of sentences in a suitable
subclass (to be defined below) of the L-formulas is satisfiable in some om-
structure, thus obtaining, in our setting, an equivalent of the Graded Com-
pleteness Theorem (see[3]) due to Hoover [2].

Actually, what is missing in the proof of Theorem 3 above is the countable
subadditivity of the submeasures in M, namely property (o4). We notice
that the same problem occurs in Hoover’s construction of a weak model (see
[2]). Asin [2], in order to establish (04) we use a nonostandard construction.
In [2], the author makes use of the Loeb measure. As pointed out in [3, §5],
the Loeb measure does not preserve the truth value of formulas involving
the universal quantifier. Our construction suffers from the same drawback.
For this reason, later we will restrict the class of formulas. First, we outline
the nonstandard construction.

Let M = (M, (ttn )new, )) be an sm-structure. We consider a nonstandard
extension of M in a suitable nonstandard universe. We refer the reader to
[1] for the construction and the properties of nonstandard universes. From
now on we assume to work in an wi-saturated nonstandard universe

(Va(U)€) > (Vo('U).e),

where U is some set of urelements such that L u M uR ¢ U, where L here
denotes the alphabet of the language and M is the universe of the structure
M. We form the nonstandard extension *M of M.

Let n € wy and let f, : *P(M"™) — [0,1] be the composition of the
standard part map with the nonstandard extension *y, : *P(M"™) - *[0,1]
of fin, namely fi,(A) = °(*pn(A)), for all Ae *P(M™). It turns out that f,
is a submeasure on *P(M™).

Furthermore, by saturation, if A € *P(M"™) and (A4;);en IS a sequence
in *P(M™) such that A € Uje, Ai then there exists some k € w such that
A € U<k A;. Hence i (A) < Yiew iin(A;). Therefore we can extend fi,, to an
outer measure fi, : P(*M™) - [0,1] as follows:

fin(A) =inf{} fin(A;) : A; € "P(M™) for all i ew and A c [ A;}.
€W 1€W

Next we use a straightforward saturation argument to simplify the defini-
tion of fi,. We provide the details for sake of completeness. Let A e P(*M™).

We fix 0 < € € R. Then there exists some nondecreasing sequence (A;);e, in
*P(M™) such that A € Upeo Ai and [1,(A) < Yie, in(As) < fin(A) +€/2.
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For each k € w we consider the internal set Fj, whose elements are the

internal sequences (B;);e+ny with the properties that
(1) forall 0<i<k, B; = Aj;
(2) for all i € *N, B; € Bjy1;
(3) for all i € *N, *u,(B;) < (A) +e.

The family { F : k € w} has the finite intersection property. By saturation,
there exists (B;)ern € N{Fk : k € w}. Let N € *N\N. From A € Uje, 4i € By,
we get fi,(A) < (By) < fin(A) + €. Since 0 < € was arbitrarily chosen, we
conclude that

(5) fin(A) = inf{jin(B): Be*P(M") and Ac B).

In the following, when A € *P(M™), we will use without further mention
the equality fi,(A) = fin(A).
We form the structure

M= M, (F ™) er, (P™)per, (¢ ™)eers (fin) e, )-

As in [2], we assume that the L-formulas are constructed set-theoretically.
In particular, each L-formula is an element of V,,(U) and, in V,,(U), there
are also relations expressing properties like a formula being the conjunction
of two formulas or the negation of some other formula, etc. ... Since formulas
are finitary and since L, c U, then *¢ is just ¢, for each L-formula ¢.

In V,,(U) there is also a relation (denoted by kE, as usual) between struc-
tures, representations of formulas and assignments of values to variables in
M expressing the property that a formula is true in M under some assign-
ment of values to variables. Hence, suppressing from now on the * in * i, if
©(z) is an L-formula and b e (* M) the relation * M & ¢(b) is internal.

Moreover, by the Transfer Principle, we have

(6) Mep(a) < Mep(a),
for all L-formulas () and all @ € M?,

Proposition 6. For every sm structure M, the structure M defined above
18 an om-structure.

Proof. Properties (01)-(o4) are satisfied by construction of M. In order to
establish (05)—(07), we use the Transfer Principle to show that they are
inherited by (fin)new, .- We deal with (05), the other cases being easier.

Let A e P(*M*™). For a ¢ *M¥, we let Ag = {be*M™: (a,b) e A}. We
assume that ji,({@ e *MF*: j,(Az) >r}}) > s and we prove that fig,,(A) >
rs. Let B € *P(M*™) be such that A ¢ B. Since for all a € *MF*, A; ¢ B,
from fi,,(Bgz) = fin(Bg) it follows that, for all 0 <e € R,

s<fin({ae MF:*p,(Ba) >r—¢€}).
Since the set {a e *M" : *u,(Bg) > r — €} is internal, we get

s—e< u({ae M : "y (Bg) > 1 —€}).
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Therefore, by Transfer of property (05), *pgsn(B) > (r —€)(s —¢€), for all
0 < € € R. Hence fi,(B) > rs. Since A ¢ B € *P(M*™) was arbitrarily
chosen, we conclude that fig,,(A) >rs.

U

From now on we work in a subclass of the language L-formulas that we call
L~-formulas. A formula is in L~ if and only if no outer measure quantifier
occurs in any of its universal subformulas. Otherwise said, the L™-formulas
are those obtained by closing the set of formulas from classical first-order
logic under applications of the propositional connectives and of the outer
measure quantifiers.

Let M be any structure and ¢(&,y) an L-formula. For ease of notation
we denote the set defined by ¢ in M by @M. If a € MY, we let oM = {be
M M p(b,a)}.

We can now to prove the following:

Theorem 7. Let M be a csm-structure. Then, for every L™ -formula ¢(Z,7)
and every a € Ml

fyz (02" & ™M) = 0.
Proof. By induction on ¢(Z,%). For notational simplicity, from now on we
suppress the parameters from M and we let [ = |Z|.

The case when ¢() is a first-order formula from classical logic is straight-
forward. If p(Z) is of the form —¢(Z) or (¢» An)(Z), we assume that the
inductive assumption hold for 1) and 1 and we use the the set-theoretic iden-
tity X AY = X¢ AY® and the set-theoretic inclusion (X nX’) A (Y nY')c
(X AY)u (X' AY'") respectively.

Next we consider the cases relative to the outer measure quantifiers.

— (&) is of the form Sz > r¢(z,z). Let k = |z|. We assume inductively
that fi., (V™M a9 M) =0.
By Proposition 6, M satisfies property (05). Therefore, for each
positive rational ¢, ji;({be*M": ﬂk(wé\”’ A ng) >t}) =0. We have
the following chain of inclusions:

{be M u(uy) # im( ™)} € {be M (vt & ™M) = 0}
Utego,13{b € *M": i (w2 & ;M) 2 1},
where t ranges over the rationals. By countable subadditivity,
(b e "M (0" # (™)) = 0.
A fortiori,
(7) (™ o {be M (™) 2 1)) =0
Next we prove that

(8) (™ & {be M (™) 1)) =0

N

N
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For sake of contradiction, we assume that, for some 0 < ¢ € R,
fu(eMa{berM: [Lk(ibgM) >r}) >t. Since

{be M : (™M) >ry = (M {be M (™) > 7 = 1/n}

then *1((SZ > (r—1/n) ) M~ ¢ M) >t and, by Transfer,
w((Sz> (r=1/n) )M ™) > ¢ for all n € w,.

Therefore, for all n e wy, ME ST >t(Sz<riypanSz>(r-1/n)v).
By assumption, the continuity rule r3 is valid in M. Hence we get
the contradiction ju({be M':r < ,uk(LZJ'BM) <r})>t.

Summing up: we have established (7) and (8). From the set
theoretic identity X AY c (X A Z)u(Z AY), we finally get

(™ s o) =0.
— (Z) is of the form Sz < (&, z). The structure of the proof is the

same as in the previous case, with the obvious changes. This time,
validity of rule r4 in M does play a role.

([
Corollary 8. For every L™ -formula ©(%) and every a € M|
MEep(a) < MEee(a).

Proof. By induction on ¢(Z). We present in detail the case when ¢ is of the
form Sz >ry(z,z). Let | = |Z|.
(=) Mk p(a) = *M = p(@) < M) 2 r = @) 2 r S
@) > 1 = M o(a).
(<) ME (@) < M) >r < (M) > r = for all new,, (Y M) >
r—1/n=for all new,, (M) >r-1/n< ME @(a).
(The two equivalences marked with e hold by Theorem 7.) ([

Corollary 9. FEvery consistent set of L™-sentences is satisfiable in some
com-structure.

5. CONCLUDING COMMENTS

We point out that, in a com-structure, the continuity properties formu-
lated by requiring the validity of rules r3 and r4 do hold for the definable
subsets only. It would be interesting to obtain structures where those con-
tinuity properties hold for all subsets. In this regard we notice that, in the
proof of Theorem 3, we were able to extend property (05) from the family
of definable subsets to that of all subsets.

Even more important would be an extension of Corollary 9 to sets of
L-sentences. As we already remarked, the outer measures that we have ob-
tained by applying nonstandard techniques do not behave well with respect
to the universal quantifier. It seems that a different approach is needed. We
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leave this issue, as well as the study of the model-theoretic properties of the
proposed logic, to future work.
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