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We investigate how symmetries and conserved quantities relate to the occurrence of the boundary
time crystal (BTC) phase in a generalized spin model with Lindblad dissipation. BTCs are a
non-equilibrium phase of matter in which the system, coupled to an external environment, breaks
the continuous time translational invariance. We perform a detailed mean-field study aided by
a finite-size analysis of the quantum model of a p,q-spin-interaction system, a generalized p-spin-
interaction system, which can be implemented in fully-connected spin- 1

2
ensembles. We find the

following conditions for the observation of the BTC phase: First, the BTC appears when the
discrete symmetry held by the Hamiltonian, Z2 in the considered models, is explicitly broken by
the Lindblad jump operators. Second, the system must be coupled uniformly to the same bath
in order to preserve the total angular momentum during the time evolution. If these conditions
are not satisfied, any oscillatory behavior appears only as a transient in the dynamics and a time-
independent stationary state is eventually reached. Our results suggest that these two elements
may be general requirements for the observation of a stable BTC phase relating symmetries and
conserved quantities in arbitrary spin models.

I. INTRODUCTION

Non-equilibrium quantum many-body systems are one
of the modern paradigms of research in quantum physics.
Indeed, they represent one of the key elements to control
and manipulate mesoscopic quantum systems and, there-
fore, they lie at the root of the growing field of quantum
technologies [1–4]. Moreover they display a wide range of
non-trivial dynamics [5–17] and host a plethora of inter-
esting phenomena with no analogue in equilibrium states
[18–27]. Of particular interest are many-body driven-
dissipative quantum systems [28, 29], where dissipation
and decoherence can radically change the critical proper-
ties of phase transitions [30, 31] and induce an extremely
rich steady-state phase diagram.

In recent years, considerable attention has been drawn
by the so-called time crystals [32–34], a phase of matter
characterized by a spontaneous breaking (in the thermo-
dynamic limit) of the time-translational symmetry, that
in short-ranged systems is impossible to realize at equi-
librium [35, 36]. In their most common form, they are a
sub-harmonic response to a periodic driving, thus break-
ing a discrete time-translational symmetry [37–39].

More interestingly, a time crystal might appear also
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when there is no explicit time dependence in the Hamil-
tonian but the system is subjected to incoherent pro-
cesses [40–42]. In this particular case, known as Bound-
ary Time Crystals (BTC), an open system self-organizes
in a time-periodic pattern, with a frequency that depends
on the ratio between the model’s relevant energy scales
and the strength of the coupling with the environment.
From an experimental point of view, this phenomenon is
very appealing because it relies on the presence of dis-
sipation, while, usually, time-order is destroyed by the
inevitable decoherence effects [43] present in experimen-
tal setups.

BTCs have been first introduced in the context of
fully connected spin models, where permutational invari-
ance [44–46] allows the exact numerics up to rather large
systems [47–55] and makes the mean-field description
particularly reliable [44, 56–61]. In contrast to discrete
time crystals, however, little is still understood about the
conditions needed for the emergence of the BTC phase.

An interesting topic is that of the relation between
BTCs and symmetries. The role of the symmetries in
the open-system dynamics has been already under dis-
cussion [62, 63], especially in the case of open systems
with decoherence-free subspaces [62, 64–70]. Although
BTCs share some phenomenology with them, they have
different physical roots. The BTC phase, indeed, is well
defined only in the thermodynamic limit, being associ-
ated with the spontaneous symmetry breaking of the time
translational invariance. On the other hand, if the dy-
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namics has decoherence-free subspaces, a non-stationary
behavior may emerge after an initial relaxation at any
system size. In particular, symmetry-preserving dissipa-
tion concurs to split the non-decaying part of the Hilbert
space into disjoint sectors, leading to permanent oscilla-
tions with a frequency directly inherited from the Hamil-
tonian [71]. In BTCs, instead, the frequency depends on
a nontrivial interplay between the parent closed system
dynamics and the incoherent dissipation or driving.

In Ref. [40], it has been shown that both a free spin
in a static magnetic field and the fully connected Ising
model exhibit a transition from a normal phase to a
time-ordered one, driven by the system-environment cou-
pling strength, when all spins coupled to the same bath
through a collective [72] operator. However, an apparent
contradiction emerged in Ref. [73], where no evidence
of time-ordering was found in the closely related p-spin
model, where p refers to the order of the highest interac-
tion in the Hamiltonian, p ≥ 2.

In this work we solve this seeming contrast and clar-
ify the mechanism behind the onset of persistent oscil-
lations in the expectation values of physical observables.
To this purpose, we consider a generalized p-spin Hamil-
tonian, coupled to the environment via Lindblad opera-
tors – the model can be implemented in a fully-connected
spin- 12 ensemble with collective dissipation, analogously
to Refs. [40, 73]. The dissipative dynamics is studied by
combining a mean-field approach and an exact finite-size
analysis, where we solve directly the Lindblad master
equation [74, 75] for the density matrix ˙̂ρ = L[ρ̂], where
the evolution is determined by the Liouvillian superoper-
ator L. In this setting, the BTC phase is manifested by
the spontaneous breaking of the time-translational invari-
ance eLtρ̂0 = ρ̂0. In other words, in the thermodynamic
limit the system does not reach a stationary state, as it
does, instead, for finite sizes.

We find that BTCs survive when two elements are si-
multaneously present. First, the Hamiltonian part of the
model possesses a discrete symmetry, Z2 for the collec-
tive spin- 12 system, which must be explicitly broken by
the operators coupling the system with the environment.
The model used in Refs. [73], contrarily to Ref. [40], does
not satisfy this symmetry requirement, hence explaining
the absence of BTCs.

Second, the system must have a strong symmetry,
namely an observable that commutes both with the
Hamiltonian and the Lindblad operators. This require-
ment is fulfilled by including in the open-system dynam-
ics only collective incoherent processes, as was guessed in
Refs. [41, 52], meaning that all sites need to be coupled
uniformly to global baths. Physically, this is related to
the presence of a conserved quantity, which in the con-
sidered spin models is the total angular momentum.

In the absence of either one of the two conditions,
we find that the system always relaxes towards a sta-
tionary state, time-translational invariance is recovered
in the long-time limit and all information on the initial
condition is lost. When both are satisfied, instead, the

boundary time crystal phase is present; at the mean-field
level, it is identified by the presence of closed periodic tra-
jectories in the semiclassical phase space, while in finite
sizes it is revealed by oscillations with a damping rate
diverging in the thermodynamic limit. Supported by nu-
merical evidence in a study including dissipation to ever
increasing bath sizes – ranging from local to collective–,
we argue that these elements may be necessary condi-
tions for the existence of BTCs in general spin systems,
beyond homogeneous fully-connected spin models.

Interestingly, also the finite-size density matrix ρ̂0 of
the stationary state can identify the BTC phase: when
time-order is present in the thermodynamic limit, ρ̂0 can-
not be approximated by a well-defined mean-field ansatz,
but rather it is the average over all the states on the time-
crystal trajectory [76].

The article is organized as follows: In Sec. II we intro-
duce the model we investigate and its mean-field descrip-
tion. In Sec. III we review some of the main results known
in the literature within the more general framework we
present in this paper. Our main results are presented in
Sec. IV, where we focus on the symmetry requirements
to the BTC phase, and in Sec. V, where we show the
effects of non-collective Lindblad operators. In Sec.VII
we discuss possible experimental realizations of bound-
ary time-crystals. Finally, we summarize our findings in
Sec. VIII.

II. THEORETICAL FRAMEWORK

We consider a generalization of the well know p-
interacting spin model [77–80] described by the Hamilto-
nian (~ = 1)

Ĥ = −N
(
ωzĴ

p
z + ωxĴ

q
x

)
, (1)

with p, q ∈ N and the spin algebra is given by [Ĵx, Ĵy] =

i2Ĵz/N , [Ĵ+, Ĵ−] = 2Ĵz/N , where, without loss of gener-
ality, we consider these as collective spins from a system
of N all-to-all interacting spin- 12 . Ĵα =

∑
i σ̂

α
i /N are

the (collective) magnetization operators and σ̂αi are the
Pauli matrices acting on the i-th site. The dynamics we
consider is given by the Lindblad master equation [74, 81]

d

dt
ρ̂ = −i[Ĥ, ρ̂] +NΓ↑

(
Ĵ+ρ̂Ĵ− − 1

2
{Ĵ−Ĵ+, ρ̂}

)
+NΓ↓

(
Ĵ−ρ̂Ĵ+ − 1

2
{Ĵ+Ĵ−, ρ̂}

)
,

(2)

where Ĵ± = Ĵx ± iĴy describe two collective incoherent

processes with associated rates Γ↑(↓). Note that Eq. (2) in
general couples the spin ensemble to two separate baths,
as the Γ↑(↓) rates can be independently chosen. This
includes the case of a single bath at detailed balance,
in which Γ↑ = Γ0 (1 + nT ), and Γ↓ = Γ0nT due to the
favored spin alignment in the upward direction of Eq. (1),
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with nT the thermal occupation number, which goes to
zero at T = 0, and Γ0 a coefficient fixed for the considered
model. Depending on the largest between Γ↓ and Γ↑,
the Lindblad operators favor spin alignment along the
upward (Ĵ+) or the downward (Ĵ−) z direction, explicitly
breaking the Z2 symmetry the Hamiltonian displays for
p even.

Notice that, since [Ĥ, Ĵ2] = [Ĵ−, Ĵ2] = [Ĵ+, Ĵ2] = 0,

the total angular momentum Ĵ2 is a strong symmetry
[65, 66] of the set of generalized spin models consid-
ered and Eq. (2) preserves the total angular momentum

Ĵ2[82]. Moreover, besides for the treatment of local baths
performed in Sec. V, hereafter we can generalize the mod-
els beyond their derivation in terms of collections of spin-
1
2 , and consider them genuine (N+1)-spins, further open-
ing up quantum simulation experimental possibilities, as
detailed in Sec. VII.

The mean-field equations of motion for the expecta-
tion values of the magnetization operators X,Y, Z =
〈Ĵx〉 , 〈Ĵy〉 , 〈Ĵz〉 are obtained with a Gutzwiller approx-

imation, 〈ĴαĴβ〉 = 〈Ĵα〉 〈Ĵβ〉, where α, β = x, y, z and
〈·〉 = Tr[ρ̂ ·] is the expectation value on the state ρ̂.
With this approximation, the equations for the macro-
scopic variables are

Ẋ = 2pωzZ
p−1Y − 2δΓZX,

Ẏ = 2XZ
(
qωxX

q−2 − pωzZp−2
)
− 2δΓZY,

Ż = −2qωxY X
q−1 + 2δΓ(1− Z2),

(3)

with δΓ = Γ↑ − Γ↓ (the full derivation can be found in
App. A).

We introduce in notation Ṙ = (Ẋ, Ẏ , Ż) and study the

solutions of this system for Ṙ = 0, i.e. R = (Xst, Yst, Zst)
are the stationary states of the dynamics. In what
follows, we refer to a ferromagnetic stationary state if
|Zst| > 0 and to a paramagnetic one if Zst = 0. The
real part of the eigenvalues of the associated Jacobian,
i.e. the real part of the Lyapunov exponents, provides a
classification of the stationary states: if all the eigenval-
ues have positive (negative) real part, the trajectories are
attracted toward (repelled from) the relative state. More
interestingly, if the real part is zero and the Lyapunov
exponents are purely imaginary [83] we are in presence
of a marginal fixed point generating periodic orbits, and
the stationary state is associated with a BTC trajectory
[84].

When studying a finite size system, a fundamental role
is played by the structure of the Liouvillian superopera-
tor [81, 85–89] L, defined through Eq. (2) as ˙̂ρ = L[ρ].
For a finite system size N , in general, the spectrum of
L is gapped and the dynamic relaxes towards a station-
ary state ρ̂0, defined as the right eigenvector of L with
eigenvalue λ0 = 0. The other eigenvectors, instead, are
associated with eigenvalues λi6=0 with Re [λi6=0] < 0 and
give information on the transient dynamics. For instance,
the real part of the first nonzero eigenvalue |Re [λ1] |, the
Liouvillian gap, describes the relaxation rate.

The BTC phase, instead, is characterized by the pres-
ence of at least one complex eigenvalue (and its com-
plex conjugate) whose real part vanishes in the thermo-
dynamic limit, while the imaginary part saturates to a
constant value [76, 90]. In this case, the real and the
imaginary parts of the eigenvalues are associated with
the damping of the oscillations in finite systems and to
their frequency, respectively.

III. BOUNDARY TIME CRYSTALS IN
p, q-INTERACTING SPIN MODELS: AN

OVERVIEW

To exemplify our findings, we start with reviewing the
results known in the literature: the Ising Hamiltonian
with z–interactions (p = 2 and q = 1), and the Ising
Hamiltonian with x–interactions (p = 1 and q = 2), both
in the presence of dissipation, which have been studied
in Refs. [40] and [73], respectively. Here we want to sum-
marize the main features that will be essential for what
comes next.

A. Free spins (p = 1, q = 1)

Before proceeding let us briefly comment on the case
of free spins in a magnetic field lying in the x-z-plane.
The Hamiltonian reads (p = 1, q = 1 in Eq. (1))

Ĥ free = −N
(
ωzĴz + ωxĴx

)
. (4)

Without loss of generality, we take ωx, ωz ≥ 0 through-
out the whole paper.

The limit ωx = 0 is trivial: we have two possible ferro-
magnetic stationary solutions R = (0, 0, ±1), obtained

by solving Ṙ = 0; one of them is stable and the other
is unstable, depending on the sign of δΓ. When ωz = 0,
as discussed in [40], the system has two different phases
divided by the critical value of the dissipation δΓc = ωx:
for δΓ < δΓc the system is in a BTCs phase, while for
δΓ > δΓc the system again has two stationary states
R = (0, 0, ±1). As soon as ωz > 0, the system falls in-
evitably in the ferromagnetic phase, where the time crys-
tal order is destroyed and there are only trivial solutions
with magnetization Z = ωz/

√
ω2
x + ω2

z − δΓ2.
As a side remark, we would like to comment on the

analogies between the mean-field limit in Eq. (3), for
p = q = 1, and the Lorenz equations [91], which are
one of the best known examples of deterministic chaos
in classical systems. Despite this similarity, our model
we cannot have chaotic behavior because of the conser-
vation of angular momentum X2 + Y 2 + Z2 = 1, due to
the collective jump operators, that reduces the effective
dimension of the phase space. Chaotic dynamics, how-
ever, might be recovered by introducing an explicit time
dependence in the equations of motion.
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B. z–interactions (p = 2, q = 1)

Let us now move to the fully connected Ising chain in
transverse field, with interactions along the z direction
described by the Hamiltonian (p = 2, q = 1 in Eq. (1))

Ĥ(z) = −N
(
ωzĴ

2
z + ωxĴx

)
. (5)

Without loss of generality, let us assume ωx > 0. The

FIG. 1. Phase diagram of the system in Eq. (5), with z-
interactions and x-transverse field in the Hamiltonian and
collective dissipation greater than collective incoherent pump-
ing, δΓ > 0 . We plot the class of solutions as a function of
the transverse field ωx and the dissipation rate δΓ both in
units of ωz. F means that we have ferromagnetic solutions
only, BTCs that we have marginal solutions only, F + BTCs
means that both phases coexist. The red square marks the
parameters used in Fig. 2.

mean-field equations in Eq. (3) have four fixed points,
two ferromagnetic solutions, and two paramagnetic ones.

The ferromagnetic solutions are given by

F± =

(
2ωxωz

4ω2
z + δΓ2

,
δΓωx

4ω2
z + δΓ2

, ±

√
1− ω2

x

4ω2
z + δΓ2

)
,

(6)
one of which is stable and the other unstable, in fact
the system is attracted toward the positive or negative
magnetization state depending on the sign of δΓ. From
the constraint X2 +Y 2 +Z2 = 1 we deduce the existence
condition for these solutions ωx < ωxc

=
√

4ω2
z + δΓ2.

The two paramagnetic solutions are

P± =

(
±

√
1− δΓ2

ω2
x

,
δΓ

ωx
, 0

)
, (7)

which exist only when the dissipation rate is smaller than
the transverse field δΓ ≤ ωx. Among the two, the most
interesting is the negative one, since it is the marginal
point that acts as the generator of the periodic orbits
characterizing the BTC phase.

Having gathered this information, we can draw the
phase diagram in Fig. 1, in which we show the phases of
the system as a function of ωx and δΓ, both in unit of ωz:

FIG. 2. Phase portrait of the dynamical system in Eq. (3) for
p = 2 and q = 1. The parameters ωz = ωx = 1, δΓ = 0.2ωx
are chosen to be in the coexistence region. The black lines are
the trajectories associated to different initial conditions, while
the red dots are the stationary states of the system, two fer-
romagnetic solutions and two paramagnetic ones. Of the two
ferromagnetic solutions, the positive one (solid circle) is stable
and attracts the trajectories, while the negative one (dashed
circle) is unstable and therefore repels them. The negative
paramagnetic solutions (solid square) generate periodic orbits
associated to the BTC behavior, while the positive paramag-
netic one (dashed square) separates the ferromagnetic basin
of attraction from the BTC one.

the system has a ferromagnetic phase (F) for δΓ > ωx,

a BTCs phase for ωx >
√

4ω2
z + δΓ and a region where

they coexist. Note that values of δΓ > ωz are attainable
in driven systems whose interaction-picture Hamiltonian
takes the form of Eq. (3), even if dissipation mechanisms
are perturbative effects [92]. In the coexistence phase the
dynamics depends on the initial conditions: the closer the
parameters ωx and δΓ are to the purely ferromagnetic
phase, the larger is the basin of attraction for the cor-
responding fixed point. In the opposite situation, close
to the boundary with the BTC phase, most of the ini-
tial conditions lead to periodic trajectories while a small
number of them relaxes towards the ferromagnetic point.

A more intuitive way to visualize this information is by
looking at the phase portrait obtained by studying the
dynamics in polar coordinates, which correspond to the
parametrization

R = (sin θ cosϕ, sin θ sinϕ, cos θ) , (8)

see appendix B for more details on the derivation.
In Fig. 2 we show the phase portrait for the phase

coexistence region, with ωx = ωz and δΓ = 0.2ωz as a
function of the polar angle ϕ and its conjugate variable
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cos θ, with θ the azimuthal angle. The red dots are the
solutions of the system in Eq. (3), with the left-hand side
equal to zero, while the grey lines are trajectories asso-
ciated with different initial conditions. Each fixed point
clearly influences the trajectories in a different way: the
ferromagnetic state with positive (solid circle) magne-
tization (cos θ > 0) is stable and therefore attracts the
nearby trajectories, while the negative(dashed circle) one
repels them. The marginal paramagnetic (solid square)
solution at (ϕ = π, cos θ = 0), instead, generates the pe-
riodic orbits associated with the time crystal behavior.
Finally, there is a second paramagnetic “saddle” (dashed
square) fixed point at (ϕ = 0, cos θ = 0) which separates
the region of influence of all other stationary solutions.

C. x–interactions (p = 1, q = 2)

Let us now switch the direction of the interaction and
the transverse field in the Hamiltonian, i.e. we consider a
fully connected Ising chain in transverse field with inter-
actions along the x̂ direction, described by (p = 1, q = 2
in Eq. (1)):

Ĥ(x) = −N
(
ωxĴ

2
x + ωzĴz

)
. (9)

Although the closed systems described by Eqs. (5) and
(9) are identical, the specific form of the Lindblad oper-
ators leads to very different dynamics when coupling to
the environment. In this case, there is a single line in
the phase diagram with time crystal order, correspond-
ing to ωz = 0: as soon as ωz > 0 BTCs are destroyed and
the system relaxes toward a stable fixed point, that can
be either x-paramagnetic (X = 0), or x-ferromagnetic
(|X| > 0). In Fig. 3 we show the phase portrait for
ωz = ωx = 1 and δΓ = 0.2ωx. In order to avoid the sin-
gularities at the poles of the unit sphere, here we use a
different parametrization with respect to standard polar
coordinates

R = (cos θ′, sin θ′ cosϕ′, sin θ sinϕ′) (10)

where ϕ′ and θ′ are the polar and azimuthal angle de-
fined with respect to the x-axis. Looking at the phase
portrait in panel (a) of Fig. 3 we identify two attrac-
tive x-ferromagnetic states (solid circles), reflecting the
Z2 symmetry of the Hamiltonian, and one repelling x-
paramagnetic state (dashed circle) with X = 0 and
Z = −1.

Although, at first sight, it might appear that this point
is surrounded by closed orbits, actually the trajectories
are escaping from the fixed point, describing a spiral.
This is more evident by looking at the behavior on the
Bloch sphere in panel (b) of Fig. 3 of the correspond-
ing blue trajectory in the phase space. Thus, in contrast
with the previous situation, there are no periodic orbits
associated with a time-crystalline phase. This holds for
any nonzero value of ωz: the stronger the transverse field,

FIG. 3. Panel (a): Phase portrait of the dynamical system
in Eq. (3) for p = 1 and q = 2. The parameters ωz = ωx,
δΓ = 0.2ωx correspond to a ferromagnetic phase. The black
lines are the trajectories associated to different initial condi-
tions, while the red dots are the stationary states of the sys-
tem, two x-ferromagnetic (|X| > 0) solutions (solid circles)
and two x-paramagnetic (X = 0) ones. We notice that the x-
ferromagnetic solutions are both stable, reflecting the Z2 sym-
metry of the Hamiltonian. The negative x-paramagnetic solu-
tion (dashed circle) is a repeller, while the other one (dashed
square) separates the positive x-ferromagnetic basin of at-
traction from the negative x-ferromagnetic one. The Bloch
sphere in panel (b) shows a particular trajectory which well
represent the behavior close to attractive and repulsive fixed
points. The same trajectory is depicted with a continuous
blue line also in the main panel.

the faster the trajectories will collapse. Finally, the last
x-paramagnetic solution (dashed square) separates the
basin of attraction of the positive x-ferromagnetic solu-
tion to that of the negative x-ferroamagnetic one.

IV. BTCS EXISTENCE CONDITION 1:
SYMMETRY

In this section, we present the mean-field and exact
finite-N dynamics of the generalized p-spin model. From
our results, it emerges that to observe BTCs the Hamilto-
nian needs to be Z2 invariant and the Lindblad operators
must break explicitly this symmetry. This implies that
the BTC phase exists only for even values of p, while q
can be either even or odd.

Although in closed system there is a perfect correspon-
dence when exchanging p ←→ q and ωz ←→ ωx, this is
no longer true in the presence of dissipation. In the case
of even p, the Z2 symmetry is generated by Gz =

∏
j σ̂

x
j .

This operator commutes with the Hamiltonian but acts
non-trivially on the jump operators GzĴ

±G†z = Ĵ∓. This
action corresponds to an effective switch of Γ↑ and Γ↓

and, consequently, to an effective switch of the preferred
alignment of the spins, breaking the Z2 symmetry of the
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system. In the case of even q, instead, the symmetry
generator is Gx =

∏
j σ̂

z
j and its action on the jump

operators is GxĴ
±G†x = −Ĵ±, hence Gx does not com-

mute with Ĵ±. Despite this, we observe that, differently
from the previous case, the Lindblad equation remains
unchanged under the effect of the symmetry operator
(the jump operators always come in pairs and the minus
signs cancel), leaving a weak Z2 symmetry in the open
system.

FIG. 4. Top panels: Phase portraits obtained by solving
Eq. (3) with q = 1, p = 3 (a) and p = 4 (b), fixed ωz = ωx
and δΓ = 0.2ωz. The red trajectories correspond to the initial
condition ϕ0 = 0.10 and θ0 = 1.47. Both diagrams present
two ferromagnetic solutions and two paramagnetic ones. The
ferromagnetic solutions are in both cases one attractive and
the other repelling trajectories. The nature of the paramag-
netic solutions, instead, depends on the value of p. In fact,
only for p = 4 (d), namely the Z2-symmetric case, we have
a marginal fixed point generating periodic orbits, while for
p = 3 (c) it slowly attracts the trajectories. Bottom panels:
typical trajectories depicted on the Bloch sphere for p = 3
(c) and p = 4 (d); the same trajectories are highlighted with
the same color also in the phase portraits in (a) and (b). The
“thickness” of the red trajectory in (c) signals that it is slowly
spiralling towards the X = 1 fixed point.

A. Mean-field analysis

Here, we explore the mean-field dynamics of the gen-
eralized p-spin model in Eq. (1) to discuss the symmetry
conditions necessary to observe BTCs. As explained in
Sec. II, the Hamiltonian in Eq. (1) displays a Z2 sym-
metry on the z(x) direction for even values of p(q). The

Lindblad operators Ĵ+ and Ĵ− favor the positive or neg-
ative alignment of the spins along the z direction depend-

ing on the sign of δΓ = Γ↑ − Γ↓. Our claim is that, for
such a dissipation, the BTC phase appears only in the
presence of Z2 symmetry along the z direction. Hence,
we expect to observe BTCs for even p, independently on
the value of q.

To prove this, we present two different scenarios: First
we consider no symmetries along the x directions (q = 1)
and we show that BTCs arise only for even p; then we
fix p = 2 and we observe that BTCs exist for any value
of q.

The more intuitive way to do so is by looking at the
phase portrait for different values of p and q. From now
on we will parametrize the sphere as in Eq. (8). All the
results (unless specified) are obtained with ωx = ωz and
δΓ = 0.2ωz.

First, we fixed q = 1. In the top panels of Fig. 4 we
show the phase portrait for p = 3 (a) and p = 4 (b), a
non-symmetric and to a Z2-symmetric Hamiltonian, re-
spectively. At first sight, the two figures seem to share
the same physics: the trajectories are either attracted
toward a positive ferromagnetic stationary state or stuck
into periodic orbits. Actually, this is not valid in the case
p = 3 because the trajectories surrounding the paramag-
netic solutions, as shown in panel (c), are very slowly
dampedtoward a time-independent value.

In the bottom panels of Fig. 4 we plot the trajectories
of the longitudinal magnetization, that in the phase por-
trait are highlited in blue and red on the Bloch sphere.
From these figures emerge that, while in the case p = 4
(d) we have a closed orbit, for p = 3 (c) the trajec-
tories are attracted toward the ferromagnetic solution
with damping (which can be very slow, depending on
the initial conditions) that eventually suppresses the os-
cillations, ruling out the possibility of BTCs. An analysis
of the oscillations amplitude A(t) shows, indeed, that for
p > 1 it decreases in time with a p-dependent power law.
When q = 1 the scaling is

A(t) = B t−
1

p−1 , (11)

where the precise value of B depends on the other sys-
tem parameters.

Let us now consider the case of a Z2 preserving Hamil-
tonian by fixing p = 2. In the top panels of Fig. 5 we
plot the phase portraits for q = 1, 2, 3, 4. Although the
complexity of the phase portrait increases by increasing
q, there are always some periodic orbits signaling the
presence of BTCs. The blue and the orange diamonds
in panel (a) Fig. 5 mark the parameters used in Fig. 7.
The bottom panels show the trajectories in time of the
longitudinal magnetization evaluated over the red trajec-
tories, confirming the persistence of the oscillations and
the emerging of a time-crystal order.

Although we do not have rigorous proof, our numerical
analysis strongly suggests our claim on the symmetry re-
quirement: if the dissipation does not break the discrete
symmetry of the Hamiltonian, closed periodic orbits do
not appear.
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FIG. 5. Top panels: phase portraits for p = 2 and q = 1 (a), q = 2 (b), q = 3 (c), q = 4 (d). We set ωx = ωz, δΓ = 0.2ωz.
For all the values of q, we observe periodic orbits, indicating BTCs. The blue and orange squares in panel (a) Fig. 5 mark the
parameters used in Fig. 7. The bottom panels show the behavior in time of the longitudinal magnetization evaluated over the
red trajectories in the relative phase portrait (corresponding to the initial conditions ϕ0 = 3.10, θ0 = 1.47 for q = 1 (e) and
ϕ0 = 1.57, θ0 = 1.47 for q = 2 (f), q = 3 (g), q = 4 (h)). We observe that the oscillations persist in time independently on the
value of q confirming that the BTC phase is not affected by the interactions along the x̂ direction.

To conclude this section, we remark that the presence
of the BTC phase, regardless of the value of q, has an
important implication on the robustness of the phase it-
self. When q = 1, the x-term in the Hamiltonian can be
interpreted as a transverse field or coherent driving. In
this case, any fluctuations on its direction could break
the Z2 symmetry and inevitably destroy the BTC phase.
If q = p = 2, instead, the Hamiltonian contains only in-
teraction terms and no external field or driving. In this
case the interactions concur to stabilize the BTCs phase
since the symmetry Z2 × Z2 cannot be broken by noise
in the Hamiltonian parameters.

B. Finite-N analysis

To corroborate the mean-field analysis done so far, we
solve the exact quantum dynamics in finite systems and
present three indicators that identify the BTC phase: (i)
the oscillations of the expectation value of the magneti-
zation and the link between the damping rate and the
system size N , (ii) the part of the Liouvillian spectrum
closest to the origin of the complex plane, (iii) the struc-
ture of the stationary state density matrix ρ̂0.

1. Oscillations of the magnetization

Since the Lindblad equation conserves the total spin,
we can restrict the analysis to the sector of the Hilbert
space with total spin S2 = N

2

(
N
2 + 1

)
. This allows us to

access numerically systems of the order N ∼ 102 − 103,

depending on whether we are interested in the Liouvil-
lian spectrum or only in the time evolution. All numeri-
cal results have been obtained using the QuTiP [93, 94]
Python package. In what follows, we mainly focus our
attention on the Hamiltonian in Eq. (5), corresponding
to the choice p = 2, q = 1.

First, let us consider the finite-N dynamics in the
BTC phase. Fig. 6(a) shows the main features of a typ-
ical trajectory of the magnetization in the BTCs phase.
Differently from the mean-field case, the magnetization
presents oscillations decaying with a damping strength
that decreases for increasing system size N , which finally
vanishes in the thermodynamic limit. By performing
a data collapse of the oscillation amplitudes, we found
that the decay rate follows a power-law compatible with
N−0.4, as can be observed in Fig. 6(b). This exponent,
however, is non-universal and it depends on p and q. For
instance, in the free spin case in Eq. (4) with ωz = 0
studied in detail in Ref. [40], the decay rate decreases as
N−1.

The period of the oscillations, instead, is practically
size-independent and, in fact, the Fourier spectrum is
always peaked around the same frequency with a small
broadening that reduces by increasing N . In the BTC
phase, this behavior is independent of the initial condi-
tion and, qualitatively, it holds ∀p (even).

In the coexistence phase (BTC+F), periodic orbits and
relaxation dynamics coexist in the thermodynamic limit.
When one focuses on finite-size effects, this behavior per-
sists for a finite-time window, as shown in Fig. 7. De-
pending on the initial conditions, the trajectory might
display both N -dependent damped oscillations or a size-
independent relaxation toward the ferromagnetic station-
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FIG. 6. (a): Magnetization 〈Ĵz〉 versus time t in the BTC
phase, for several values of the system size N and interaction
ranks p = 2, q = 1. The dashed line corresponds to the
trajectory in the thermodynamic limit, obtained through the
mean-field equations (3). The other parameters of the model
are ωx = 3ωz and δΓ = 0.2ωz. (b): Oscillations amplitude
as a function of the rescaled time t̃N = tN−0.4. The nice
collapse of the different curves suggests that the decay time
has a power-law divergence N0.4.

ary state. Eventually, this apparent bistability breaks af-
ter a time scale τN ∼ N , when the trajectory deviates
from the time-crystal density matrix to slowly approach
the unique steady state (inset of Fig. 7). The relative
Liuvillian spectrum is qualitatively similar to that of the
BTC phase with a stationary state that is ferromagnetic
instead of paramagnetic.

2. Liouvillian spectrum

The properties depicted above are reflected in the
eigenspectrum of the Liouvillian. In Fig. 8 we show the
behavior of the real and the imaginary part (top and bot-
tom panels, respectively) of the eigenvalues as a function
of the system size N for the BTCs phase, in (a) and (c),
and the ferromagnetic phase in (b) and (d).

In the BTC phase, see Fig. 8(a), the real part of the

FIG. 7. Comparison of the time dependence of the av-
erage magnetization for two different initial conditions in
the coexistence phase: all spins aligned along the direction
(θ0, φ0) = (−π

6
, 0) (solid blue curve) and (θ0, φ0) = (π

2
, 0)

(dashed orange curve). The system size is N = 100 and the
other Hamiltonian parameters are p = 2, q = 1, ωx = ωz.
The dissipation is δΓ = 0.1ωz. The inset shows the same date
on a longer time scale, where one can see the slow relaxation
of the trajectory corresponding to the boundary time crystal
towards the ferromagnetic stationary state.

spectrum roughly divides into a set of real eigenvalues
that decreases as Re

[
λ(N)

]
∼ N−1, and a set of complex

eigenvalues associated with the BTCs (blue circles) with
a much slower decay. Again, the only exception is the
free spin case in which, as mentioned, we find a power-
law behavior. Because of the computational effort needed
to diagonalize the Liouvillian superoperator, it is hard to
extract a precise scaling; however, we found that its be-
havior is compatible with the power-law decay N−0.4, in
agreement with the damped oscillations shown in Fig. 6.

The imaginary part in Fig. 8(c), instead, clearly sat-
urates to values independent from N . Surprisingly, the
oscillation frequency of the magnetization is not given
by the “quantization” of the imaginary part of the spec-
trum, in contrast to to what happens in the free case.
In absence of interactions, i.e. p = 0, q = 1, the fre-
quency is indeed independent on the initial condition and
can be extracted directly from the Liouvillian [40]. In

the present case, instead, the Ĵpz interaction introduces
a dependence of the frequency on the initial conditions,
which might also be due to the presence of Liouvillian
eigenstates with imaginary parts that are not perfectly
commensurate.

In (b) and (d), we plot the Liouvillian eigenvalues for
the ferromagnetic phase. In this case, the behavior of the
real part of the eigenvalues is markedly different from the
previous one. There is still at least one real eigenvalue
decreasing as N−1, suggesting the possibility of multiple
steady-states in the thermodynamic limit. Despite this,
the Louvillian gap is much larger than the corresponding
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FIG. 8. Real and imaginary parts vs 1/N of the 21 eigen-

values of the Liouvillian with Re
[
λ
(N)
i

]
closest to zero. The

large blue circles in the upper panels highlight eigenvalues
with a nonzero imaginary part. The dashed blue line in (a)
and highlights the 1/N scaling of the Liouvillian gap (green
squares); the solid red line shows the possible N−0.4 scaling
of the eigenvalues with nonzero imaginary parts. (a) and (c):
BTC phase with p = 2, q = 1, ωx = 3ωz, and δΓ = 0.2ωz. (b)
and (d): ferromagnetic phase with p = 2, q = 1, ωx = 0.25ωz,
and δΓ = 0.5ωz.

one in the BTC phase, as one can appreciate from the dif-
ferent scales of the two vertical axes. More importantly,
the real part of the lowest complex eigenvalues (blue cir-
cles) do not display any dependence on N , which means
that any oscillatory behavior is doomed to decay also in
the thermodynamic limit.

3. Steady-state density matrix

Finally, we would like to briefly comment on the sta-
tionary state density matrix ρ̂0. When the system is in
the BTC phase, the density matrix ρ̂0 of the station-
ary state for finite size N is independent on the choice
of individual parameters and acquires the characteristic
structure shown in Fig. 9(a). Besides some corrections of
the order O(N−2), ρ̂0 is proportional to the identity ma-

trix, where all eigenstates of Ŝz are populated uniformly.
This suggests that there is an emergent ZN+1 symmetry,

generated by a unitary ladder operator Q̂ that acts on
the eigenstates |m〉 of Ŝz as Q̂ |m〉 = |m+ 1〉.

At finite size N this symmetry is not exact, but it gets

closer to an actual ZN+1 invariance for increasing values
of N , until it becomes a U(1) symmetry in the thermo-
dynamic limit. A similar mechanism to simulate a U(1)
lattice gauge theory has been proposed in Ref. [95]. In
the present case, we argue that this U(1) symmetry is
associated to the closed orbits arising in the mean-field
description of the thermodynamic limit, where the dy-
namics keeps the memory of the initial state, modulo a
rotation. This result is further validated by the corre-
spondence between the emergence of time crystals and
dissipative phase transitions as shown in Ref. [69].

As a consequence of its structure, the BTC steady-
state density matrix cannot be described with a mean-
field approximation, meaning that it cannot be writ-
ten as a direct product of single spin density matri-
ces, since the fluctuations of the magnetization compo-
nents diverge in the thermodynamic limit. By a sim-
ple calculation, see App. C, it is possible to show that
it does not exist a factorized density matrix ρ̂0 giving

Tr
[
ρ̂0Ŝx

]
' Tr

[
ρ̂0Ŝy

]
' Tr

[
ρ̂0Ŝz

]
' 0, while preserv-

ing Ŝ2. It is more appropriate to think of the finite size
steady state as the average of the magnetization vector
over a BTC trajectory in the thermodynamic limit. This
picture holds for any parameter choice where the BTC
phase exists and it is in perfect agreement with the anal-
ysis of the semiclassical trajectories in Ref. [76].

However, it is important to stress that this structure
emerges independently in each eigenspace of the total
spin Ŝ2. Since each of these sectors of the Hilbert space
has a different dimension, the full density matrix is

ρ̂0 '
N/2∑
n=0

[
g(n)

2n+ 1

n∑
m=−n

|n,m〉 〈n,m|+O(n−2)

]
, (12)

where n and m are the quantum numbers associated with
Ŝ2 and Ŝz respectively, and we assumed the number of
spin variables N to be even. Above, g(n) is the degen-
eracy of the corresponding subspace. Note also that the
corrections to the identity-like structure becomes more
and more relevant the smaller the total magnetization n
is. Hence, ρ0 is not at all close to the identity in the
full Hilbert space but only if we look at a fixed (large)
value of of n, as we did in our analysis with n = N/2,
corresponding to the maximally polarized subsector.

In the ferromagnetic and mixed phases, the stationary-
state density matrix resembles, instead, a coherent spin
state, with a degree of spin squeezing [96] which depends
on the values of the Hamiltonian parameters, p and δΓ in
particular. As an example, in Fig. 9(b) we show the ab-
solute value of ρ̂0 for p = 3. It is evident that, differently
from the BTC steady state, the steady state also dis-
plays appreciable coherences. This feature provides fur-
ther interesting elements on the generality of the model
of Eq. (1) also with regard to the steady-state properties
of the driven-dissipative system, e.g., for subradiant and
subradiance, coherence and spin squeezing [62, 97].

To compare quantitatively the two cases, in Fig. 9(c)
we plot the purity of the density matrix Tr

[
ρ̂20
]

as a func-
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FIG. 9. (a) and (b): absolute value of the stationary-state
density matrix for N = 30, q = 1, ωx = 3ωz and δΓ = 0.2ωz.
In (a) p = 2, while in (b) p = 3. The density matrix elements

are computed in the basis of the z-magnetization Ŝz = N
2
Ĵz.

(c): purity of the stationary-state density matrix Tr
[
ρ20
]

ver-
sus 1/(N + 1) for several values of p and q. When the BTC
phase is present, the purity is very close to the lowest possi-
ble in the subspace of the Hilbert space where the dynamics is
constrained, namely (N + 1)−1. When the system relaxes to-
wards a state with finite z-magnetization, instead, the purity
is much larger.

tion of the system size N . In the BTC phase, correspond-
ing to p even, the purity is practically the lowest possi-
ble (N + 1)−1, the same as the identity matrix. ρ̂0 is
indeed a mixed state without coherences which satisfies

Tr
[
ρ̂0Ŝx

]
' Tr

[
ρ̂0Ŝy

]
' Tr

[
ρ̂0Ŝz

]
' 0. For odd values

of p the purity is much higher, showing that the steady-
state density matrix is quantitatively and qualitatively
different in the two phases.

V. BTCS EXISTENCE CONDITION 2:
COLLECTIVE DISSIPATION

In this section, we show that only in the presence
of collective dissipation processes only, the dynamics of
Eq. (3) displays time crystallinity. To this purpose, we
follow the dynamics of the simplest time crystal Hamil-
tonian described in Eq. (5), i.e. when p = 2 and q = 1,
coupled to a bath through a string of jump operators

J±s =
∑Ns

i σ±i /Ns, with Ns ≤ N . Note that these Lind-

FIG. 10. (a): Trajectories of the longitudinal magnetization Z
as a function of time for Ns = 10, 100, 1000, fixed δΓ = 0.2ωz
and ωx = 1.1ωz. The dashed line is the benchmark case with
global dissipation processes Ns = N . Reducing the value
of Ns the trajectories are affected by dephasing and damp-
ing effects that are as stronger as smaller Ns. (b): Oscilla-
tion amplitude of the Z component of the magnetization (full
squares) as a function of time, for different values of Ns, and
δΓ = 0.2ωz and ωx = 1.1ωz. The data are fitted with func-
tions parametrized as f(t) = exp (−βt/Ns) (dashed lines),
with the fit parameter being β = 0.11.

blad operators do not conserve the total angular momen-
tum J2. The mean-field equations of motion read

Ẋ = 2pωzZ
p−1Y − 2

(
δΓZs +

Γ

Ns

)
Xs,

Ẏ = 2XZ
(
qωxX

q−2 − pωzZp−2
)
− 2

(
δΓZs +

Γ

Ns

)
Ys,

Ż = −2qωxY X
q−1 + 2δΓ

(
1− Z2 +

1

Ns

)
− 2Γ

Ns
Zs,

(13)
where we have defined Γ = Γ↑ + Γ↓ and αs = 〈Jsα〉. The
results in Sec. III are recovered in the thermodynamic
limit when Ns = N . In (a) of Fig. 10 we show the tra-
jectories of the magnetization Z as a function of time for
three different values of Ns = 10, 20, 50; with δΓ = 0.2ωz
and ωx = 1.1ωz. By comparing with the collective dissi-
pation trajectory (gray dashed line) it emerges a twofold
effect, both on the phase and on the amplitude of the
oscillations, due to the finite range of the dissipation
operators. The trajectories for different values of Ns
have slightly different periods, leading to a progressive
dephasing which, however, has no relevant effect on the
time-order. The more relevant consequence of the finite
range of the bath operators is the damping that reduces
the amplitude of the oscillations, eventually recovering a
time-translational invariant state.

To analyze the Ns dependence of the time scale over
which time order is destroyed, in (b) of Fig. 10 we plot
the amplitude of the oscillations of Z as a function of
time, for different Ns. The dashed lines, obtained by
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fitting the data, behave as

f(t) = exp (−βt/Ns) , (14)

with β = 0.11. This means that the oscillations are expo-
nentially damped in time, with a rate which decreases as
a power law of the length of the string of the dissipation
operators. Hence, only in the limit of global dissipation
processes, Ns → N , the oscillations persist for arbitrarily
long time. This result confirms the intuition by Riera-
Campeny and collaborators [98] that global dissipation
processes are a key ingredient to observe the boundary
time crystal. Our intuition is that this is an applica-
tion of a more general condition that requires at least a
conserved quantity in the dynamics. If so, in fact, the
system cannot loose the information on the initial state
during the evolution and is prevented to relax toward a
time-independent state.

VI. PHYSICAL INTERPRETATION

In our investigation, we relied only on numerical evi-
dences to support our claims, while rigorous proofs are
left for future studies. However, we conjecture some
physical interpretations and connections with discrete
time crystals to help reaching a more complete under-
standing of the phenomenon.

Of the two conditions, the claim that the Hamiltonian
should be Z2 invariant and the dissipation should break
this symmetry is the harder to physically justify. The role
of the symmetry in the Hamiltonian might be similar to
that played in Floquet time crystals. There, the breaking
of discrete time translation usually comes from a periodic
driving that at each period connects different symmetry-
broken sectors of the system’s Zn symmetric Hamilto-
nian [33]. Similarly, we observe that BTC trajectories
oscillate between two finite values of the magnetization,
i.e. between two states that break the Hamiltonian Z2

symmetry. If there is indeed a connection with Floquet
time crystals, this suggests that the BTC phase can be
observed when the Hamiltonian has a general discrete
symmetry.

A characteristic behavior for even p, as explained in
Sec. IV, is that the operators Ĵ+ and Ĵ− play alterna-
tively the role of an incoherent dissipation and driving,
depending on the sign of the magnetization. This con-
tinuous switching of the roles of the Lindbald operators
concurs to stabilize the periodic orbits, which otherwise
collapse to a stationary state. However, since the pres-
ence of an additional symmetry along the x direction
does not preclude the emergence of BTCs, our first condi-
tion can probably be generalized as the condition for the
Hamiltonian to have a discrete symmetry group which is
reduced to a smaller one when the system is coupled with
the environment.

From a more mathematical perspective, it is known
that dissipation can lead to nontrivial asymptotic states

in the presence of degeneracies in the Hamiltonian spec-
trum [99–101].

The second condition we address is that we need the
jump operators to act collectively on the whole system,

i.e. to have the form J± =
∑N
i σ
±
i /N . In this way,

the Lindblad operators commute with the total angular
momentum Ĵ2, which is a strong symmetry of the com-
plete model and, consequently, a conserved quantity [66].
Thus, in the present paper, the condition of collective
pumping/dissipation and the conservation of Ĵ2 are used
interchangeably.

In a more general framework, a conservation law re-
duces the effective dimension of the space in which the
dynamics takes place. In the BTC phase, this reduction
prevents the system to loose memory on its initial condi-
tions and to relax toward a stationary state, allowing the
emergence of periodic trajectories. We believe that the
key element here is the presence of a (quasi)conserved
quantity during the open dynamics, independently of it
being also a strong symmetry of the Lindblad equation,
thus leading to a weaker constraint. This can be ob-
served in spin models with power-law decaying interac-
tions, where Ĵ2 does not commute with the Hamiltonian
but the system might be still rigid enough to observe the
emergence of BTCs.

VII. EXPERIMENTAL REALIZATIONS

In this section, we discuss how to experimentally im-
plement the proposed model. We discuss two main as-
pects: relevant quantum simulation platforms and the
engineering of higher-order spin interactions.

We have shown that the spin algebra can be imple-
mented in ensembles of spin- 12 with all-to-all connectivity.
Rydberg atoms [102], trapped ions [103], artificial qubits
in superconducting circuits [104], and color defects in di-
amond [105] are the most prominent platforms in which
such all-to-all connectivity has been demonstrated. Let
us point out that hybrid quantum systems [2, 106], such
as color vacancies in diamond coupled to a single super-
conducting resonator offer the possibility to smooth out a
long-range photon-mediated interaction on several emit-
ters [105].

With regards to tuning the order of interactions, p, in
the Hamiltonian of Eq. (1), the task can be divided in
the standard cavity QED interactions, p, q ≤ 2 and in
the more exotic many-body interactions, p, q > 2. In
general, up to dipole approximation, the light-matter in-
teraction that characterizes cavity QED systems involves
only two particles per time, i.e. annihilation/creation of
bosonic/fermionic particles. The interaction mediated by
bosons can in several cases be traced out, leading to effec-
tive spin-spin interactions (p = 2). Spin-spin interactions
are also the outcome of several microscopic processes,
such as genuine magnetic interaction, internal-external
degrees of freedom coupling in ions, Van der Waals forces
in neutral atoms and so on. Using the quantum sim-
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ulation paradigm [107], quantum phase transitions and
dissipative phase transitions with long-range interactions
have been engineered in trapped-ion and Rydberg-atom
simulators [103, 108–110], although a power-law decay
in the interaction length is common. In artificial atoms
such as superconducting qubits, effective spin-spin in-
teractions have been first proposed [111] and more re-
cently implemented [104, 112], reproducing the physics of
paradigmatic spin models, the Ising and Lipkin-Meshkov-
Glick models.

The couplings for p, q > 2 generally represent an in-
direct process and have been theoretically proposed in
the context of spin glasses [113], which have become re-
cently amenable to quantum simulation [114–116]. Di-
rect interactions show up in the non-perturbative cou-
pling between light and matter in the so-called ultra-
strong and deep-strong coupling regimes [117], where
it is not possible to arbitrarily tune higher-order cou-
pling strengths, and where they occur in the boson-
fermion framework. Other promising candidates to real-
ize three-body interactions are hard-core bosons[118] or
polar molecules in optical lattices [119–121], and trapped
Rydberg ions [122, 123], which represent the state-of-the-
art for controlling complex many-body systems.

Recently, the multiple excited states of natural and
artificial atoms have been exploited to implement quan-
tum systems beyond qubit systems, but with qudits or
in general bosonic degrees of freedom, e.g., molecules or
transmons in superconducting devices. It is important
to point out that spin models can be mapped to bosons
(and viceversa), e.g., with a Holstein-Primakoff approx-
imation, but with the limitation of being in the diluted
regime, i.e. where nonlinear effects are negligible [52].

With this regard, higher order interactions in bosonic
systems based on superconducting circuit devices have
recently been implemented, providing more freedom to
tune higher-order interactions and suppress lower-order
ones, exploiting nonlinearities in Josephson junctions
[124–127], which can also be used to simulate spins with
angular momentum greater than 1

2 [128, 129].

To conclude this section, it is worth to mention that the
all-to-all connectivity condition can probably be relaxed.
Restricting ourselves to p, q ≤ 2, it is a well established
fact [24, 130] that a long-range Ising model, with inter-
actions between sites i and j decaying with distance as
Ji,j ∝ |i− j|−α, belongs to the same universality class of
the fully-connected model considered in this paper when
α < 1. We believe that the “rigidity” of the collective
spin dynamics arising from the long range interactions
is sufficient to observe boundary time crystals in such
systems, at least for sufficiently small values of α. It
is hard to anticipate, though, how the long time behav-
ior changes if α ≥ 1 when fluctuations between different
magnetization sectors may destroy the BTC phase.

VIII. DISCUSSION AND CONCLUSION

In this work, we discussed two conditions for the exis-
tence of boundary time-crystals in a large class of gener-
alized p-interaction spin models with dissipation, show-
ing that the emergence of this non-equilibrium phase is
strongly related to the symmetries and the conserved
quantities of the Hamiltonian and how they are affected
by the dissipation.

The first condition is that BTCs arise only if the spin
Hamiltonian is Z2-symmetric and the Lindblad opera-
tors explicitly break this symmetry. If so, the mean-field
trajectories of the magnetization display persistent oscil-
lations in time. This result resolves the apparent contra-
diction between Ref. [40] and Ref. [73]: in the latter the
symmetry condition is not satisfied, hence the absence of
BTCs.

This reflects an emerging U(1) symmetry of the equa-
tion of motion: closed orbits are invariant under rota-
tions along the trajectory itself, meaning that the sys-
tem preserves only partial information on the initial con-
dition since all points on the same orbit lead to the
same time-crystal dynamics. At finite-size N , instead,
the oscillations are affected by a damping rate that de-
creases by increasing N . The U(1) symmetry of the ther-
modynamic limit now seems to appear as an approxi-
mated discrete ZN+1 symmetry, similar to that argued
in Ref. [95], as suggested by the characteristic profile of
the stationary-state density matrix ρ̂0 associated to the
BTC phase. This condition provides a nice parallelism
between boundary and discrete time crystals, a phase in
which the subharmonic response is due to the exploration
of different subsectors of some symmetric Hamiltonian or
evolution operator [37–39, 43].

The second condition regards the operators coupling
the system with the bath: the time-crystal order is de-
stroyed by dissipation processes that do not conserve the
total angular momentum. In particular, we showed that
if only a portion Ns < N of the system is coupled to
the same external bath, the amplitude of oscillations de-
creases exponentially with Ns.

This result suggests that, more generally, BTCs arise
only when there is at least one strong symmetry in
the dynamics that prevents the system to lose infor-
mation on the initial conditions and to attain a time-
independent steady state. This draws an interesting par-
allelism with results that have shown how the symmetry
sector to which an initial state belongs to can determine
the current flows and quantum transport properties of
the steady state [131]. However, we do not exclude that
other kind of long range couplings between the system
and the environment may still allow for a stable BTC
phase. This might be an interesting route to pursue to
better understand if the robustness of the BTC phase is
determined by the correlation length of the jump oper-
ators or strictly requires a homogeneous collective bath
coupling.

Local dissipation induces also a dephasing in the mean-
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field trajectories, on top of the usual damping. This
dephasing is probably due to the exploration of sectors
with different total angular momentum; in the Dicke rep-
resentation of permutational-invariant systems [52], this
is equivalent to jumps between different Dicke ladders.
Since different sectors have different Liouvillian spectra,
the difference between the imaginary parts of the eigen-
values might indeed be responsible for the progressive
dephasing of the oscillations. Understanding this mech-
anism could be an important step toward the full uptake
of the BTC phenomenon. Moreover, it could give some
hints on possible configurations in which the competition
between global and local dissipation processes could give
rise to interesting non-trivial phases of matters.

It is important to observe that the two conditions must
be met in order to enter a BTC phase in the thermo-
dynamic limit. A different, but similar phenomenology
is that of decoherence-free subspaces [64–66, 70], where
time-dependent oscillations for long times are present at
any system size, as investigated in the context of artifi-
cial giant atoms [64, 67, 71]. An example for the con-

sidered model is obtained for p = 0, hence Ĥ ∝ Ĵqx and

a Lindblad jump operator equal to Ĵx (which could be
interpreted as a stochastic jump or global dephasing), or
another jump operator commuting with the Hamiltonian,
such as spin-squeezing dissipation, Ĵ2

x , or a collective de-
polarizing channel.

These models preserve the Z2 symmetry but are char-
acterized by persistent oscillations at any system size N .
Indeed, the Liouvillian spectrum at finite N is qualita-
tively independent from the coupling strength with the
bath, indicating that collective dephasing does not in-
duce different phases in our model and acts somehow
“trivially” on the system.

All the results of this work have been derived for a gen-
eral class of dissipative spin models, which can be imple-
mented in fully connected spin- 12 ensembles, with a spe-
cific choice of the Lindblad dissipators, which can be engi-
neered in quantum simulators, e.g., in superconducting-
circuit-based quantum devices. However, the fact that
BTCs are clearly associated with symmetry properties
and not with the specific form of the Hamiltonian sug-
gest that these criteria might apply for a wider class of
systems and Lindblad operators. We anticipate that one
of the most interesting directions for future investigations
would be to explore the universality of our results, aim-
ing for a general formulation of the existence conditions
of BTCs in terms of symmetries and conserved quantities
that may apply to a generic quantum many-body system.
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Appendix A: Derivation of the equations of motion

In this section we derive the mean-field equations of
motion of Eq. (13). Let us assume to have a dynamics
described by the master equation

ρ̇ = −i[Ĥ, ρ] +NΓ↑
(
J+
s ρJ

−
s −

1

2
{J−s J+

s , ρ}
)

+NΓ↓
(
J−s ρJ

+
s −

1

2
{J+
s J
−
s , ρ}

)
=ρ̇c + ρ̇d.

(A1)

This evolution has two different contributions, a term
that accounts for the coherent evolution, ρ̇c, and a term
that accounts for the incoherent one, ρ̇d. The coherent
part is simply obtained by evaluating the commutator
with the Hamiltonian leading to

J̇cx = 2

p−1∑
n=0

Jp−1−nz JyJ
n
z ,

J̇cy = −2

p−1∑
n=0

Jp−1−nz JxJ
n
z + 2gJz,

J̇cz = −2gJy.

(A2)

We want to evaluate the incoherent contribution to the
equations of motion for the expectation values of the spin
operators. This is given by 〈 ˙Jα〉 = Tr

(
ρ̇dJα

)
leading to

〈J̇α〉 = −NΓ↑Tr

(
J+
s ρJ

−
s Jα −

1

2
{J−s J+

s , ρ}Jα
)

+NΓ↓Tr

(
J−s ρJ

+
s Jα −

1

2
{J+
s J
−
s , ρ}Jα

)
.

(A3)
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By manipulating the equations we obtain

〈J̇α〉 =
NiδΓ

2
〈{Jxs , [Jα, Jys ]} − {Jys , [Jα, Jxs ]}〉

+
NΓ

2
〈[Jxs , [Jα, Jxs ]] + [Jys , [Jα, J

y
s ]]〉

=
iδΓ

2N2
s

Ns∑
i,j

N∑
l

〈
{
σxi ,
[
σαl , σ

y
j

]}
−
{
σyi ,
[
σαl , σ

x
j

]}
〉

+
Γ

2N2
s

Ns∑
i,j

N∑
l

〈
[
σxi ,
[
σαl , σ

x
j

]]
+
[
σyi ,
[
σαl , σ

y
j

]]
〉

= − δΓ

2N2
s

Ns∑
i,j

〈
{
σxi , εαyβσ

β
j

}
−
{
σyi , εαxβσ

β
j

}
〉

− Γ

2N2
s

Ns∑
i,j

〈
[
σxi , εαxβσ

β
j

]
+
[
σyi , εαyβσ

β
j

]
〉 ,

(A4)
where δΓ = Γ↑ − Γ↓ and Γ = Γ↑ + Γ↓.

Appendix B: Derivation of the phase portrait

In this appendix we provide some details on the deriva-
tion of the phase portrait. In general, the spin operators
in the semi-classical approximation can be parametrized
on the Bloch sphere by giving the radius r of the sphere,
the polar angle ϕ and the azimuthal one θ. This mapping
is singular in θ = 0, π, therefore some care is needed in
choosing the axis defining ϕ and θ. The results of the
paper have been derived by parametrizing the spin as

(X = r sin θ cosϕ, Y = r sin θ sinϕ, Z = r cos θ) .
(B1)

The only exceptions are the results in Subsec. III C, in
which we assumed the polar angle to span the yz plane
(namely, we fixedX = cos θ). We will omit the derivation
of this case since it can be obtained by simply extending
the following calculations.

Eq. (B1) can be inverted leading to

r =
√
X2 + Y 2 + Z2,

ϕ = arctan(Y/X),

θ = arctan((X2 + Y 2)/Z).

(B2)

By deriving and substituting the expressions of X,Y, Z
in terms of r, ϕ, θ we obtain, for the collective decay, the
following equations of motion (since classically we have
that ϕ and cos θ are conjugate variables, it is better to
derive the equations for cos(θ) instead of θ)

ṙ = 2rδΓ cos θ
(
1− r2

)
,

ϕ̇ = −2ωzp cosp−1 θ + 2ωxq cos θ sinq−2 θ cosq ϕ,

˙cos θ = −
(
2ωx sinq θ cosq−1 ϕ sinϕ+ 2δΓ

(
1− cos2 θ

))
/r.

(B3)

We notice that r = 1 is a fixed point, hence the dynamics
is constrained on the surface of the Bloch sphere.

Appendix C: Mean-field description of the totally
symmetric subsector

Let us consider a generic single spin density matrix,
parametrized as

ρ̂ =

[
a be−iφ

beiφ 1− a

]
(C1)

where a and b are both real numbers. Its purity is defined
as P = Tr

[
ρ̂2
]

= 1
2

[
(2a− 1)2 + 1 + 4b2

]
≤ 1. The reason

why write it in this way will be clearer in the following.

We can construct a mean-field ansatz for the system by
taking the tensor product of N identical spins described
by density matrices as Eq. (C1)

ρ̂mf =

N⊗
j=1

ρ̂j . (C2)

We can compute the expectation value of the total spin
Ŝ2 = Ŝ2

x + Ŝ2
y + Ŝ2

z on this state. First, let us rewrite it
in terms of single-spin Pauli matrices

Ŝ2 =
3

4
N +

1

4

∑
k,j 6=k

σ̂xj σ̂
x
k + σ̂yj σ̂

y
k + σ̂zj σ̂

z
k . (C3)

Then, simple algebra leads to

Tr
[
ρ̂mf Ŝ

2
]

=
3

4
N+

1

4
N(N−1)

[
(2a− 1)2 + 4b2

]
, (C4)

which can conveniently be rewritten in terms of the pu-
rity of the single-spin density matrix

Tr
[
ρ̂mf Ŝ

2
]

=
3

4
N +

1

4
N(N − 1)(2P − 1) . (C5)

If Ŝ2 is conserved and we consider in the maximally-
polarized subsector, the total spin has to be equal to
N
2

(
N
2 + 1

)
, which is compatible with Eq. (C5) only if

P = 1. This means that a mean field ansatz for the den-
sity matrix cannot describe a mixed state in the max-
imally polarized subspace, but only pure ones. That
is why to recover a mean-field approximation of mixed
states such as that shown in Fig. 9, it is necessary to
average over all magnetization vectors belonging to the
same time-crystal trajectory.
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