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Synthesisof Compromise Sum-DifferenceArraysthrough Time-

Modulation

P. Rocca, L. Manica, L. Poli, and A. Massa

Abstract

In this paper, time-modulation is exploited for the synth@d monopulse sub-arrayed an-
tennas. The solution of the compromise sum-differencelenolis obtained by setting the
set of static excitations to an optimal sum set and syntimegsthe “best compromise” dif-
ference pattern through a Continuous Partition Meth@é {/) based approach. The array
elements are aggregated into sub-arrays controlled byswddi switches with optimized
“on” time-durations. The switch-on instants of the pulsgusnces are then computed by
means of a particle swarm optimizer to reduce the interfergrcaused by the sideband
radiations. A selected set of numerical results is repottedssess the potentialities of

time-modulation in dealing with the synthesis problem atcha

Key words: Sum and Difference Compromise Pattern Synthesis, Mosepihtennas, Time-

Modulated Arrays.



1 Introduction

Search-and-track radars based on monopulse principleseemtenna systems generating sum
and difference patterns. In the scientific literature, sshagpproaches refer to the frequency do-
main and consider fixed antenna geometries as well as thei@tn of the degrees of freedom
available in both the frequency domain and the spatial donfsmalytical procedures aimed at
computing in an “optimal” way the excitation weights of theay elements belong to the for-
mer class. Patterns with either equi-ripple [1][2] or taguk]3][4] sidelobes have been efficiently
obtained. Other strategies for the optimal synthesis ofguquatterns with arbitrary sidelobe
bounds have been proposed [5][6][7], as well. Optimal pastén the Dolph-Chebyshev sense
have been determined. They realize an optimal trade-oifidrt the sidelobe levelS(.L)
and the main lobe beamwidtli{1") or between thé31/ and the deepness of the slope along
the boresight direction for a fixeflL L. when dealing with sum patterns or difference patterns,
respectively. Although the synthesis of optimal beamswadlone to increase the resolution
capability (i.e., a narronBW and a deep boresight slope) and to enhance the reliability of
the search and track system (i.e, a IBWL), it also requires the use of two independent feed
networks.

In order to limit such a complexity constraint, additionalgdees of freedom have been intro-
duced by considering a partial sharing of the antenna ¢igchetween the two beams. In this
framework, sub-arraying has been used [8] to approximatig least square sense, both sum
and difference patterns starting from reference exciatiofowards this end, Taylor [9] and
Bayliss [10] continuous distributions have been considiéng11] to optimize difference pat-
terns by means of a Simulated AnnealirtgA) algorithm. Moreover, following the guidelines
originally presented by McNamara in [12], a growing attenthas been also devoted to syn-
thesize optimal compromise sum and difference pattermgyusib-arrayed arrays. In such a
case, the optimal sum pattern is usually generated thronghd@pendent beam-forming net-
work, whereas the sub-optimal difference one is obtainatalfy aggregating the elements into
sub-arrays and assigning a suitable weight to each of thewarfls this purpose, analytical
procedures [12][13], stochastic optimization algorithii¥][15][16][17], and hybrid methods

[18][19] have been successfully applied.



Dealing with compromise solutions, this paper presentsastetegy aimed at exploiting time
as an additional degree of freedom for the synthesis ofrdiflee patterns in sub-arrayed ar-
ray antennas. Thanks to the use of RF switches, the approdcices time-modulation to
the static element excitations. Originally, time-modigathas been used for the synthesis of
low and ultra-low sidelobe arrays for radar applicatior® @hd communication purposes [21].
More recently, some studies have been carried out to extenajplication of time-modulation
to other antenna synthesis problems. For instance, diiferpatterns have been synthesized by
time-modulating a small number of elements of a two-secéimay generating a sum pattern
[22]. However, even though pioneering works concerned tatle-modulation date back to the
end of 1950s [23], the potentialities of time-modulatecgsrhave been only partially investi-
gated. This has been mainly due to the presence of undesgiedzhad radiationsyRs) which
unavoidably affect the performance of time-modulatedyeran order to minimize th&& R
power losses, different approaches based on evolution@mniaation algorithms have been
proposed [24][25][26][27]. Otherwise, it has been dematst in [28] that the control of the
sideband levels at the harmonic frequencies can be yieldasibg suitable switching strategies
providing effective pulse sequences.

In this paper, a time-modulation strategy is proposed astalde alternative to standard com-
promise methods, which neglect the time variable in thegiheprocess, to synthesize com-
promise arrays. Starting from a set of static excitationsega&ting an optimal sum pattern at
the carrier frequency, a compromise difference beam ithegited through a sub-arraying pat-
tern matching procedure [13] aimed at optimizing the puls&ations at the input ports of the
sub-arrays. Successively, thdis at the harmonic frequencies are minimized by performing a
Particle Swarm OptimizationH{SO) to set the switch-on instants of the time sequences.

The paper is organized as follows. The compromise problemathematically described in
Sect. 2 where the pattern matching procedure as well as rhegy for the sideband level
(SBL) minimization are also outlined. A selected set of numérsgperiments are reported
and discussed in Sect. 3 to point out advantages and liongbf the proposed technique.

Finally, some conclusions are drawn (Sect. 4).



2 Mathematical Formulation

Let us consider a two-section linear array [29]/8f= 2 x M elements equally-spaced (
being the inter-element distance) along thexis. According to the guidelines of the sub-
arraying technique [12], the static real excitation coa&dficsA = {a,, = a_,,,; m=1,..., M}

affording the sum patterd F,
M
1 )
AFyx (0; A) =2 Z Oy COS [(m - 5) kd sin 9] (1)

m=1
are computed using optimal techniques (e.g., [1][3][5])orBbver,d is the angular direction
with respect to the array axis akd= “2 is the wavenumbet,, andc being the angular carrier
frequency and the speed of light, respectively.
To generate the compromise difference patterns, the aleayeats are grouped ini® = 2 x )
sub-arrays (i.e.() for each half of the array). At each sub-array port, an RF@dwig used to
modulate the excitations of the elements assigned to thassalp (Fig. 1). Mathematically, the
process of enforcing a time-modulation to the sub-arragadgycan be described by defining a

set of Q) rectangular functions

1ot <t <tolf
Uq (t): Y q:lj’Q (2)
0 otherwise

to" and tgf 7 being the sub-arragwitch-on instantand theswitch-off instaniof the ¢-th sub-
array, respectively. The values tf andtgff, g =1,...,Q, are additional degrees of freedom
to be determined for approximating the desired/refereifterence pattern.

Since these rectangular pulses are periodic in time (witlo@€d,), each functior, (¢), ¢ =
1,...,Q, is then expanded into its Fourier series and the condifjor»> 7, = f)—’; is assumed
to hold true. It is then simple to show [20] that the arising@ssion of the array factor is
composed by an infinite number of frequency components cahiatw, and separated by
hw, = h2T—’;, h being the harmonic index. Let us choose to synthesize therelifce pattern at

the carrier frequencyh(= 0). Accordingly, it results that

M Q
AFY (6, C, T) =2 Z Qi qz; TqOcmq SIN Km — %) kd sin 9] (3)

m=1 =

whereT = {7,; ¢ = 1, ..., Q} isthe set ob-th order Fourier coefficients (also calladrmalized



switch-on timeggiven by

Tp —jhw
Tq = uhf]Jh:O é TLP 0 Un (t)e ih ptdtJh_O - T7 q = 17 "'7@7 (4)
- p

wherej,,,, stands for the Kronecker delta function a@d= {c,, € [0, Q]; m=1,..., M} is
the integer vector describing the sub-array configuratissman exampleg,, = 0 means that
the excitation of then-th element is not time-modulated.

In order to synthesize a compromise difference patterredlosa reference/optimal one, the
definition of the two sets of unknowrSs andT in (3) is then required. Towards this end, a
suitable state-of-the-art sub-arraying procedure is @salving the guidelines of the pattern

matching procedure presented in [13]. More in detail, thiefdng cost function
M Q 2
1 P
v (C, T) = 7 > " lam (a— — Zécmqrq>
m=1 m q=1

is minimized by means of theontiguous partition metho@' P /) [13], whereB = {5,, = —5_,,

()

m = 1,..., M} is the set of reference/optimal excitation coefficient$4R$] that generate the
reference difference pattern to match. As a matter of fastjtable customization of thé P M
can be effectively used here starting from the key obseamwadliat the optimal and independent
(whenN RF switches are available) values of the switch-on timewdiifig the desired pattern
atwy can be exactly computed by means of the techniques in [BJ[2][5][6][7]. Hence, the
optimal excitation matching problem dealt with in [13] camdeformulated here as an optimal
pulse matching problem. Accordingly, once the number ofaulys() is given, the minimiza-
tion of (5) allows to determine the number of elements witkath group and the sub-array
architecture where the cost function (5) is representative least square problem measuring
the mismatch between tloptimal Weightsc%, m =1, ..., M, and the corresponding (unknown)
sub-array switch-ontimes,, ¢ = 1, ..., Q. For the sake of clarity in the notation, let us indicate
with 7877 g = 1,...,Q, andcS”™, m = 1, ..., M, the values of the unknowns computed by
minimizing (5) through th&' P M.

It is worth noting that whether, on one hand, the “best commpse” difference pattern afy can

be easily obtained by applying tli¢P M procedure, on the other hanfiks are still present

because of the commutation between the on and off state oivRéhes that controls the time-



modulation process. In order to reduce the interferencestal$ izs, the optimization ofl’
in uniform arrays [26] or the joint optimization of boffi and A [24] has been performed in
the literature. However, it should be pointed out [Eq. (Btta modification of the pulse
durationsrS "M, ¢ = 1, ..., Q, causes the radiation of a different compromise differquateern
and no more the “best compromise” solution obtained thrabgld’ P M. Moreover, the static
excitation vectorA is a-priori fixed to generate the optimal sum pattern. Thus, neffheor
A can be now changed to address e minimization problem.

Towards this purpose, Iet us observe that/tkt Fourier coefficient/ # 0) is equal to

Tp . o—ihwpty! T o= jhwytgr
2 ye Ihertdt = , (6)
2jhm

and the corresponding harmonic pattern turns out to be
AF (9 C, U, = 9 i (hwptwo)t Z Oémzuhq emg SIIL [(m — —) kdsm@} |h| =1,...,00

m=1

(7)

whereU;, = {upg; ¢ = 1,...,Q} = F (T9PM, T°") depends on the switch-on tink " =
{rEPM: g =1,...,Q} and the switch-on instan§ = {t%; ¢ =1,...,Q}, sincet// =
TOPMT, + 19" [Eq. (4)]. Therefore, the sef”" can be profitably optimized to reduce the
sideband level{BL) of the harmonic radiations without modifying the pattetritee carrier
frequency (i.e.A andT¢"M), A strategy based on a Particle Swarm OptimiZe$ () [30][31]

is then applied to minimize the following cost function

\I/(Ton)|T:TCPM - ZhHl{ [SBLTef — SBL Ton )ASBL Ton)

} @)

whereA ), (Tom) = SELLSELIT™) angy(.) is the Heaviside function devoted to quantify

the distance between the actual harmonic sideband I&/BI8") = SBL (wy + hw,) Y, h =

1, ..., H and the user-defined threshdld L7 .

M) SBLM & maxy {AFXL) (9)}



3 Numerical Results

In order to discuss the potentialities and current limatasi of the proposed approach, the results
from two representative experiments are analyzed. Moreifsgadly, the same array geometry
is considered in both cases, but different static (sum)}tatons as well as different numbers
of sub-arrays have been used. Since this is the first (to teedfehe authors’ knowledge)
application of the time-modulation to the synthesis of mmrse sub-arrayed antenna where
the sum and the difference patterns are simultaneouslyrgtele no comparisons with other
methods are possible. However, since the independent ajerenf difference patterns by
modulating a limited number of static excitations that edfa Villeneuve sum pattern has been
described in [22], similar scenarios have been consideyeefarence geometries. Accordingly,
let us refer to aV = 30 element array with inter-element spaciig= 0.7\ [22]. In the first
experiment Experiment }, the set of static sum excitatio®s has been chosen to synthesize
a Villeneuve sum pattern wit L. = —20dB, n = 3 andr = 0 [32]. To generate the
compromise difference patterR, = 8 sub-arrays have been used as in [22] (Tab. 4 - B)se
The CPM has been run by setting the reference difference excimtimthose of a Modified
Zolotarev pattern [4] withSLL = —30dB andn = 5. The “best compromise” solution,
obtained aftei 6 iterations in1.7 x 107° [sec] (on a3 GH z PC with1 G B of RAM), is shown

in Fig. 2@) together with the reference difference pattern. The spoading element switch-
on times, TP, and the sub-array configurati@’”" computed through the minimization
of (5) are shown in Fig. 2) and reported in Tab. |, respectively. For completenessptat

of the reference excitations is displayed in Figb)2(dotted line). From Fig. 2, it can be
seen that there is a good matching between the main lobe® aétbrence and compromise
difference patterns. As a matter of fact, thd dB beamwidth W) is equal toBW"¢/ =
2.57° [deg] and BW¢PM = 2.58° [deg], respectively. Therefore, the resolution capability & th
monopulse tracking systems (i.e., the deepness of the mlaéndlong the boresight direction
[33]) is kept almost unaltered. Secondly, although the lepesof the secondary lobes is no
more decaying a% as for the reference pattern, thé L. of the compromise pattern is close
to the optimal one{LLEPM = —26.9dB vs. SLL™/ = —30.0dB) with still a satisfactory

ability to suppress interferences and clutters [34].



As far as theC'PM solution is concernedNr,; = 20 elements overlN = 30 are time-
modulated, while the others are kept time-constant andos#te corresponding static sum
excitations (Tab. I). Concerning s, Figure 3 shows the patterns radiatedhat= 1,2. As

it can be observed, the highest lobes principally lie in thgudar region close to that of the
main difference lobes and the values of th8Ls turn out to beSBLSI)DM = —14.9dB and
SBL(CQ}M = —22.4dB, respectively. In order to minimize theB L, the PSO strategy has
been successively applied by settiig= 1, as in [22] ¥, andSBL™/ = —20 dB. Moreover,
the following PSO setup has been chosen according to the guidelines in $35]:10 particles,

w = 0.4 (inertial weigh), andC;, = C; = 2 (cognitivésocial acceleration coefficient

At the convergence, aftéi00 iterations andi3.5 [sec|, the optimized values of the switch-on
instantsty”, ¢ = 1,...,Q, are those given in Tab. I = 4). Moreover, the plot of the pulse
sequence is shown in Fig. &( while the corresponding patterns are displayed in Fif).4{

is worth noticing that, without additional hardware, bunpiy adjusting the on-off sequence
of the RF switches, thSBL(Cl}M value is lowered of more thahdB (i.e., SBL(C%j)DwaPSO =
—19.2dB vs. SBLS}DM = —14.9dB). It is worth noting that neglecting the small "on-time
interval” at the beginning of the peridd, for elements 5, 11, 20 and 26 [Fig.aJ] the features
of both the main pattern at central frequency and the harogatterns slightly modify (e.g., the
SLL and theSBL™" increase of).3 dB and0.5 dB, respectively). This fact would avoid these
small intervals to be the bottleneck of the time-modulasgstem, allowing the? F' switches
to have less restrictions about their switch-on-to-swittfrspeed.

For completeness, although the comparison is not compliatielsince different synthesis prob-
lem are at hand, the solutions obtained with@dhe) — PSO and those shown in [22] are then
analyzed by comparing the corresponding patterns at betbafrier frequency [Fig. &f] and
when|h| = 1, 2 [Fig. 5(b)]. The power losses due t®Rs, quantified through the close form
relationship in [36], amounts t&sr = 21.3% of the total radiated power in correspondence
with theC PM — PSO. Otherwise ([22] - Tab. 4, Ca®), the wasted power is onlys7 = 3%
and theSBL is much smaller [Fig. )] since only N;#, = 8 elements are time-modulated

(instead of N&IM = 20). On the other hand, the efficiency of t#&S0O — C'PM approach

(2) Only the first harmonic mode has been optimized since the ptss reduces when the order of the
harmonic mode increases.



in minimizing theSL L of the compromise difference patterris-€ 0) is non-negligible [Fig.
5@)] (SLL°4 = —14.9dB vs. SLL"™™ = —26.9dB).

In the second experimerExperiment 2, the number of control elements is reduced by consid-
ering R = 4 RF switches ([22] - Tab. 4, Ca$&). The sum pattern is a Villeneuve pattern with
SLL = —-20dB,n = 3, andv = 1 [32]. Moreover, the reference difference 8has been se-
lected to generate a Modified Zolotarev difference pattéfnvjth SLL = —20dB andn = 4.
Figure 6@) shows the approximated pattern synthesized at the caswveegf the” P M -based
matching procedure by applying the pulse sequdr{cé" in Fig. 6(). The corresponding sub-
array configuration is given in Tab. I, as well. As for the fegperiment, the secondary lobes do
not decrease whehgrows [Fig. 64)], but theS L L value of the compromise pattern turns out
to be lower than that of the Zolotarev ong&/(L¢"M = —23.3dB vs. SLL™/ = —21.0dB).
Moreover, the same beamwidth has been achieydd 't/ = 2.36° [deg] and BW¢FM —
2.37° [deg]). Concerning the computational burdén(C' P M iterations and~ 1079 [sec| are
enough to find the final solution.

Successively, th€ BL(Y) has been minimized by optimizirl§°” with a PSO swarm ofS = 5
particles. For comparison purposes, Figure 7 shows therpatat/h| = 0, 1, 2 synthesized
with the CPM and after theP SO optimization. Despite the reduced number of sub-arrays
(Q = 2), the value ofSBLS}DM = —17.3dB has been reduced &BLS}DM_PSO = —19.3dB

in 7.25 [sec| after 100 iterations by defining the values of the final switch-on insdareported

in Tab. II.

For completeness, thléPM — PSO patterns and those in [22] with four switches are shown
in Fig. 8@) (h = 0) and Fig. 8b) (Jk| = 1, 2). As regards to the number of time-modulated
elements, it results thaV$i = 10 and N33, = 4. ConsequentlyPSE™ = 16.9% and

PSE = 2.1%, while SLLYPM = —23.3dB andSLL** = —15.2dB.

4 Conclusions

In this paper, the potentialities of time-modulation whealthg with the synthesis of monopulse
sub-arrayed antennas have been investigated. Startimgafiset of static excitations affording

an optimal sum pattern, the signals at the sub-arrayed fewebrk have been time-modulated

10



to generate a compromise difference pattern. Both the saly-eonfiguration and the duration
of the time-pulse at each sub-array have been optimizedngpér pattern matching problem
by means of the&” PM. A particle swarm optimization has been successively peréad to
minimize theS BL of the sideband radiations.

The obtained numerical results seem to indicate the pral@seroach as a suitable alternative
for the synthesis of compromise sum and difference patteAssa matter of fact, the main
advantages of the proposed approach are the possibiliti@ne hand of using simpl&F
devices (i.e., switches) in the feed network reducing thegexity of the antenna system and
on the other hand of shaping the beam pattern by only chanigengulse sequence at the sub-

array ports.

References

[1] Dolph, C. L.: 'A current distribution for broadside aggwhich optimises the relationship
between beam width and sidelobe levEkbc. IRE 1946, 34, pp. 335-348.

[2] McNamara, D. A.: 'Direct synthesis of optimum differenpatterns for discrete linear
arrays using Zolotarev distributiodEE Proc. H Microw. Antennas Propagl993, 140,
(6), pp 445-450.

[3] Villeneuve, A. T.: 'Taylor patterns for discrete arrgdyfEEE Trans. Antennas Propag
1984, 32, (10), pp. 1089-1093.

[4] McNamara, D. A.: 'Discretei-distributions for difference patternglectron. Lett. 1986,

22, (6), 303-304.

[5] Isernia, T., Dilorio, P., and Soldovieri, F.: 'An effeet approach for the optimal focusing
of array fields subject to arbitrary upper boundBEE Trans. Antennas Propag2000,
48, (12), pp. 1837-1847.

[6] Bucci, O. M., D’'Urso, M., and Isernia, T. : 'Optimal syrehis of difference patterns sub-
ject to arbitrary sidelobe bounds by using arbitrary arnatganas,]EE Proc. Microwave

Antennas Propag2005, 152, (3), pp. 129-137.

11



[7] Bevelacqua, P. J., and Balanis, C. A.: 'Minimum sideld®eels for linear arraysJEEE
Trans. Antennas Propadg2007, 55, (12), 3442-3449.

[8] Lee, T.-S., and Tseng, T.-K.: 'Subarray-synthesized-tide-lobe sum and difference
patterns with partial common weight$EE Trans. Antennas Propad.993, 41, (6), pp.
791-800.

[9] Taylor, T. T.: 'Design of line-source antennas for navdieeam-width and low side lobes,

Trans. IRE 1955, 3, pp. 16-28.

[10] Bayliss, E. T.: 'Design of monopulse antenna differepatterns with low sidelobe®ell

System Tech. Journdl968, 47, pp. 623-640.

[11] Alvarez-Folgueiras, M., Rodriguez-Gonzalez, J. AtegPena, F.: 'Synthesising Taylor
and Bayliss linear distributions with common aperture’t&lectron. Lett, 2009, 45, (1),

pp. 18-19.

[12] McNamara, D. A.: 'Synthesis of sub-arrayed monopuisedr arrays through matching
of independently optimum sum and difference excitatioltsE Proc. H Microwaves An-

tennas Propag.1988, 135, (5), pp. 293-296.

[13] Manica, L., Rocca, P., Martini, A., and Massa, A.: ’Amovative approach based on
a tree-searching algorithm for the optimal matching of peteently optimum sum and

difference excitations|EEE Trans. Antennas Propa@008, 56, (1), pp. 58-66.

[14] Ares, F., Rengarajan, S. R., Rodriguez, J. A., and Moréh: 'Optimal compromise
among sum and difference patterrds Electromag. Waves Appl996, 10, pp. 1143-1555.

[15] Lopez, P., Rodriguez, J. A., Ares, F., and Moreno, Eub&tray weighting for differ-
ence patterns of monopulse antennas: Joint optimizatiGuledrray configurations and

weigths, IEEE Trans. Antennas Propa@001, 49, (11), pp. 1606-1608.

[16] Caorsi, S., Massa, A., Pastorino, M., and Randazzo, @ptimization of the differ-
ence patterns for monopulse antennas by a hybrid realéntaged differential evolution

method, IEEE Trans. Antennas Propa@005, 53, (1), pp. 372-376.

12



[17] Chen, Y., Yang, S., and Nie, Z.: 'The application of a niied differential evolution
strategy to some array pattern synthesis probldiBEE Trans. Antennas Propaga2008,
56, (7), pp. 1919-1927.

[18] D’Urso, M., Isernia, T., and Meliado’, E. F.: 'An effage hybrid approach for the optimal
synthesis of monopulse antennd&EE Trans. Antennas Propa@007, 55, (4), pp. 1059-
1066.

[19] Rocca, P., Manica, L., and Massa, A.: 'Hybrid approashdub-arrayed monopulse an-
tenna synthesisElectron. Lett. 2008, 44, (2), pp.75-76.

[20] Kummer, W. H., Villeneuve, A. T., Fong, T. S., and Tefrig@ G.: 'Ultra-low sidelobes
from time-modulated arraydEEE Trans. Antennas Propad.963, 11, (6), pp. 633-639.

[21] Bickmore, R. W.: 'Time versus space in antenna theonyHansen R. C.: 'Microwave

Scanning Antennas’, (Ed. Los Altos, CA: Peninsula, 1988), M, ch. 4.

[22] Fondevila, J., Brégains, J. C., Ares, F., and Moreno’Application of time modulation in
the synthesis of sum and difference patterns by using liaeays, Microw. Opt. Technol.

Lett., 2006, 48, pp. 829-832.

[23] Shanks, H. E., and Bickmore, R. W.: 'Four-dimensionEcg#omagnetic radiators,’

Canad. J. Phys1959, 37, pp. 263-275.

[24] Yang, S., Gan, Y. B., and Qing, A.: 'Sideband suppresgixime-modulated linear arrays
by the differential evolution algorithm|EEE Antennas Wireless Propag. Le2002, 1,
pp. 173-175.

[25] Yang, S., Gan, Y. B., and Tan, P. K., A new technique fowgr-pattern synthesis in time-

modulated linear arraydEEE Antennas Wireless Propag. Le®003, 2, pp. 285-287.

[26] Fondevila, J., Brégains, J. C., Ares, F., and Moreno, @ptimizing uniformly excited
linear arrays through time modulatiohZEE Antennas Wireless Propag. Le®2004, 3,
pp. 298-301.

13



[27] Yang, S., Gan, Y. B., Qing, A., and Tan, P. K.: 'Design ofiaiform amplitude time
modulated linear array with optimized time sequenc<E Trans. Antennas Propag.,

2005, 53, (7), pp. 2337-2339.

[28] Tennant A., and Chambers, B.: 'Control of the harmoradiation patterns of time-
modulated antenna array®roc. 2008 IEEE AP-S International Sym®. Diego, Cali-
fornia, USA, July 5-12, 2008.

[29] McNamara, D. A.: 'Synthesis of sum and difference pat$efor two-section monopulse

arrays, |EE Proc. H Microwaves Antennas Propa@988, 135, (6), pp. 371-374.

[30] Kennedy, J., Eberhart, R. C., and Shi, 6warm Intelligence’ (San Francisco, CA: Mor-
gan Kaufmann, 2001).

[31] Robinson, J., and Rahmat-Samii, Y.: 'Particle swarrtirozation in electromagnetics,’

IEEE Trans. Antennas Propa@004, 52, (2), pp. 397-407 .

[32] McNamara, D. A.: 'Generalised Villeneuvedistribution,’ IEE Proc. H Microw. Anten-

nas Propag.1989, 136, (3), pp. 245-249.
[33] Sherman, S. M.: 'Monopulse Principles and Techniq@asiech House, 1984).
[34] Skolnik, M. I.: 'Radar Handbook’ (McGraw-Hill, 3rd Ed2008).

[35] Donelli, M., Franceschini, G., Martini, A., and Mass&, 'An integrated multiscaling
strategy based on a particle swarm algorithm for inverseesaag problems |EEE Trans.

Geosci. Remote Sen2006, 44, (2), pp. 298-312.

[36] Brégains, J. C., Fondevila, J., Franceschetti, G.,Aned, F.: 'Signal radiation and power
losses of time-modulated arrayd5EE Trans. Antennas Propa@008, 56, (6), pp. 1799-
1804.

14



FIGURE CAPTIONS

e Figure 1. Sketch of the antenna feed network.

e Figure 2. Experiment () = 4) - Plots of @) the reference (Modified Zolotarev [4],
SLL = —30dB,n = 5) andC' P M-synthesized power patterns at the carrier frequency

wo (h = 0) and ) the corresponding switch-on times.

e Figure 3. Experiment () = 4) - Normalized power patterns generatedvat(h = 0)
and|h| = 1,2 by means of th&'PM.

e Figure4. Experiment {Q = 4) - PSO-optimization: @) switch-on times andd) power

patterns ath| = 1, 2.

e Figureb. Experiment Q) = 4) - (a) Normalized difference power patterns.at(h = 0)
synthesized through theA [22] and theC' PAM — PSO. (b) Polar plots of the correspond-

ing sideband radiations #t| = 1, 2.

e Figure 6. Experiment () = 2) - Plots of @) the reference (Modified Zolotarev [4],
SLL = —20dB,n = 5) andC' P M-synthesized power patterns at the carrier frequency

wo (h = 0) and ) the corresponding switch-on times.

e Figure7. Experiment Q) = 2) - Normalized power patternsag (h = 0) and|h| = 1,2
synthesized by means of tk&” M and theC'PM — PSO approach.

e Figure8. Experiment Z) = 2) - (a) Normalized difference power patterns.gt(h = 0)
synthesized through theA [22] and theC' PM — PSO. (b) Polar plots of the correspond-

ing sideband radiations #t| = 1, 2.

TABLE CAPTIONS

e Tablel. Sub-array configurations for the compromise differencéepas wheny = 4

and@ = 2.
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e Tablell. PSO-optimized switch-on instants for the compromise diffeepatterns when

Q =4 andQ = 2.
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C={cpyym=1,...,M}
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to" [sec]
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