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Abstract

The automatic understanding of human activity is probably one of the most challenging
problems for the scientific community. Several application domains would benefit of such
an analysis, from context-aware computing, to area monitoring and surveillance, to assis-
tive technologies for elderly or disabled, and more.
In a broad sense, we can define the activity analysis as the problem of finding an expla-
nation coherent with a set of observations. These observations are typically influenced by
several factors from different disciplines, such as sociology or psychology, but also math-
ematics and physics, making the problem particularly hard. In the last years, also the
computer vision community focused its attention on this area, producing the latest ad-
vances in the acquisition and understanding of human motion data from image sequences.
Despite the increasing effort spent in this field, there still exists a consistent gap between
the numerical low-level pixel information that can be observed and measured, and the high
abstraction level of the semantic that describes a given activity. In other words, there
exist a conceptual ambiguity between the image sequence observations and their possible
interpretations. Although several factors are involved, the activity modeling and the com-
parison strategy play crucial roles. In this proposal, a correlation between activity and
corresponding path has been assumed.
In light of this, the work carried out tackles two strictly related issues: (i) obtaining a
proper representation of human activity; (ii) define an effective tool for reliably measuring
the similarity between activity instances. In particular, the object activity is modeled with
a signature obtained through a symbolic abstraction of its spatio-temporal trace, allow-
ing the application of particular high-level reasoning for computing the activity similarity.
This representation is particularly effective since it provides a smart way to compensate the
noise artifacts coming from low-level modules (i.e., tracking algorithms), allowing also the
possibility of considering interesting properties, such as the invariance to shift, rotation,
and scale factors. Since any complex task may be decomposed in a limited set of atomic
units corresponding to elementary motion patterns, the key idea of this representation is
to catch the object activities by suitably representing their trajectories through symbols.
This syntactic activity description relies on the extraction and on the symbolic coding of
meaningful samples of the path, while the similarity between trajectories is computed using
the so-called approximate-matching, thus casting the trajectory comparison problem to a
string matching one.
Also another representation scheme has been adopted, coding the signature according some



relevant spots in the environment: in this case, the structural pattern information is coded
in ad-hoc Context-Free Grammars, and the matching problem is solved through the parsing
of the incoming string according the defined rules.

Keywords:
[Activity Analysis, Trajectory Analysis, Trajectory Representation, Trajectory Matching,
Ambient Intelligence, Visual Surveillance, Approximate matching, Context-Free Gram-
mars]
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Chapter 1

Introduction

In this chapter an introduction to this dissertation will be given. In particular, we provide
an overview of the visual technology for activity analysis, focusing on the main issues
related to visual information extraction for the automatic analysis of activities. The main
objectives and the novel contributions of this thesis are also presented. Finally, we describe
the organization of this document.

1.1 The Context

Automatic activity understanding in dynamic scenes is a very complex and ambitious
goal. In particular, the reasoning task becomes even more complicated when it has to
deal with human-populated scenarios, making it particularly appealing. The emulation
of such a perfect system as the Natural Vision System represents, without any doubt, a
real challenge both from a scientific and technological point of view. In spite of several
difficulties involved, or because of them, the automatic human activity analysis has gained
significant attention from the computer vision community, becoming a very active research
field. However, despite the strong interest and the substantial advances achieved in the
last years, it still constitutes an ambitious open problem that is far from being solved.

The interest about this area is pushed forward by two main factors. On the one
hand, the number of potential applications is continuously increasing, including not only
smart video safety (Fig. 1.1-(a)) and video surveillance (Fig. 1.1-(b)), but also automatic
traffic/road monitoring (Fig. 1.1-(c)), crime and dangerous situations alert (Fig. 1.1-(d),
(e)), semantic-based video classification, indexing and retrieval engines (Fig. 1.1-(f)),
automatic sport statistics computation (Fig. 1.1-(g), athlete training and orthopedic
therapy, machine content annotation (Fig. 1.1-(h)), smart human-computer interfaces
(Fig. 1.1-(i)).
On the other hand, the fast development of computer and video technologies, and the
cost reduction of the capturing devices recorded in the last years has brought the systems
for video analysis to be increasingly and widely applied in daily life, providing to the
human operators the potential access to a growing amount of data. However, if we think
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1. INTRODUCTION

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 1.1: Sample of significant applications for video analysis.

about a typical surveillance scenario, the volume of video feed is so large that it quickly
overwhelms the ability of security personnel to analyze and respond to the data in a
time-critical fashion. In fact, most of the commercial solutions focus on the recording
process, while it would be highly desirable having effective techniques for event analysis,
in order to identify the occurrence of specific situations, and issue warnings automatically.
In other words, the video data is used ”after-the-fact” as a forensic tool, losing its primary
benefit of an active, real-time medium. On the contrary, a continuous 24/7 analysis is
required, to alert security officers about burglary in progress, or suspicious loitering in a
parking, while there is still time to react to the on going situation.

1.2 The Problem

One of the main difficulties in designing such an automatic system lies in discriminating
unusual activities against the backdrop of typical behaviors of people in each particular
environment. What is informative in monitoring systems includes recognizing activities,
knowing typical and threatening patterns of activities, inferring intents, and possibly
seeing through attempts to mask threats with normal behaviors. Finding this information

2



1.2. THE PROBLEM

Semantic
GapSensor 
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Activity 1

.....

Activity n

Activity 2

Figure 1.2: Sensor and semantic gaps configuration in an activity analysis framework.

in the wide spectrum of low-level video data is a very complex and challenging task that
goes far beyond the simple provision of sensors over wider areas. The task of interpreting
the activity captured in an image sequence involves subjectivity, and is strongly related
to an explanation based on human-defined concepts. However, the input data available to
accomplish this task come from vision-based techniques, which are basically quantitative.
Therefore, an intermediate processing layer to convert quantitative data into higher-level
concepts has to be put between the vision-based techniques and the activity interpretation
reasoning.

When extracting/deriving qualitative information from image sequences, two main
phases are usually carried out, and both of them contribute with some uncertainty to the
final activity interpretation. In Fig. 1.2 the conceptual data flow is reported. Initially,
a given amount of error is pulled out by the low-level computer vision device due to the
so-called sensory gap, which refers to the lack of accuracy in the low-level information
extraction from the image. In this regard, several open issues can be found in the scientific
literature, for example about the object features estimation/tracking in cluttered scenes.
In fact, when dealing with a poorly illuminated or crowd environment, many difficulties
arise when trying to distinguish the targets from the background, bringing to errors in
the estimated motion, and thus to the final activity. Moreover, multiple moving targets
increase the probability of occlusions, introducing additional problems in the object shape
extraction.
On the other hand, the activity modeling has to consider the semantic gap, which in
particular refers to the conceptual ambiguity between the image sequence observed infor-
mation and its possible interpretations. In fact, although a computer vision algorithm can
learn a class of activity patterns, it cannot automatically extract any semantic meaning
of the results. In order to bridge this gap, some constraints have to be introduced, such
as the correlation between the activity concepts with some low-level feature.

3



1. INTRODUCTION

1.3 Proposed Solution and Innovation

The effects of the sensory gap can be somehow relaxed by considering the installation of
multiple cameras, or using a combination of different low-level sensors (e.g., infrared or
PTZ cameras, microphones, RFIDs), and relying on the concept of diversity. Instead, how
to bridge the semantic gap is still an open issue. A common solution is to select a model
for the activity, and adopt a human-labeled set of samples for its training. The model
selection is crucial, and usually is carried out on the basis of some heuristic assumptions.
In general, a reasonable option can be to assume some kind of correlation between the
conceptual activity and the effective path followed by an object for carrying out that
activity. In this way it’s possible to associate to some particular activity a specific set
of motion patterns, bringing the problem of activity recognition to a trajectory analysis
problem.

In this proposal, this last direction has been followed, supposing a correlation between
the activities samples and the correspondent spatio-temporal path evolution. Since the

Matching
score

Video Acquisition &
Object Tracking

Signature 
Extraction

Signature
Symbolic Coding

Symbolic
String Matching

Trajectory
String Database

Figure 1.3: High-level flowchart of the proposed solution. The blocks considered in this work
are highlighted in light blue and bold font.

sensory gap is somehow related and dependent to the particular device (or device con-
figuration) employed, it can be not trivial to develop some general strategy to constraint
the corresponding uncertainty; instead, we focused on the development of high-level rep-
resentation/matching techniques in order to bridge (or at least reduce) the semantic gap.

In light of this, the final goal of this work is two-fold:

(i) overcome the actual constraints in trajectory representation and matching techniques
and develop an alternative solution capable of fully exploit the activity informational
content of the object trajectories in real-time;

(ii) build a solution capable of discerning among different high-level activities by merging
the information from both the objects paths and the context surroundings (e.g.,
environment map, furniture and entry/exit locations, etc.).

4
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Concerning the first goal, we propose to split complex trajectories into elementary
segments and code them with an incremental symbolic-syntactic representation paradigm;
in addition to interesting invariance properties, the proposed activity representation allows
applying bio-inspired string-matching schemes [85][68] to evaluate the similarity among
paths. In the same spirit of spell-check correctors, these algorithms rely on enhanced
versions of the edit-distance, measuring the similarity among sequences as the number of
elementary operations to bring on string into the other: elementary operations are the
insertion, deletion, and substitution of a symbol, as well as the insertion of an empty gap.

The key idea of this proposal is to extract and encode into high-level symbols the
spatio-temporal signature of the activity, and employ a syntactical matching to reach a
flexible comparison between activity patterns. The rules leading the matching procedure
have to be designed and tuned according to the meaning of each symbol that for a tra-
jectory represents a specific motion pattern. In Fig. 1.3, the flowchart of the proposed
solution is sketched: after the stream acquisition and the object tracking phases (i.e.,
the light grey dashed block), the object trajectory signature extraction step and its sym-
bolic coding are carried out. Finally, the matching phase provides for an approximate
alignment between the considered sequences.

Such an approach introduce several advantages over the solutions proposed in the
actual state of art:

• it allows an on-line symbols-based activity spatio-temporal representation and com-
parison;

• it includes the possibility of considering the invariance to shift, rotation, and scale;

• it offer a strong tool to effectively deal with the problems from the noise affecting
the sequences;

• it can be applied to sub-trajectory matching problems;

• it can be easily extended in multidimensional spaces.

In order to enhance the abstraction level in the activity representation, we also ex-
plored the use of a different representation paradigm, which encodes the activity through a
topological representation relying on some interesting areas (i.e., hot spots). In this spirit,
the signature corresponding to a given activity is represented with the concatenation of
the hot spots the object has interacted with1. Intuitively, this second representation is in
general more robust to the noise, and it is capable of extracting a ’structural’ character-
ization of the activity. In order to fully exploit this information, the patterns of a given
activity are encoded according some automatically learned Context-Free Grammars rules:
in this context, the activity detection/recognition is casted to a string-parsing problem.
The adoption of CFG formalism significantly enhances the flexibility in the matching
phase, allowing the activity reasoning module to handle particularly complex pattern

1The characterization of ’interaction’ will be given in detail in Chapter 5
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1. INTRODUCTION

configurations. The main advantage introduced by this representation is its capability of
catching the structural patterns characterizing a specific activity.

While working either in the symbolic or in the numerical domain, a fundamental
question arises about the optimal representation for trajectory comparison. The raw
representation is in general richer from an informative point of view, than any symbolic
representation. However, given its sensibility to the noise, a quantization process is often
introduced. The noise power plays a crucial role: when it is small, the application of a
quantizer would only deteriorate the representation (due to the quantization error), and
thus the comparison results. Instead, when the noise power is large enough, the quantized
data representation is intuitively more convenient. We formalized this idea in order to
define a reasoning for obtaining the best representation for trajectory matching, under
a set of assumptions for noise and trajectory data. The work is in a preliminary phase,
however the results are promising. The paper has been submitted to a conference and it
is under revision process.

1.4 Structure of the Thesis

The thesis is structured in 6 Chapters. The present section gave an introductory overview
on the research context of the thesis, including the issues related to the automatic visual
activity analysis, the contribution of this proposal, and the advances with respect to the
state of art solutions.

The initial section (Chapter 2) presents the literature about the techniques for trajec-
tory representation and comparison. In this section several approaches are presented and
compared, highlighting strengths and weakness of the selected solutions.

In Chapter 3 is presented a comprehensive description of the string-based represen-
tation and matching strategy developed for activity detection in ambient intelligence
applications. Here, the original two-dimensional formulation is given, while in Chapter
4 a three-dimensional extension of the algorithm is proposed together with an algorithm
for the hierarchical trajectory classification.

Chapter 5 proposes an alternative solution for the trajectory-based event detection:
here, a topological representation of the activity is considered, that is coded into a set
of Context-Free Grammar rules. The sequence matching is carried out as a sophisticated
string-parsing.

In Chapter 6 is reported a theoretical study on the effectiveness of symbolic and nu-
merical approaches for trajectory representation in presence of varying noise. This work
aims at showing the advantages of a symbolic (i.e. quantized) signal representation with
respect to a numerical (i.e., raw) representation in presence of significant noise. An opti-
mization procedure is formulated in order to obtain the quantization scheme introducing
the minimal signal distortion with respect to the noise-free signal versions.

Finally, in Chapter 7 the final remarks on the thesis are drawn.

6



Chapter 2

State of the Art

As underlined in the introduction section, the representation paradigm and the matching
strategies play a crucial role in the process of automatically detect and/or recognize and
activity pattern from video streams. Several alternatives have been proposed in the last
years, in particular the focus of this chapter is to present a survey on the most recent
advances in representation and analysis of video object trajectories for classification and
recognition purposes. The main methodologies for the description of motion trajectories,
as well as the matching techniques and similarity metrics will be reviewed. Strengths
and weaknesses of the different solutions will be discussed through a comparative analysis,
taking into account performance and implementation issues.

2.1 Trajectory representation

The problem of trajectory representation mainly consists of achieving an approximation
of the raw path through some parametric curve. The simplest model consists in the use of
chain codes [45], or piecewise linear approximations [72]. More accurate representations
may use curvilinear approximations such as polynomials [90] or splines [61]. The above
methods consider the trajectory as a 2D projection of the spatial displacement of the
point in the scene, even though 3D representations are gaining considerable ground in the
research community. In the following sections we will mainly focus on 2D representations,
since they are more widespread. However, some of the methods introduced for 2D have a
straightforward extension to 3D, also considering that in most cases the multidimensional
analysis can be carried out by combining different 2D views. Even though other features
such as velocity, motion direction, temporal offset, or view invariant tensor null-space rep-
resentations [17] [18] have been considered in the literature, for the sake of conciseness we
will focus on spatial approximation, making it clear that the methods described hereafter
could be extended to the other trajectory features.

Part of this Chapter appears in:
N.Piotto, M.Broilo, G.Boato, N.Conci, F.G.B. De Natale, ”Object Trajectory Analysis in Video Indexing and
Retrieval Applications” in D. Schonfeld, C. Shan, D. Tao, L. Wang, Video Search and Mining, Berlin: Springer-
Verlag, 2010, pp. 1-30 - Studies in Computational Intelligence - ISBN: 978-3-642-12899-8.
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2. STATE OF THE ART

2.1.1 Polygonal approximation

Polygonal approximation has been used in many pattern recognition problems, including
shape and contour representation. The idea is to interpolate the raw trajectory with a
piecewise linear curve with limited number of vertices. Since most of the information
is connected to the points of maximum curvature, this representation turns out to be
significant as well as compact. The resulting polygon should fulfill two requirements: (i)
best fit of the original curve, and (ii) minimum number of segments. The two conditions
are conflicting, then a trade-off has to be found by concurrently solving two optimization
problems:

• Error minimization problem: given a set of N points representing a raw trajectory
T = {ti} = {xi, yi}N

i=1, find the polygonal curve P = {pj} = {xj , yj}M
j=1 with a

number of line segments M , so that the approximation error ε(T, P ) is minimized.

• Number of dominant points minimization problem: given a set of N points repre-
senting a raw trajectory T , find the polygonal curve P with the minimum number
of segments M so that the approximation error ε(T, P ) does not exceed a maximum
tolerance εtol.

The most common criteria used for optimization are the compression ratio CR = N/M
and the integral square error [81] between vertices of T and linear segments of P . Fig.
2.1 shows a real trajectory and its approximation. The final number of segments varies
according the reconstruction error threshold imposed. Many polygonal approximation

N
iii yxT 1},{ ==

jp

Y

X

Figure 2.1: Polygonal approximation.

techniques have been proposed in the literature. Jointly optimal algorithms are quite
slow, with a complexity in the order of O(N2) or even O(N3). It is possible to reduce
the complexity to O(Nlog(N)) by focusing on one of the two minimization problems [14].
Heuristics are also widely used.

Approximation methods differ upon specific requirements, such as the application
context (e.g., pedestrians vs. vehicles), and the error metrics used for evaluation. The

8



2.1. TRAJECTORY REPRESENTATION

most important approximation methods can be roughly classified into four categories:
(1) sequential, (2) split & merge, (3) dominant point-detection, and (4) optimization
algorithms approaches. In the next paragraphs we will provide a general overview of
them.

2.1.1.1 Sequential tracing approaches

In sequential algorithms, the trajectory is progressively scanned and a mismatch condition
evaluated, when the error exceeds a threshold a new segment is started. Algorithms are
usually fast and can be applied in real-time, thus making them attractive in trajectory
representation even though the accuracy of the approximation is quite limited. Among
these methods, Sklansky and Gonzalez [84] proposed a scan-along procedure for digitized
curves, which starts from a point chosen randomly and tries to find the longest line
segments sequentially. Kurozumi and Davis [51] proposed instead a minimax method,
which determines the segments by minimizing the maximum distance between a given set
of points and the corresponding segment. Wall and Danielsson [92] proposed a sequential
method, which scans the points and outputs a new segment when the area deviation
per length unit of the current segment exceeds a pre-defined error. Ray and Ray [50]
determine the longest possible line segments with the minimum possible error. All the
aforementioned algorithms are designed to solve one of the minimization problems and
reach the solution in O(logN) or O(N) steps of binary search [14].

2.1.1.2 Split & merge methods

Split-based methods use a top-down approach where the coarsest approximation is the
segment connecting the first and last point of the path. If the approximation is not
satisfactory, it is refined by recursively splitting the segments until the accumulated error
reaches a predefined threshold or the maximum number of segments is exceeded (see Fig.
2.2). Depending on the split procedure, the number of pieces at the end of the process may
be higher than needed. In this case, a merging may occur to re-connect adjacent segments
with similar direction. The depth of the split is driven by the application requirements and
can be adjusted by varying the split criterion or the thresholds. The algorithm requires
the availability of the whole path.

The most popular algorithm in this field is a heuristic method known as ”Douglas-
Peucker” [24], adopted in both [5] and [25]. The iterative procedure splits the curve into
smaller elements and, at each iteration, calculates the distance of each vertex from the
original curve. The stop condition is fulfilled when the cumulative distance is smaller
than a given tolerance ε. The complexity of the method is O(N2) in the worst case, and
O(NlogN) on average. Leu and Chen [53] presented a hierarchical merging method, which
considers the trajectory as composed by a number of consecutive arcs. They are replaced
by their chord only if the arc-to-chord deviation results lower than a given threshold.
Ansari and Delp [3] proposed a technique that first uses Gaussian smoothing to reduce
the noise and then selects the points with maximal curvature as break points. The split

9



2. STATE OF THE ART
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Figure 2.2: Polygonal approximation using iterative splitting.

& merge process is then applied to the obtained samples. Ray and Ray [79] proposed an
orientation-invariant and scale-invariant method by introducing the use of ranks of points
and normalized distances. In this case, the approximation returned by the split-and-merge
may be far from the optimal one if the initial segmentation is not accurate.

2.1.1.3 Dominant point-detection methods

The core idea of this class of algorithms is that a shape is well represented by its high-
curvature points [4]. Then, a contour can be described by using such points as the
vertices of a piecewise linear interpolation. Several heuristics have been designed to this
purpose. Teh and Chin [88] determine the curvature at each point based on a support
region, and detect the dominant points through a non-maxima suppression process. Other
approaches rely on the detection of salient points. Held et al. [32] first apply a coarse-to-
fine smoothing to identify dominant points, and then define a hierarchical approximation
based on perceptual significance. Zhu and Chirlian [102] determine the importance of
each point by transforming the curve into polar coordinates and then calculating the
relevant derivatives. In this class of algorithms it is also possible to identify methods that
search for the most significant points using relaxation labeling [62]. The paper focuses on
the contour extraction of shapes, but the extension of the work to trajectory analysis is
straightforward. In this approach, the left and right slopes and the curvature are evaluated
and associated with an attribute list to each point of the input curve. This information
determines the initial probability of the current point to be a side (a linear piece in the
case of a trajectory), or an angle (a point with strong curvature). The relaxation process
iteratively updates the probabilities until convergence. The obtained angle points can
therefore be used as a meaningful representation of the whole trajectory.

Similarly to split & merge, the above methods require the availability of the whole
trajectory. Moreover, their performance is bounded by the accuracy achieved in the

10



2.1. TRAJECTORY REPRESENTATION

evaluation of the curvature.

2.1.1.4 Optimization algorithms

The approximation problem is here considered as an optimization task where the global
error is the cost to be minimized. The search of the solution that provides the minimum
error can be performed by stochastic optimization methods (e.g., genetic algorithms [34],
ant colony [98], particle swarm optimizations [99]), or by local optimization methods (e.g.,
tabu search [97] and vertex adjustment [70]). The initialization is obtained based on
some heuristics, and the approximation is progressively improved towards the minimum
of the global error. The final solution can be considered nearly optimal, although the
global minimum is usually not guaranteed. In these algorithms, the trajectory points are
typically examined in sequential order. The computational cost of these algorithms is
pretty high, but the achievable results have a higher fidelity since they are specifically
designed to climb local minima associated to suboptimal representations.

2.1.2 Spline approximation

A completely different approach consists in the use of splines [61]. Splines are smooth
curves (typically polynomials) that interpolate a set of points in a plane. Among the
many different spline types, B-Splines (a generalization of the Bèzier curves) are very
commonly adopted:

A(u) =
n

∑

i=0

Ni,d(u)pi (2.1)

where pi, i = 1, 2, . . . , n are the control points and Ni,d(u) are the B-spline basis functions
of order d. Control points represent the points of the original trajectory. To create the
spline approximation A(u), a vector of knots U = {u0, u1, . . . um−1} is needed. Given the
degree of the polynomial d and n control points, the number of knots m should be equal
to n + d + 1. U is a set of non-decreasing values in [u0, um−1] and all basis functions lie
in this interval. The i-th basis function Ni,d is calculated using the Cox de Boor formula:

Ni,0(u) =







1 if ui ≤ u < ui+1

0 otherwise

Ni,d(u) =
u − ui

ui+d − ui
· Ni,d−1(u) +

ui+d+1 − u

ui+d+1 − ui+1
· Ni+1,d−1(u). (2.2)

The spline approximation consists of determining the optimal coefficients of the polyno-
mial model to fit the trajectory. If the trajectories to be described are complex, higher
degree polynomials may be used, or more often the curve is segmented and represented
through piecewise polynomial fitting. In this case, trajectory segmentation problems arise
similar to those discussed in polygonal approximation. Usually, the degree of the polyno-
mial is kept low (e.g., third degree) to ensure smoothness and avoid oscillations.
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2. STATE OF THE ART

Spline approximation can be considered as a subset of the polynomial approximations
used in many areas of computer graphics. In the specific case of video indexing and re-
trieval it is mainly used to smooth the noisy path of a moving object in tracking. An
important property of the approximated curve is that it is invariant to affine transfor-
mations. Another advantage of the B-splines is that a local change in the raw trajectory
value does not affect the whole approximated curve, because each control vertex influ-
ences ±k/2 segments of the polygon in u. A sample curve approximated using a spline
is shown in Fig. 2.3. Even though splines are usually computed directly on the raw

Y

X

∑
=

.=

n

i

idi puNuA
0

, )()(

Figure 2.3: Spline approximation.

trajectory for computational reasons, it may be desirable to adopt a curvature detection
algorithm to extract dominant points to be used as control points. The above problem
can be formulated as a nonlinear optimization problem as follows. Given:

• a set of points of the raw trajectory tk, k = 1, 2, . . . , K in the plane

• a B-spline curve A(u) =
∑n

i=0 Ni,d(u)pi with control points pi

• the order and the knots of the B-spline curve (not subject to optimization)

find the control points pi, i = 1, 2, . . . , n such that f, defined in (2.3), is minimized

f =
1

2

K
∑

k=1

||A(u) − tk||2 + λfs. (2.3)

where fs is a regularization term to ensure a smooth curve, and λ is a positive constant
that determines the weight of fs.

2.1.3 PCA coefficients

Principal Components Analysis (PCA) is a method that reduces data dimensionality
based on the analysis of samples covariance. As such, it is suitable for data sets in
multiple dimensions, such as trajectory points [64]. The idea is to characterize a raw
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2.1. TRAJECTORY REPRESENTATION

trajectory only with its principal components, getting rid of all features that do not
convey significant information. Given a vector trajectory T made by a set of random
variables and known correlation matrix C, the k−th principal component (PC) is given
by an orthonormal linear transformation:

PCk = akT (2.4)

where ak is an eigenvector of C corresponding to its k−th largest eigenvalue λk. Algo-
rithms for the computation of the PCs are usually based on correlation or covariance [42].
Another approach that exploits PCA, is presented Bashir et al. in [6], where the authors
first segment trajectories using a curvature zero-crossing approach, followed by a cluster-
ing routine. The method applies then a two-level PCA analysis, in which the principal
components are first extracted from the whole object trajectory, and successively ana-
lyzed to determine the corresponding sub-trajectories. In other approaches the PCA is
applied to the null space representation [17], allowing achieving an affine invariant repre-
sentation used in retrieval and classification. In [18] [58] extensions of this representation
are proposed to allow the classification and retrieval of multiple interactive trajectories.

2.1.4 String-based (symbolic) representation

Syntax-based approaches convert the analytic representation of a trajectory into strings
of symbols, to provide a description of the path with a higher-level of abstraction. String-
based representation may be applied to raw trajectory samples, or to the approximated
representation achieved by one of the methods described above. Once the key points of
the trajectory are extracted, they are translated into symbols according to the associated
spatio-temporal information, and aligned into strings. Once the information is in symbolic
form, several approaches for matching can be considered, in particular it is possible to
rely on some alignment strategies used in bioinformatics to match genomic sequences [68].

Different approaches can be used for bringing the numerical trajectory samples to a
symbolic domain. For example, a very naive approach is proposed in [20]: here, a static
grid is built over the map of the environment, and a spatial sampling of the original path
is operated followed by a merging procedure for removing the useless regions. In [40],
the authors propose to use standard independent probabilistic event detectors over the
incoming trajectory data (i.e., a bank of HMMs trained on each specific primitive they
want to consider). Instead, the works in [35] and [76] consider some trajectory-related
information (e.g., direction, local speed, and more).

String-based algorithms have been used in computer vision especially for shape clas-
sification [29] and they have been introduced more recently in object trajectory represen-
tation. For instance, in [95] the authors assume that each trajectory segment is labeled
with a semantic symbol. Using the chain of successive symbols, a support vector machine
is trained to classify different events. In this case, the clustering scheme requires a lot of
training samples and each fragment has to be labeled in advance. In the work of Chen
[35], key points are labeled using characters to map the moving direction. In this way,
strings can be compared for both matching and clustering purposes. This representation
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can easily tackle the problem of partial matching, making it possible to detect sub-strings
within the whole sequence of symbols. Furthermore, this representation allows to easily
achieve the invariance to spatial shift and scaling. [76] provides a description of the trajec-
tory using syntactical elements. Here, key trajectory points are extracted and represented
by three characters, corresponding to angle, speed and temporal offset with respect to the
previous point, to achieve a full spatio-temporal representation.

The advantage of syntactical approaches is that the matching phase can be simply
implemented as a matching of words, like in text processing tools, typically using similarity
metrics such as the edit distance [80]. As explored deeper in Section 2.2, other matching
approaches propose for this representation, relying for example on graphical probabilistic
models (e.g., HMM, DBN, CFG).

Table 2.1 reports a comparative analysis of the representation methods cited above.

2.2 Trajectory matching

This section deals with matching strategies that can be adopted to measure the similarity
among trajectories. In developing a matching algorithm several issues should be taken into
account. In fact, the extraction of object trajectories from video streams is typically im-
precise due to environmental noise, illumination variations, processing errors, occlusions,
and so on. The joint effect of these uncertainties typically leads to noisy trajectories that
contain gaps and outliers. Moreover, even trajectories referring to similar events may
present significant differences in several respects, such as initial direction and location,
spatial length, temporal duration, and sampling rate, thus leading to mismatches. Accord-
ing to the abstraction level adopted for trajectory representation, matching techniques can
be roughly divided into three categories: dynamic, statistical, and vector-based. Dynamic
matching includes a set of simple yet effective comparison tools that can be applied to raw
or filtered samples, and are able to deal with limited trajectory misalignments. Statistical
matching is more sophisticated and requires a pre-processing to extract a set of consistent
low-level features, the similarity measure is then obtained by comparing the distribution
of query and target samples in the feature space. Finally, vector matching algorithms rely
on a high-level representation of the trajectories, where the feature vectors are mapped
into symbols. This representation strongly simplifies the matching phase, which can be
achieved through simple metrics (e.g., Lp-norm, Hausdorff or city block distances, string
alignment techniques) and weighted combinations of the features.

2.2.1 Dynamic matching

Methods referred to as dynamic matching are basic comparison tools, enabling the user
to process sequences of different lengths. This is a key feature, since in real applications
it is almost impossible to impose the same length to trajectories. The main feature of
these methods is the capability of applying a local warping to the sequences, in order to
achieve the best alignment. Depending on the application requirements, the stretch may
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C
at

eg
or

y
D

es
cr

ip
ti
on

S
tr

en
gt

h
s

an
d

W
ea

kn
es

se
s

P
o
ly

g
o
n
a
l

a
p
p
ro

x
im

a
ti

o
n

In
te

rp
ol

at
e

th
e

tr
a
je

ct
or

y
w

it
h

p
ie

ce
w

is
e

li
n
ea

r
cu

rv
es

w
it
h

th
e

m
in

im
u
m

nu
m

b
er

of
ve

rt
ic

es
.

P
ro

s:
si

m
p
le

an
d

fa
st

.
C

o
n
s:

d
ep

en
d
s

on
th

re
sh

ol
d
s.

S
eq

u
en

ti
a
l
tr
a
ci

n
g

[8
4]

[5
1]

[5
0]

S
ca

n
th

e
tr

a
je

ct
or

y
to

ev
al

u
at

e
er

ro
r

co
n
-

d
it
io

n
s

an
d

st
ar

t
n
ew

se
gm

en
ts

.
P

ro
s:

m
in

im
iz

e
th

e
d
el

ay
.

C
o
n
s:

se
gm

en
ta

ti
on

is
n
ot

op
ti
m

al
.

S
p
li
t
a
n
d

m
er

ge

[5
]
[2

5]
[5

3]
[3

]
[7

9]
It

er
at

iv
e

sp
li
t

u
nt

il
th

e
ac

cu
m

u
la

te
d

er
ro

r
is

b
el

ow
a

th
re

sh
ol

d
.

P
ro

s:
si

m
p
le

an
d

fa
st

.
C

o
n
s:

en
ti
re

tr
a
je

ct
or

y
re

qu
ir

ed
.

D
o
m

in
a
n
t
po

in
ts

d
et

ec
ti
o
n

[8
8]

[3
2]

[1
02

]
[6

2]

F
in

d
h
ig

h
-c

u
rv

at
u
re

p
oi

nt
s,

an
d

co
n
n
ec

t
th

es
e

ke
y

p
oi

nt
s

vi
a

li
n
ea

r
se

gm
en

ts
.

P
ro

s:
th

e
tr

a
je

ct
or

y
cu

rv
at

u
re

is
p
re

se
rv

ed
.

C
o
n
s:

en
ti
re

tr
a
je

ct
or

y
re

qu
ir

ed
.

O
p
ti
m

iz
a
ti
o
n

a
lg

o
ri

th
m

s

[3
4]

[9
8]

[9
9]

[9
7]

[7
0]

F
ro

m
an

in
it
ia

l
ap

p
ro

xi
m

at
io

n
,

it
er

at
e

to
fi
n
d

th
e

gl
ob

al
ap

p
ro

xi
m

at
io

n
er

ro
r.

P
ro

s:
n
ea

r-
op

ti
m

al
so

lu
ti
on

is
fo

u
n
d
.

C
o
n
s:

h
ig

h
co

m
p
u
ta

ti
on

al
co

st
.

S
p
li
n
e

a
p
p
ro

x
im

a
ti

o
n

In
te

rp
ol

at
e

p
oi

nt
s

w
it
h

a
sm

oo
th

cu
rv

e.
P

ro
s:

ap
p
ro

xi
m

at
io

n
as

a
sm

oo
th

cu
rv

e.
C

o
n
s:

en
ti
re

tr
a
je

ct
or

y
n
ee

d
ed

.
P
o
ly

n
o
m

ia
l
in

te
rp

o
la

ti
o
n

[9
0]

N
u
m

er
ic

al
an

al
ys

is
to

re
p
re

se
nt

an
in

te
r-

p
ol

at
ed

cu
rv

e
w

it
h

a
p
ol

yn
om

ia
l.

P
ro

s:
nu

m
er

ic
al

ly
op

ti
m

al
so

lu
ti
on

.
C

o
n
s:

h
ig

h
co

m
p
u
ta

ti
on

al
co

st
;

or
d
er

of
th

e
p
ol

yn
om

ia
l

d
ep

en
d
en

t
on

th
e

nu
m

b
er

of
ke

y-
p
oi

nt
s.

B
-s

p
li
n
e

a
p
p
ro

xi
m

a
ti
o
n

[8
3]

[5
7]

[3
9]

P
ie

ce
w

is
e

p
ol

yn
om

ia
l
ap

p
ro

xi
m

at
io

n
.

P
ro

s:
ke

yp
oi

nt
ch

oi
ce

aff
ec

ts
on

ly
a

sm
al

l
p
ar

t
of

th
e

ap
p
ro

xi
m

at
ed

cu
rv

e.
C

o
n
s:

n
on

-l
in

ea
r

ap
p
ro

xi
m

at
io

n
.

P
C

A

[4
2]

[6
]
[1

6]
C

h
ar

ac
te

ri
ze

a
ra

w
tr

a
je

ct
or

y
on

ly
w

it
h

it
s

p
ri

n
ci

p
al

co
m

p
on

en
ts

.
P

ro
s:

co
m

p
ac

t
re

p
re

se
nt

at
io

n
.

C
o
n
s:

p
ar

t
of

th
e

in
fo

rm
at

io
n

is
lo

st
.

S
tr

in
g
-b

a
se

d

re
p
re

se
n
ta

ti
o
n

H
ig

h
-l
ev

el
d
es

cr
ip

ti
on

u
si

n
g

sy
m

b
ol

s.
P

ro
s:

ad
d

se
m

an
ti
c

in
fo

rm
at

io
n
.

C
o
n
s:

re
qu

ir
es

p
re

p
ro

ce
ss

in
g.

P
o
in

ts
la

be
li
n
g

[3
5]

A
tt

ac
h

to
a

p
oi

nt
/s

et
of

p
oi

nt
s
a

te
xt

la
b
el

d
es

cr
ib

in
g

m
ot

io
n

p
ri

m
it
iv

es
.

P
ro

s:
it

ac
ce

p
ts

te
xt

u
al

qu
er

ie
s.

C
o
n
s:

m
ac

h
in

e
le

ar
n
in

g
n
ee

d
ed

.
C

h
a
ra

ct
er

s
co

d
in

g

[7
6]

[8
]

B
ri

n
g

ke
y

p
oi

nt
s

in
fo

rm
at

io
n

in
to

sy
m

b
ol

s
an

d
co

d
e

th
e

se
qu

en
ce

as
a

si
n
gl

e
st

ri
n
g.

P
ro

s:
ea

sy
lo

ca
l
an

d
gl

ob
al

m
at

ch
in

g.
C

o
n
s:

ke
y

p
oi

nt
s

d
et

ec
ti
on

/q
u
an

ti
za

ti
on

is
re

-
qu

ir
ed

.

T
ab

le
2.

1:
T
ra

je
ct

or
y

re
p
re

se
nt

at
io

n
:

a
co

m
p
ar

at
iv

e
an

al
ys

is
.

15



2. STATE OF THE ART

be operated either in the temporal or spatial domain, thus providing time warping and
spatial warping, respectively.

Concerning the temporal domain, dynamic time warping (DTW) is a distance measure
used in 1-D time-series comparison [9]. Initially applied to speech signal analysis, it
has been recently extended with success to different application domains including sign
language recognition [46] and trajectory matching [36], because of its conceptual simplicity
and versatility. Basically, the method relies on a classic distance operator (e.g., Lp-norm)
and on a particular matching procedure that finds the optimal alignment between the
query and the target series, allowing temporally shifted matches between samples. The
matching score is calculated as the cumulative distance among samples.

The distance between two generic series X = {xn}N
i=0 and Y = {yn}M

j=0 can be mea-
sured by constructing a warping path [46], as in Eq. (2.5):

W = w0, w1, . . . , wK max{N, M} < K < (N + M − 1) (2.5)

where K is the length of the warp path and wk = (i, j) where i, j index X and Y ,
respectively. The warping path involves all samples in the trajectory (i.e., w0 = (0, 0) and
wK = (N, M)); moreover, i and j have to be continuous (i.e., every index in all series has
to be used) and monotonically increasing. The distance between X and Y is the optimum
warp path that minimizes the overall warping distance, satisfying Eq. (2.6):

DTW (X, Y ) = min

{

1

K

[

K
∑

k=1

wk

]}

(2.6)

where, wk is the minimum distance between two samples indexes (one from X, one from Y )
in the k−th element of the warp path (see Fig. 2.4). DTW presents some major drawbacks

Sequence X

S
eq
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ce
 Y

DTW(X,Y)

O
ptim
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 W

ar
pin

g 
pat

h

i0 N

j

M

0

wk

Figure 2.4: DTW: optimum warping path construction.

in the sensitivity to noise and outliers. Furthermore, since the global similarity score is
evaluated on the basis of cumulative sample-to-sample distances, different sampling rates
(scaling) and misalignments (shifting) may lead to high distances even in the presence of
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2.2. TRAJECTORY MATCHING

very similar series. Finally, the computational complexity of the method is relatively high:
O((N + 1)(M + 1)) with N + 1, M + 1 length of the sequences. Dynamic programming
techniques are usually employed to effectively achieve the best alignment and to drastically
reduce the complexity. As an example, given the two sequences X and Y , the distance
DTW (X, Y ) is calculated as:

DTW (Xi, Yj) = min







DTW (Xi, Yj−1)
DTW (Xi−1, Yj)
DTW (Xi−1, Yj−1)







+ d(xi, yi) (2.7)

where d(·, ·) is a distance metric that strictly depends on the employed trajectory rep-
resentation, Xi = {x0, x1, . . . , xi−1} and Yj = {y0, y1, . . . , yj−1}. At each sample, the
warping distance DTW (Xi, Yj) between Xi and Yj indicates the cumulative sum of the
local distance d(xi, yj) and the minimum of cumulative distances among adjacent samples.
In particular, DTW (Xi, Yj) is the optimum warping path between the first i samples of
X and the first j of Y . Regarding this measure, several advances have been carried out al-
lowing enhancing the robustness to noise [23] and reducing the computational complexity
[47].

An improved approach is presented in [22], which nearly replicates the DTW matching
scheme in the spatial domain with significant algorithmic enhancements. Given two se-
quences, the Longest Common SubSequence (LCSS) is used to optimize the alignment by
finding the longest subsequence between two trajectories. This concept provides a higher
flexibility allowing non-consecutive samples and the insertion of gaps. This feature is fun-
damental, since it introduces the capability of (i) effectively processing paths of different
lengths, (ii) coping with different sampling rates, and (iii) partially handling problems
related to noise and outliers.

Fig. 2.5 sketches the difference between the alignments of the same two sequences,
obtained through temporal and spatial warping, respectively. LCSS leads to a more
significant alignment, since it allows excluding some samples from the matching process;
on the contrary, DTW requires to match every query sample, thus causing a one-to-many

0 10 20 30

(a)

0 10 20 30

(b) time [s]time [s]

Module Module

Figure 2.5: Comparison between the alignments obtained through (a) DTW and (b) LCSS.

17



2. STATE OF THE ART

association between query and target paths (Fig. 2.5-(a)). Similarly to DTW, LCSS relies
on standard distance metrics, although employed in a different way. While in DTW the
final score is evaluated by computing the sample-to-sample distance, in LCSS the distance
is used to check whether two samples are correlated or not [89]. In particular, this strategy
consists in checking if the samples in the target trajectory fall within a spatio-temporal
region defined in the query. If the condition is verified, the match occurs. The matching
region is defined by two thresholds ε and δ, in space and time, respectively.

Since the computational burden of the alignment process is quite high, also the LCSS
scheme is usually implemented with dynamic programming techniques, with a computa-
tional complexity in the order O((N +1)(M +1)). Given two 1D time series X and Y , the
LCSS distance is evaluated by dynamically computing the matrix coefficients according
the following recursion:

LCSSε,δ(Xi, Yj) =



































0 if i = 0 or j = 0

1 + LCSSε,δ(Xi−1, Yj−1)) if |xi − yj| < ε and |i − j| < δ

max

{

LCSSε,δ(Xi−1, Yj),
LCSSε,δ(Xi, Yj−1) otherwise

(2.8)
The LCSS algorithm outputs the length of the longest common subsequence between the
series. A similarity score in the range [0-1] is then defined as follows:

S(X, Y, ε, δ) = 1 −
LCSSε,δ(XM , YN)

max{M, N}
(2.9)

Although performing generally better than DTW, LCSS still presents some limits in
dealing with significant noise or outliers, since the insertion of gaps is neither penalized
nor taken into account in the aligned subsequence.

2.2.2 Statistical matching

In statistical matching, trajectory similarity is evaluated by analyzing the distribution of
low-level features such as spatial location, local direction, or speed. In particular, these
methods aim at estimating the probability density functions (pdf ) of relevant parameters
in order to build a statistical model of the target trajectory. Once the model has been
defined, the similarity between query and target is calculated on the relevant distributions.
A statistical inference process associates the input sequence T to the model Mn that most
likely fits the query (see input/output flowchart in Fig. 2.6-(b)). This classification
requires a training phase (sketched in Fig. 2.6-(a)), where the parameters of the machine
learning algorithm (e.g., Self-Organizing Network, Hidden Markov Models) are learned
from a pre-classified set of trajectories or through unsupervised techniques.
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T

Query path
(input)

Path prototypes
(output)

MnStatistical
inference

(b)(a)

Path-prototype 
pairs  (input)

Prototype
statistics  (output)

Prototypes (Mn) 
learning

Figure 2.6: Input/Output of statistic matching methods: (a) learning phase, (b) classification.

The methods belonging to this family are proved to be particularly robust against noise
and outliers. Two major aspects have to be taken into account in statistical matching:
(i) the definition of target models, and (ii) the definition of the matching strategy. As
to the first point, models are usually obtained by processing a significant set of paths
associated to a given activity and estimating the distribution of the relevant features:
spatial location, moving direction, object speed, object acceleration. The second point
requires the definition of suitable metrics to evaluate the similarity between the statistics
of input and model.

Among statistical methods for trajectory analysis, clustering techniques are very pop-
ular. In these techniques, similar paths are grouped together in clusters and compared
against a query sample, to determine the class it belongs to, with a maximum similarity
criterion. [77] proposes a strategy for trajectory distance measurement and clustering re-
lying on Hidden Markov Models (HMM). The model of the path is build upon a mixture
of HMMs and the similarity evaluation is performed by checking the statistical distribu-
tion of a given query over each model. More formally, considering two sequences X and
Y , their distance is defined relying on their HMM parameterization as follows:

D(X, Y ) = |L(X; λX) + L(Y ; λY ) − L(X; λY ) − L(Y ; λX)| (2.10)

where λX and λY are the models for X and Y , respectively, and the terms L(·; ·) indicates
the likelihood of a path with respect to a model. It is worth noticing that when two
sequences are similar, the cross terms are generally high. A major advantage of this
approach is that the speed can be considered together with geometrical/spatial features
of the trajectory. Moreover, the system can cope with the so-called uneven sampling
instances (i.e., non-uniform trajectory sampling between consecutive points), which are
typical of real-time tracking applications.

Top-down approaches introduce the concept of hierarchical clustering in statistical
matching. [55] presents a hierarchical clustering strategy that first identifies global simi-
larities and then refines the analysis of each coarse cluster. An initial wavelet decomposi-
tion is employed to tackle noise in the raw trajectory. After smoothing, a set of features
is extracted concerned with the so-called trajectory resampling point set (TRPS) and
trajectory directional histogram (TDH). TRPS is the result of the path resampling at
regular spatial steps (i.e., it encodes specific positions); TDH is a directional histogram
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that considers the direction between consecutive track samples (i.e., it encodes the sta-
tistical trend of the direction providing a rough path representation). Finally, a two step
clustering is carried out: first, TDH information is exploited in a dominant-set clustering
algorithm to identify coarse clusters; second, the similarity between two paths i and j is
calculated with the Bhattacharyya distance as follows:

BD(i, j) = [1 −
N

∑

b=0

√

TDHibTDHjb]
1/2 (2.11)

where TDHib and TDHjb are the bth elements of the directional histogram for the paths
i and j, respectively. Once rough clusters have been identified, TRPS information is used
to refine them, and the Lp-norm distance is used as metric.

More recently, [2] proposed an effective unsupervised clustering algorithm using mean-
shift to detect coarse clusters, and a merging procedure to group adjacent blobs and
eliminate outliers. Even though this method outperforms the work in [55] in the presence
of noise, both methods require a resampling phase, thus not ensuring the preservation of
the original temporal information. Another interesting work for trajectory clustering in
video surveillance can be found in [73], where a system is proposed, able to create and
update the trajectory clusters as soon as the samples are acquired by the tracker. The
trajectory data are represented as concatenations of raw samples T = {ti} = {xi, yi}N

i=1,
while each cluster C is represented by a prototype, defined as a stream of raw spatio-
temporal locations in conjunction with an additional parameter (σ2

i ) that indicates the
local variance of the cluster at time i:

C = {ci} = {xi, yi, σi}M
i=1 (2.12)

The metric to compare the incoming trajectory T against each detected cluster C is
defined as the average normalized distance of every trajectory point (ti) from the nearest
point of the cluster, calculated within a variable-size temporal window wi centered in i,
as follows:

D(T, C) =
1

n

N
∑

i=1

d(ti, C) ; d(ti, C) = min
j

(

dist(ti, cj)√
σj

)

j ∈ wi (2.13)

where dist(., .) is the Euclidean distance.
A particular case of matching is when one wants to detect trajectories that do not

comply with any model: this case is usually referred to as anomalous trajectory detection.
Johnson et al. [41] propose a method for anomalous trajectory identification employing a
sequence of feature vectors to represent the spatial location and the velocity of the object
at each time instant. The approximation of the statistical distribution of the vectors in
the feature space is achieved through a vector quantization. In particular, two concurrent
neural networks are developed: initially the sequence of vectors that best represents a
target trajectory is identified and then, similar tracks are clustered. According to the
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proposed network topology, each output node represents one of the models and it is said
to ’win’ if the associated model is the nearest to the feature vector presented as query.
Leaky neurons with short-term memory capabilities are employed, in order to model
also the temporal nature of the paths. The major drawback of this technique is that
it cannot handle sub-trajectories. Another critical issue lies in the vector quantization
phase, which provides a pdf approximation relying on the point distribution of prototypes.
In particular, the number of the prototype vectors and their initial positioning within the
feature space has to be manually defined. To cope with these problems, [60] proposes an
improved method based on a completely autonomous system to detect anomalous motion.
Such method extends [41], providing a learning module that ensures higher accuracy in
the clustering phase and allows for an automatic setup of trajectory prototypes, i.e., the
representative of the cluster. Each prototype is supposed to have a Gaussian distribution,
and the anomaly detection is carried out by checking the fitness of the incoming path
over the available models, according to a Maximum-A-Posteriori criterion. To improve the
reliability of the system in detecting routes that range over wider time intervals a feedback
to the neural network is introduced in [87], while Owens et al. in [71] employ a Kohonen
self-organizing map [49]. The approach in [38] further improves [71] by introducing a new
hierarchical network structure that allows faster learning.

2.2.3 Vector matching

The general idea behind vector-based matching techniques is to extract a symbolic sig-
nature of the path in the form of a feature vector, in order to evaluate the similarity
between trajectory pairs on the basis of the distance of the relevant signatures [44]. The
path signature is calculated in two phases: first, the features are extracted from the raw
data; second, quantization and symbolic coding are performed. Since the information is
coded at the symbolic level, the vector distance can be effectively evaluated using simple
metrics (e.g., Euclidean, Minkovsky, or Hausdorff distances). In Fig. 2.7 the generic
flowchart of a vector-based matching is reported. The incoming path is pre-processed
in order to bring its representation to a symbolic domain. The symbolic stream is then
fed into the comparison routine to match the query with the signatures extracted from
database entries.

Since the representation consists of a string of symbols, the comparison between tra-
jectories can be casted to a string matching problem. The most popular metrics used
in this context are based on the edit-distance [59], which defines the distance between
two sequences as the minimum number of elementary operations required to convert one
string into the other. The allowed operations are: deletion, insertion and substitution.
Fig. 2.8-(a) reports an example of edit distance calculation between two textual strings,
where non-matching characters are highlighted in bold. Referring to the alignment string,
pipe stands for matching symbols, cross stands for symbol substitution, and - indicates a
symbol insertion. In this example it is easy to see that the final edit distance is 6 since
S1 can be reverted to S2 by substituting the symbol ”A” with ”P” and inserting 5 gaps.
The most common way to calculate the edit distance is through a dynamic programming
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Figure 2.7: Flowchart of vector-based matching methods.

approach. Given two strings of symbols X = x0 . . . xN and Y = y0 . . . yM from a given
alphabet, a matrix ED of M + 1 rows and N + 1 columns is initialized and filled starting
from the upper left to the lower right corner, running the recursive algorithm reported in
Table 2.2-(top). Here, d is the penalty for the gap insertion and it is set to 1 (i.e., d = 1),
while the symbol substitution cost assumes binary values (i.e., cost = 0, 1), depending
whether symbols match or not. Once the dynamic programming problem is solved, it
returns the final edit-distance ED(N, M).

Among the most interesting techniques that employ this approach, Chen et al. [15]
introduce a symbolic trajectory retrieval system called movement pattern string (MPS).
Raw samples are processed in order to recover information about the local direction and
the distance ratio, i.e., the ratio between the current segment and the whole trajectory.
These features are then quantized and each level is associated to a symbol. Accordingly, a
similarity metric based on the Levenshtein distance [54] is used for trajectory alignment.
Zheng et al. propose in [101] another interesting video retrieval system that compares
video clips using a string-based alignment of trajectories. Although the temporal evolution
of the path is a fundamental factor characterizing motion, both methods do not take into
consideration temporal displacements. This problem is partially solved in [37], which
proposes a complete retrieval system aiming at bridging the semantic gap between the
users’ query and the trajectory representation. The incoming samples are filtered and
hierarchically clustered in space and time through spectral clustering. The classes are
determined using the minimum cumulative square distance as a metric. Each cluster
is then associated with high-level activity models automatically learned from the paths.
Finally, the acquired activity models are indexed in a hierarchical tree. A more recent
implementation that exploits the edit-distance is presented in [13]. Here, the object
trajectories are processed and represented by a chain of symbols indicating the direction
and velocity components (sampling time is assumed unitary and constant). The symbolic
mapping of the path is then achieved by quantizing each component, in order to reduce
the redundancy. Since no resampling or trajectory smoothing is applied, the symbolic
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Figure 2.8: Comparison between (a) edit distance, (b) global alignment and (c) local alignment.

mapping may lead to long symbol chains where each sample is encoded as a symbol. In
the same class of methods, [75] proposes a comparison strategy inspired by the alignment
methods adopted in bioinformatics to match genomic sequences [68][85], also referred to
as inexact or approximate matching.

The adopted metrics rely on modifications of the Levenshtein distance. As for edit-
distance, they are still based on the combination of elementary operations such as deletion,
insertion and substitution of symbols, but they assign arbitrary scores to each of them, in
order to make more flexible the fitness function. This kind of matching algorithms provide
several advantages over the implementations described in Section 2.2.1. In particular, they
provide a confidence parameter as compared to hard (match/no-match) criteria. Referring
to the formula in Table 2.2, the modifications concern the evaluation of substitution
costs, expressed as real numbers in the range [0 − 1]. Since alphabet of symbols is fixed,
substitution scores of each symbol pair can be encoded in a set of substitution matrices.

The examples in Fig. 2.8-(b) and 2.8-(c) show the results achieved when matching the
same pair of genetic sequences using a global and a local alignment, respectively. The
global alignment [68] optimizes the score corresponding to the overall matching of the
whole sequence, while the local alignment [85] searches for the most similar subsequences.
Dynamic problems that have to be solved in order to recover global or local alignments
are fairly the same, except for the matrix initialization and some slight differences in the
recursive algorithm [68][85]. In [85] the first row and column of the dynamic matrix are
padded with zeros and the recursion is made using a maximum operator over the same
entries as in edit-distance. In [68], the initialization follows the scheme of edit-distance
and considers a negative score for gaps. The recursion part is instead the same as for
the edit-distance. In Table 2.2 a schematization is reported to underline algorithmic
differences among edit-distance, global and local alignment.

Recently, a syntactic representation was introduced in [76], where the path is decom-
posed in high-level syntactic elements that represent significant substrings of the original
trajectory. The structure of the symbols has been arranged according to a set of rules
that ensure a flexible representation. Referring to Fig. 2.7, the flow chart of the algorithm
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Category Cost

value

Matrix setup Recursion

Edit-

distance

[54]

Binary

for i = 0 to N
ED(i, 0) = i × d

for j = 0 to M
ED(0, j) = j × d

with d = 1

ED(i, j) = min







ED(i, j − 1) + d
ED(i − 1, j) + d
ED(i − 1, j − 1) + cost

Global

align-

ment

[68]

Fuzzy

for i = 0 to N
G(i, 0) = i × d

for j = 0 to M
G(0, j) = j × d

with d < 0

G(i, j) = min







G(i, j − 1) + d
G(i − 1, j) + d
G(i − 1, j − 1) + cost

Local

align-

ment

[85]

Fuzzy

for i = 0 to N
L(i, 0) = 0

for j = 0 to M
L(0, j) = 0

with d < 0

L(i, j) = max















0
L(i, j − 1) + d
L(i − 1, j) + d
L(i − 1, j − 1) + cost

Table 2.2: Different metrics for comparison evaluation: (top) edit-distance, (center) Global
alignment, (bottom) Local alignment.

provides a preprocessing phase to detect meaningful spatio-temporal discontinuities. Each
element is quantized in direction, velocity, and differential time, and then mapped into
a symbol triplet according to a predefined codebook. The matching among trajectories
can be therefore expressed in terms of the highest score obtained by aligning the strings
of symbols.

In Table 2.3 a comparison among the considered matching categories in terms of
representation, strengths and weaknesses is reported.

Other trends can be identified in literature relying on symbolic path representations.
A common and widely used approach to model the structure of human behaviors relies on
purely probabilistic approaches exploiting, for example, Hidden Markov Models (HMM),
related modifications [26], as well as Dynamic Bayesian Networks (DBN) [52]. The gen-
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eral idea of these approaches is to extract sets of features from the low-level data and feed
them into the probabilistic graphical model used to define the event structure.
As an example, the work in [26] implements a strategy to learn and recognize human ac-
tivities through a special type of Hidden Markov Models (Switching Hidden Semi-HMM).
A two-layer representation is proposed: in the bottom layer a sequence of concatenated
Hidden Semi-Markov Model (generalization of HMM with random state duration) defines
the atomic activities; the upper layer handles the temporal structure of the activities
composing the event by means of a sequence of switching variables. In the same spirit,
the authors of [69] proposed a Hierarchical HMM, in order to exploit both the hierarchical
structure and the shared semantics contained in the movement trajectories. Moreover,
they introduce a Rao-Blackwellised particle filter in the recognition engine in order to cope
with real-time recognition constraints. Exploiting such a representation, the method first
learns the actions of a subject from an unsegmented training data set, and successively
performs an online activity classification, segmentation and anomaly detection. Among
the purely probabilistic approaches, an alternative is proposed in [52] where a scalable
approach for complex activity recognition is described. The system includes three major
modules: a low-level action detector, for the extraction of sub-events from the low-level
data, a Dynamic Bayesian Network that encodes the prior knowledge of sub actions or-
dering constraints, and a Viterbi-based inference algorithm, used to maintain the most
likely activity given the DBN status and the output of the low-level detectors.
The main advantage of these methods is the capability of handling the uncertainties
generated during the low-level processing. On the other hand, as the event complexity
increases, the recognition performance dramatically drops, due to a combination of factors
including insufficient training data, semantic ambiguity in the model of the process, or
temporal ambiguity in competing hypotheses. Although some methods for unsupervised
parameter estimation of the graphical model have been proposed [10], the major problem
remains the definition of the network topology, which is usually too complex to be learned
from a sparse dataset, and is commonly pre-defined by human operators.

Some other approaches perform the activity recognition in a symbolic domain. In
particular, in these works an intermediate step is introduced between the low-level fea-
ture extraction and the high-level reasoning. The low-level primitive processing is carried
out in different ways (e.g., HMM or similar), while for the high-level behavior model-
ing a common approach is to adopt the Context-Free Grammar formalism. In [40], for
example, the authors propose to split the problem into two parts, using a statistical ap-
proach to detect primitives (low-level activities), and a syntactic approach to detect the
high-level structures. In the first phase, HMMs are employed to propose candidates for
low-level temporal features; these features serve then as input for the Stochastic Context-
Free Grammar (SCFG), providing longer-range temporal constraints, disambiguating un-
certain low-level detections, and allowing the inclusion of a priori knowledge about the
structure of temporal events. In [63] a system is proposed to generate detailed annotations
of complex behaviors of humans performing the Towers of Hanoi through a parameterized
and manually-defined stochastic grammar, able to identify both single operations as well
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as more complex tasks. In [65] the authors also use SCFG to extract high-level behaviors
from video sequences, in which multiple subjects can perform different separable activities.
An alternative approach is proposed in [43]. Here, the so-called attribute grammars [48]
are employed as descriptors for features that are not easily represented by finite symbols.
They provide, in other words, a formal way to define attributes for the production rules
of a formal grammar. The final goal of the proposed work is to recognize activities and
potential signal anomalies. In particular, the proposed framework can handle concurrent
behaviors involving multiple entities, as well as uncertainties in semantic conditions on
the attributes that are used to express a confidence measure over the recognized events.

A common drawback of the systems relying on formal grammars is in the definition
and updating of the production rules. In fact, an exhaustive formalization and structur-
ing of the observable activities a person can perform in everyday life, is in practice not
available, since all possible actions cannot be defined a priori. For this reasons, in [31] a
computational framework is proposed, able to recognize behaviors in a minimally super-
vised manner, relying on the assumption that everyday activities can be encoded through
their local event subsequences, and assuming that this encoding is sufficient for activity
discovery and classification. In this work, the authors introduce the concept of Motif,
defined as the most frequent subsequences that appeared in the data collection phase
that may be associated to relevant atoms to be recognized as behaviors. The activity
recognition is then based on the discovery and matching of the Motif elements. However,
since behaviors are modeled using rigid variable-length event subsequences, the method
is sensitive to the noise introduced for example by changing the order of the sub-events.
Another major limitation of SCFG based system that prevent their use in real applica-
tions is that the parsing strategy can handle only sequential relations between sub-events,
with no capability in catching the parallel temporal relations often existing in complex
events. Recently, to overcome this issue, the authors of [100] have proposed to extract
the terminal symbols of a SCFG from motion trajectories. In particular, the motion tra-
jectories are transformed in a set of basic motion patterns (primitives) that are taken as
terminals for the formal grammar. Then, a rule induction algorithm based on the Mini-
mum Description Length (MDL) is proposed to automatically derive the spatio-temporal
structure of the event from the primitive stream. The complex temporal logic between
atomic events is modeled through a combination of SCFG and Allen’s temporal logic,
while a Multi-Thread Parsing algorithm with Viterbi-like error recovering is developed in
order to recognize interesting events in the stream.

26



2.2. TRAJECTORY MATCHING

C
a
te

g
o
ry

P
a
th

D
e
sc

ri
p
ti

o
n

P
ro

s
&

C
o
n
s

D
y
n
a
m

ic

[9
]
[4

6]
[2

2]
[8

9]
R

aw
sa

m
p
le

st
re

am
,

sy
nt

ac
ti
c-

sy
m

b
ol

ic
re

p
re

se
n
-

ta
ti
on

.

S
tr

et
ch

in
g

in
te

m
p
or

al
/s

p
at

ia
l

d
om

ai
n

to
d
et

er
m

in
e

th
e

b
es

t
al

ig
n
m

en
t.

T
h
e

si
m

il
ar

-
it
y

is
th

e
cu

m
u
la

ti
ve

d
is

ta
n
ce

b
et

w
ee

n
sa

m
-

p
le

s
or

lo
n
ge

st
co

m
m

on
su

b
se

qu
en

ce
s.

D
y-

n
am

ic
p
ro

gr
am

m
in

g
is

u
se

d
to

re
co

ve
r

th
e

w
ar

p
in

g
p
at

h
an

d
th

e
fi
n
al

si
m

il
ar

it
y

sc
or

e.

P
ro

s:
m

at
ch

se
ri

es
w

it
h

d
iff

er
-

en
t

le
n
gt

h
s.

C
o
n
s:

h
ig

h
co

m
p
u
ta

ti
on

al
co

m
p
le

xi
ty

.

S
ta

ti
st

ic

[7
7]

[5
5]

[2
]
[7

3]
[4

1]
[6

0]
[8

7]
[7

1]
[3

8]

V
ec

to
rs

of
lo

w
-

le
ve

l
fe

at
u
re

s.
A

st
at

is
ti
ca

l
m

od
el

is
b
u
il
d

p
ro

ce
ss

in
g

lo
w

le
ve

l
fe

at
u
re

s.
T

h
e

si
m

il
ar

it
y

is
ev

al
u
at

ed
co

m
p
ar

in
g

th
e

cu
rr

en
t

va
lu

es
w

it
h

th
e

m
od

-
el

s.
C

lu
st

er
in

g
is

a
p
op

u
la

r
ap

p
ro

ac
h
.

P
ro

s:
d
iff

er
en

t
fe

at
u
re

s
ar

e
co

n
si

d
er

ed
an

d
m

od
el

ed
se

p
a-

ra
te

ly
.

C
o
n
s:

la
rg

e
d
at

a
se

t
re

qu
ir

ed
fo

r
tr

ai
n
in

g;
th

e
pd

f
m

od
el

in
g

h
ea

vi
ly

d
ep

en
d
s

on
th

e
qu

al
it
y

of
th

e
tr

ai
n
in

g.
V

e
c
to

r-
b
a
se

d

[7
6]

[4
4]

[1
5]

[1
01

]
[3

7]
[1

3]
[8

9]
[4

8]
[4

0]
[1

00
]

S
yn

ta
ct

ic
-

sy
m

b
ol

ic
re

p
-

re
se

nt
at

io
n
.

E
xt

ra
ct

io
n

of
lo

w
-l
ev

el
fe

at
u
re

s,
co

d
ed

at
sy

m
b
ol

ic
le

ve
l.

T
h
e

tr
a
je

ct
or

y
si

m
il
ar

-
it
y

is
m

ea
su

re
d

u
si

n
g

m
et

ri
cs

su
ch

as
E

u
-

cl
id

ea
n
,

M
in

ko
vs

ky
,

H
au

sd
or

ff
d
is

ta
n
ce

s,
or

m
od

ifi
ca

ti
on

s
of

th
e

ed
it
-d

is
ta

n
ce

.
O

th
er

ap
p
ro

ac
h
es

re
ly

on
p
ro

b
ab

il
is

ti
c

gr
ap

h
ic

al
m

od
el

s.

P
ro

s:
C

om
p
ar

is
on

b
et

w
ee

n
st

ri
n
g

of
sy

m
b
ol

s.
C

o
n
s:

P
re

-p
ro

ce
ss

in
g

is
re

-
qu

ir
ed

to
m

ap
th

e
sa

m
p
le

s
in

to
th

e
sy

m
b
ol

ic
d
om

ai
n
.

P
ar

am
e-

te
rs

d
ep

en
d

on
th

e
sc

en
ar

io
.

T
ab

le
2.

3:
T
ra

je
ct

or
y

m
at

ch
in

g:
a

co
m

p
ar

at
iv

e
an

al
ys

is
.

27



2. STATE OF THE ART

28



Chapter 3

Syntactic Matching of Trajectories
for Ambient Intelligence
Applications

In this chapter a novel approach is proposed for syntactic description and matching of
object trajectories in digital video, suitable for classification and recognition purposes.
Trajectories are first segmented by detecting the meaningful discontinuities in time and
space, and are successively expressed through an ad-hoc syntax. A suitable metric is
then proposed, which allows determining the similarity among trajectories, based on the
so-called inexact or approximate matching. The metric mimics the algorithms used in
bio-informatics to match DNA sequences, and returns a score, which allows identifying
the analogies among different trajectories on both global and local basis. The tool can
therefore be adopted for the analysis, classification, and learning of motion patterns, in
activity detection or behavioral understanding.

3.1 Introduction

The growing interest in ambient-intelligence and the significant reduction in the price
of image capture devices and digital signal processing systems, has contributed to the
widespread adoption of video technologies in most monitoring and surveillance applica-
tions. On the other hand, large and distributed sensing architectures provide human
operators with huge amounts of data (mostly real-time video) that quickly overwhelm the
ability of the security personnel to analyze and react to events, especially in safety-critical
applications. As a matter of fact, most of the available consumer products mainly focus

Part of this Chapter appears in:
N. Piotto, N. Conci, F.G.B. De Natale, ”Syntactic Matching of Trajectories for Ambient Intelligence Applications”
in IEEE Trans on Multimedia, v. 11, n. 9 (2009), p. 1266-1275.
N. Piotto, N. Conci, F.G.B. De Natale, ”Syntactic Matching of Pedestrian Trajectories for Behavioral Analysis”.
IEEE Int’l Conf. on Multimedia Signal Processing, pp. 877 - 882, Cairns, Queensland, Australia, 08-10 October
2008.
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on the recording of video sequences for after-event analysis that are useful as forensic
tool, but disregard the primary benefit of surveillance systems as active and real-time
prevention instruments. More sophisticated systems attempt to process data in real-time
in order to detect significant events that need to be promptly reported to the operator.
This is the case of systems for decision support, where the automation of certain proce-
dures allows real-time detection of relevant events. Such events are typically related to
changes detected in the monitored area, which can be caused by human actions (e.g., en-
tering/exiting the scene, accessing some specific areas), modifications of the environmental
conditions (e.g., objects relocation, objects left unattended, changes in illumination, pres-
ence of shimmering lights or fire), or suspect behaviors (e.g., identification of specific
movement patterns, interaction with objects in the scene). Most of these events are asso-
ciated with the presence of moving entities like people and/or other objects in the scene.
Nowadays, sophisticated and reliable object trackers can be found in the literature that
make it possible to extract an accurate representation of the spatio-temporal trajectory
of each object in a video sequence (see [36][96]) also in very complex scenarios. Starting
from the acquired trajectory, a common way to detect activities or behaviors consists in
translating the trajectories of the moving objects into sets of descriptors, and successively
comparing such descriptors with predefined (or learned) models. This approach has been
widely used in many application fields such as smart environments (motion is analyzed
to understand people presence and behaviors [28][94][67]), content-based video indexing
and retrieval [35], gesture and gait analysis [91], and biometry [93].

Starting from a preliminary study proposed in [75], we present in this work a complete
representation and matching framework, and provide an in-depth description of the rel-
evant processing techniques and a thorough experimental validation, also in comparison
with state-of-art approaches of the same class.

The chapter is structured as follow: Section 3.2 give a qualitative overview of the
proposed system, while Section 3.3 gives a more detailed description of the framework
architecture. Section 3.4 focuses on the experimental validation on two different sets of
trajectories in different indoor scenarios. Concluding remarks are drawn in Section 3.5.

3.2 Overview of the system

The implementation of an effective trajectory similarity metric requires a few preliminary
considerations. The extraction of object trajectories from video data is typically imprecise
due to environmental noise, segmentation errors, and occlusions: these uncertainties typ-
ically produce unreliable tracks containing gaps and misplacements. Moreover, the same
spatial trajectory could be associated to different duration, speed and acceleration pat-
terns. A good representation and matching strategy should be able to catch similarities
and differences in all these respects, assigning the appropriate weight to each parameter.
According to these considerations, the key idea of the matching scheme proposed in this
work has been inspired by the alignment procedure adopted in bio-informatics to match
genomic sequences [68][85], also referred to as inexact or approximate matching. These
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Figure 3.1: Application flowchart.

techniques do not provide a hard matching (i.e., point by point as in DTW), since they
rely on modifications of the edit-distance [54].

Accordingly, we propose to segment the track in syntactic elements that represent
significant substrings of the original trajectory that are used as basic symbols of a string
representation. The structure of the symbols has been arranged according to a set of
rules that ensure a flexible representation, as we will discuss in the following sections.
The string-based representations are then aligned according the above strategies. An
overview of the processing flow is shown in Fig. 3.1: raw trajectories are pre-processed
to detect the spatio-temporal discontinuities, thus identifying a reduced set of meaningful
trajectory segments. The concatenation of the obtained segments can thus be assumed
to be an approximation of the original trajectory. The quantization of each segment in
terms of direction, velocity and time, lets mapping each level into a symbol, selected from
a pre-defined codebook. Then, the matching between two trajectories can be expressed
as the cost of aligning the corresponding strings of symbols. The major advantages of this
representation and the matching strategy we propose, can be summarized in two main
points:

• reduction in the complexity of representation and matching and capability of con-
sidering the invariance to scale, rotation, temporal or spatial shifts;

• temporal and spatial features jointly contribute to the score calculation, thus leading
to a more accurate alignment, able to detect similarities on both global and local
level.

Additionally, we highlight the capability of building the symbol string on-the-fly, thus
making it possible to analyze the sequence and to evaluate the matching score in real-time,
even if the complete trajectory is not available yet. The nature of the edit-distance turns
out to be effective also in tackling the local noise; in fact, the best match is found when
coupling close symbols and discarding the outliers, which are handled at the syntactic
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z[m]

x[m]

Figure 3.2: Object tracking and top-view trajectory.

level. An outlier in the trajectory may generate a very brief sequence of wrong symbols
(1-2) associated to gaps in the alignment process.

3.3 The proposed approach

In this section we describe the proposed trajectory representation and matching algorithm.
We would like to point out that video object tracking is beyond the scope of this work.
We therefore adopted a state of art methodology. The trajectories we use consist of the
projection of the objects centroid on the floor, which represent the top-view of the object
displacement in the environment. The tracking module we used is based on [19] for the
background suppression stage, while the tracking algorithm uses a proximity criterion to
detect adjacent blobs across frames based on their color appearance and distance. Since
this would result in an inaccurate discrimination of objects in the presence of occlusions,
we adopted a stereo camera to derive the depth information, through which it is possible to
project the blobs on the ground floor and merge them accordingly. Analogous results can
be obtained by using multi-camera systems. Fig. 3.2 shows an example of a moving object
detection and the corresponding top-view trajectory (x − z plane), where the coordinate
(0,0) refers to the camera position.

3.3.1 Trajectory segmentation and characterization

Starting from the raw trajectory extracted by the tracker, an on-line filtering is applied in
order to identify the spatio-temporal discontinuities in the path (trajectory pre-processing
in Fig. 2). The input of the pre-processor unit is:

Ti = {xi
j , z

i
j , tj}; j = 0...N (3.1)
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where xi
j and zi

j determine the top-view position of the i-th tracked object at the time
tj as shown in Fig. 3.2, and N is the number of trajectory samples. To detect sharp
velocity discontinuities in the object motion, and in particular stops/re-start events, the
coordinates of the object (xi

k, z
i
k) are evaluated in the time window [tk, tk+l]. If the object

position does not change within the selected time interval, P i
k = (xi

k, z
i
k, tk) is marked

as a temporal breakpoint. Since the centroid of the object is subjected to small position
variations due to noise, a guard area of radius ρ proportional to the object size is used to
check the stop condition [11]. Considering an indoor scene, the characteristics of human
motion, and an acquisition rate of 25 fps, in our tests we set the radius ρ in the range
[0.5, 1] meters, and a time frame l in the range [50, 75] frames (equivalent to 2-3 sec).

As far as the spatial analysis is concerned, two separate procedures are implemented
(Fig. 3.3). The former detects sharp direction variations by analyzing a temporal window
of three consecutive samples: the current point P i

k(x
i
k, z

i
k, tk) and two previous observations

P i
k−1(x

i
k−1, z

i
k−1, tk−1) and P i

k−2(z
i
k−2, y

i
k−2, tk−2). The interpolating lines rk−1(x) and rk(x)

are then calculated, being the lines passing through P i
k−2-P

i
k−1 and P i

k−1-P
i
k:

rk−1(x) = mk−1x + qk−1 (3.2)

rk(x) = mkx + qk (3.3)

where mk−1 and mk represent the slope of the lines connecting the two points, and qk−1

and qk are the corresponding offsets.
Then, the angle βk (Fig. 3.3(a)), is calculated according to Eq. (3.4): if the angle

exceeds a predefined threshold βth, P i
k is marked as a spatial breakpoint.

βk = tan−1

∣

∣

∣

∣

mk−1 − mk

1 − mk−1mk

∣

∣

∣

∣

(3.4)

The above criterion (derivative) cannot detect cumulative changes in direction gen-
erated by successive small variations, (Fig. 3.3(b)). An integrative criterion has been
therefore implemented to calculate the area γ subtended by the trajectory, starting from
the last breakpoint up to the current sample:

γ(k−g,k) =
1

2

k
∑

q=k−g

[(hi
q + hi

q+1)(
∣

∣Ri
q+1 − Ri

q

∣

∣)] (3.5)

In Eq. (3.5), hi
q is the Euclidean distance between the current sample P i

q and the line r
that connects P i

k−g (last breakpoint) with P i
k(current sample); Ri

q is the projection of the
sample P i

q on r. Again, if the resulting area γ(k−g,k) exceeds a given threshold (γth), the
sample P i

k is marked as a spatial breakpoint (filled dots in Fig. 3.3(b)). The choice of the
two thresholds βth and γth will be analyzed in the Section 3.4 based on the evaluation of
the accuracy of the system on a set of training sequences. As a rule of thumb, we can state
that βth determines the reactivity to local variations, while γth affects the sensitivity to
long-term deviations. Since pedestrians tend in general to walk along smooth trajectories,
the most important threshold is usually γth.
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z = r(x)

Figure 3.3: (a) Local variation angle and (b) cumulative variations leading to a significant
direction change.

3.3.2 Key points symbolic mapping

The above described spatio-temporal analysis identifies a chain of breakpoints Bi
m (being

m = 1...M the number of detected breakpoints for the i-th object), along the original
trajectory. Each pair of successive breakpoints identifies a rectilinear segment Si

m = Bi
m ↔

Bi
m+1 that approximates a portion of the original path. Accordingly, the approximated

trajectory can be represented by an appropriate description of the segment chain {Si
m} :

m = 1 . . .M−1. In this representation, each segment Si
m is characterized by its orientation

θi
m, its velocity vi

m, and the relevant temporal interval ∆tm.
The above parameters are determined as follows: direction and duration are calculated

with respect to the previous segment (Eq. (3.6) and Eq. (3.7)), while the speed is
computed as the length of the segment divided by its duration (Eq. (3.8)).

θi
m = βi

m (3.6)

∆tm = tm − tm−1 (3.7)

vi
m =

d(Bi
m,Bi

m−1)

∆tm
(3.8)

βi
m is calculated according to Eq. (3.4) in Bi

m; tm−1 and tm are the absolute time refer-
ences corresponding to Bi

m−1 and Bi
m, respectively, and d(a, b) is the Euclidean distance.

The approximated trajectory description for the i-th object is then given by Eq. (3.9):

T ∗

i = {θi
m, vi

m, ∆tm}; m = 1...M (3.9)
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Table 3.1: Quantization levels.

Variable Range Quantization Levels

θm [−180◦ + 180◦] θ0 ... θ11

vm [0 vmax] v0 ... v3

∆tm ]0 ∞] τ0 ... τ3

This representation is inherently invariant to rotation and translation and fulfills sev-
eral requirements. In fact, only the coordinates and orientation of the first segment refer
to an absolute positioning, then this information can be easily discarded to achieve in-
variance to translation and orientation. Similarly, if the temporal discontinuities of the
trajectory are not relevant, stops can be removed by simply dropping samples with null
speed. As it can be noticed, these features allow performing different types of matching
such as, for instance, identifying trajectories with similar geometry but different speed, or
detecting similar behaviors (e.g., zig-zag moving patterns) in different spatial locations.

The last step to achieve a complete syntactic representation consists in mapping each
segment into symbols. This can be obtained by properly quantizing the parameters
{θi

m, vi
m, ∆tm}, in order to make the symbols enumerable. Since the application we ad-

dress in our tests is people tracking in indoor environments, owing to the limited speed
and typical movements of the target, we quantized the direction θm in 12 non-uniform
levels, while speed and time components have been quantized in 4 levels (see Table 3.1).
The choice of the values associated to each level is discussed in Section 3.4. Fig. 3.4
shows a time-space diagram, in which the original and the reconstructed trajectories are
plotted. Markers represent the breakpoints detected by the segmentation algorithm.
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Figure 3.4: Path segmentation.
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3.3.3 Trajectory alignment and matching

The goal of the syntactic matching engine is to find the best alignment among strings
that represent different trajectories, and to calculate the corresponding similarity score.
Depending on the application, the trajectories to be matched can be part of a pre-defined
database (e.g., knowledge-based behavioral analysis), queries sketched by the user (e.g.,
content-based video retrieval), or actions automatically learned by the system (e.g., behav-
ior classification and automatic detection of anomalous events). Thanks to the syntactic
representation of the object paths, the proposed matching procedure is very fast and
efficient, similarly to what text processors do in detecting and correcting errors.

The alignment algorithm we present in this work relies on the so-called edit-distance.
Basically, the difference between two strings of symbols is measured as the minimum-cost
set of elementary actions (i.e., insertion, deletion and substitution) required to transform
one sequence into the other. To achieve this goal, a cost (weight) is associated to each
operation according to its relevance in the transformation. This makes it possible to
assign different weights to different types of actions (e.g., a substitution can have higher
impact than a deletion) and to the symbols involved in the action. The association of an
operation to a weight is achieved by using a substitution matrix. The total cost of the
transformation is the sum of the single weights. The edit-distance has been chosen against
other metrics because of its flexibility, and in particular the possibility of easily adapting
the matching to different application requirements. In fact, any kind of matching rule
can be implemented by properly adjusting the substitution matrix. Another significant
advantage of the selected approach is the capability of operating on-the-fly, i.e., processing
the samples as soon as they are acquired. As to the specific implementation, we introduce
a modified version of the theory presented in [68] and [85]. The concept we apply is similar,
in the sense that we assign a score to each symbols pair: the higher the score, the better
the matching (equal symbols receive maximum score). The best global matching is the
one that maximizes the global score. The identification of the most suitable substitution
matrix is application-dependent : for instance, the entries in the matrix employed in [68]
(DNA sequences alignment) are defined on the basis of the biological similarity among
amino-acids (A, T, G, C). The alignment procedure adopted in this work provides the
simultaneous matching in three different domains, namely space, speed, and time. Since
these three parameters have different impact on the matching, the score is calculated
starting from three separate substitution matrices, one for each parameter, and then
adding the single scores to achieve the overall substitution cost.

As far as the substitution matrices are concerned, we provide here a simple example
that can explain the rationale behind the choice of the entries. Let us assume that a
trajectory is described through five symbols: move forward (f), slight turn right (str),
slight turn left (stl), sharp turn right (Str), and sharp turn left (Stl). While performing
the matching, it is likely that the cost of substituting f with str is larger than the cost
of substituting f with Str, since a slight turn is more similar to a straight path than to
a sharp turn. The cost of substitution pair Str-Stl should be clearly even larger. Time
and speed parameters behave a little differently, since they have theoretically no upper
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bound. In this case, we assume that the score drops down to zero, once exceeding a given
distance, meaning that the two symbols are no more correlated. It has to be pointed out
that the tuning of the matrices has an important semantic impact: for instance, if speed
should be ignored in the matching, the corresponding matrix will have the same value
for all entries, thus becoming irrelevant in the comparison phase. Section 3.4 provides a
detailed explanation of our experimental setup, together with actual examples of matrix
configurations. Given the matrices, the alignment procedure can be described as follows.
Let us take two generic strings of symbols, A and B, of length NA and NB, respectively.
A two-dimensional array, commonly called F matrix, is created with dimension NA ×
NB. The F matrix is iteratively filled by assigning to each entry F (i, j) the score of
the optimum alignment between the symbols of string A and string B, according to the
Algorithm 1. Here, S(A(i), B(j)) represents the function that calculates the substitution
score between the symbols A(i) and B(j).

Algorithm 1 Dynamic matrix filling for Global alignment.

Require: Na, Nb, A, B, w, S(A(i), B(j)) with i = 0..Na and j = 0..Nb

Ensure: Best global alignment F (Na, Nb)
F Matrix initialization.
F (0, 0) = 0,
for i = 0 to Na do

F (i, 0) = w ∗ i
end for

for j = 0 to Nb do

F (0, j) = w ∗ j
end for

for i = 0 to Na do

for j = 0 to Nb do

F(i,j) = max(F(i-1,j-1)+S(A(i),B(j)), F(i,j-1)+w, F(i-1,j)+w)
end for

end for

At the end of the process, the last entry F (NA, NB) returns the best global alignment
between the two strings. Successively, a trace-back procedure allows retrieving the se-
quence of elementary operations that lead to the specific alignment (i.e., the best path to
go back to F (0, 0)).

The calculation of the F matrix is the most computationally expensive phase: dynamic
programming techniques have been introduced to reach a good trade-off between space and
time complexities. In our solution the running time and the used memory is O(nm), even
though more efficient implementations can lead to significant reductions in complexity.
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The adopted cost function is expressed in Eq. (3.10) and Eq. (3.11):

δk =Fk(i, j); k = θ, t, v (3.10)

Ψ(i, j) =
αθδθ

Qθ
+

αtδt

Qt
+

αvδv

Qv
; αθ + αt + αv = 1 (3.11)

where αθ, αt, and αv are the feature weighting coefficients, Qθ, Qt, Qv, are normal-
ization factors corresponding to the maximum score associated to each feature, and δθ,
δt and δv are global scores for each single feature, obtained by applying the substitution
matrices. As the alignment algorithm proceeds, the temporary score is normalized over
the whole number of elementary operations required to align the substrings. It is to be
noticed that Eq. (3.10) and Eq. (3.11) provide the global alignment without considering
the initial rotation and translation. In order to retrieve the absolute direction and posi-
tion and use them as inputs to the alignment algorithms, two additional parameters Ψpos

and Ψdir need to be considered:

Ψpos =
T

Qpos
(3.12)

Ψdir =
R

Qdir
(3.13)

T =Fpos(1, 1) (3.14)

R =Fdir(1, 1) (3.15)

Qpos and Qdir represent again normalization factors (the maximum score for initial
direction and translation alignment, respectively), while T and R correspond to the score
for initial position and direction variations, respectively. T and R are calculated using
appropriate substitution matrices that specifically match the first point of the trajectory.

Finally, the final spatio-temporal matching is achieved by combining Eq. (3.12), (3.13),
(3.14), (3.15) in a weighted sum, as in Eq. (3.16).

Ψglobal(Na, Nb) = ψΨ(Na, Nb)+

ψposΨpos+

ψdirΨdir

(3.16)

where again ψ + ψpos + ψdir = 1.
According to the application requirements, the roto-translation parameters can be

appropriately weighted. In the specific case where ψpos = ψdir = 0, only the general shape
of the trajectory is considered, no matter its absolute positioning and orientation.

As far as the score function S(A, B) is concerned, we have imposed a non-linear dis-
tribution. The score evaluation is performed using the recursive function reported in
Eq. (3.17) that calculates the score between two symbols A(i) and B(j), where i and
j are the symbol quantization levels. Through this representation it is possible to fill
the matrix entries for each feature. As expected, the highest values are along the main
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(a) (b)

Figure 3.5: Snapshots of the environments used for validation.

diagonal, gradually decreasing as soon as the distance between symbols increases, in a
cyclic fashion.

S(A(i), B(j)) = S(i, j) = S(i, j − 1) + |i − j| (3.17)

The above weight assignment produces symmetric matrices, so that the cost of invert-
ing a symbol pair is equivalent in the two directions.

3.4 Experimental results

The proposed strategy has been tested in an indoor environment, using a standard PC
connected to a stereo camera. The tests concerned human activity monitoring. The
acquired trajectories refer to a 2D top-view of the person motion as detected by the
tracker, i.e., the location of the person with respect to the floor of the observed room.
To validate the proposed method we adopted two different data sets. The first data set
(MMlab) refers to relatively simple trajectories where the starting point is common for
all sequences. It is composed by 112 tracks divided in 6 different actions and including 35
anomalous paths. The environment used for testing is shown in Fig. 3.5(a) and the set
of trajectories is reported in Fig. 3.6(a). A second data set (Application Lab) refers to
more complex trajectories acquired in an experimental smart environment, dedicated to
develop technologies for assisted living. The laboratory is fully equipped with furniture,
in order to simulate real moving patterns corresponding to typical activities (e.g., move
from the sofa to the kitchen, bring an object and take it back to the sofa). In this case
the set includes 100 trajectories grouped into 4 different clusters (see Fig. 3.5(b) and Fig.
3.6(b)) and including 42 anomalous paths. In both figures the coordinates (0,0) refer to
the camera position and the coordinates of the points always refer to the x− z plane, the
top-view of the room. The two sets of anomalous paths are shown in Fig. 3.7.
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Figure 3.6: (a) Known actions for MMLab and (b) Application Lab data sets.
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Figure 3.7: (a) Anomalous paths for MMLab and (b) Application Lab data sets.

Experiments required the proper setup of the parameters, and in particular the thresh-
olds for trajectory segmentation. As anticipated in Section 3.3.1, spatial and temporal
thresholds are chosen in order to maximize the accuracy of the classification of activities.
To this purpose, a prototype is defined for each class as the cluster medoid (i.e., the path
with average minimum distance from all the others in the same cluster) and the patterns
are classified according to the minimum distance prototype.

In the application domain we address, it can be observed that humans tend to perform
smooth trajectories instead of abrupt sharp turns within small time windows. Therefore,
we have studied the performance of the segmentation scheme by varying γth for a fixed βth

= 30 degrees and selected the value, which returned the highest classification accuracy.
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Figure 3.8: Performance vs. γth variation

To this purpose we employed the first data set. Results are plotted in Fig. 3.8 and report
the accuracy in terms of recall and precision at different values of γth, the former corre-
sponding to the average true positive rate, while the latter being TP/(TP+FP), where
TP and FP are the numbers of true and false positives, respectively. In our scenarios, in
order to discriminate among different actions, the resulting threshold is very small and
it basically imposes to fragment the trajectory in segments of around half meter. Such
a fine segmentation is due to the specific geometry of the environment, which does not
impose any constraint in movement (unlike for example in vehicular applications, where
cars move along specific directions), and the detection of specific actions must be carried
out with a finer granularity.

A

B

C

D

F

G

H

L

M

N

O

P

 

A

Figure 3.9: (a) Quantization levels for direction and (b) the corresponding symbols.
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Figure 3.10: (a) Direction, (b) speed, and (c) time substitution matrices.

The correct setup of the parameters for spatial segmentation is clearly the most sig-
nificant, since they refer to the geometrical displacement of the object in the scene; the
choice of the temporal thresholds is instead more arbitrary. In our experiments an ob-
ject is considered stopped if its centroid remains within the same guard area (of radius
ρ = 0.3m), for at least 2 seconds.

To determine the symbols, and referring to the direction, we adopted a non-uniform
quantization for a better description of small direction variations. This is a reasonable
assumption, considering that in normal walking, sharp direction changes are more unlikely.
Fig. 3.9 sketches the adopted quantization scheme where the bold arrow refers to the
incoming direction. The deviation with respect to the outgoing sector is depicted with
increasing gray levels. Each level is then associated to the corresponding symbol (see
table in Fig. 3.9 (b)).

Table 3.2: Matching scores in different spatio-temporal configurations.

Trajectories Space Space-Speed Spatio-Temp.

Reference vs T1 0.88 0.76 0.75
Reference vs T2 0.88 0.57 0.54
Reference vs T3 0.55 0.36 0.4

Table 3.3: Weights associated to different matching schemes.

αθ αv αt

Space 1 0 0
Space-speed 0.5 0.5 0
Spatio-temp. 0.33 0.33 0.33

42



3.4. EXPERIMENTAL RESULTS

 2

 3

 4

 5

 6

-2 -1  0  1  2  3

Reference

T1 

 0

 2

 4

 6

 8

 10

 12

 14

-2 -1  0  1  2  3

Reference

T1 

(a)

 2

 3

 4

 5

 6

-2 -1  0  1  2  3

Reference

T2 

 0

 5

 10

 15

 20

 25

-1  0  1  2  3

Reference

T2 

(b)

 2

 3

 4

 5

 6

-1  0  1  2  3

Reference

T3 

 0

 2

 4

 6

 8

 10

 12

-1  0  1  2  3

Reference

T3 

(c)

Figure 3.11: Sample trajectories with different space (left) and time (right) characteristics:
(a) similar paths in both spatial and temporal domain; (b) remarkable differences in time; (c)
remarkable differences in space and time.
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As far as speed is concerned, and referring to Table 3.1, one level has been reserved
for the null velocity (stop), while the last level covers the range from v3 up to vmax, which
specifies the maximum possible velocity. Since no maximum value can be foreseen, the
level is used to discriminate velocities that exceed 5 km/h.

A similar approach is applied to time, where the maximum level is set for temporal
intervals exceeding the stop threshold (2 seconds in our case). The selected symbols for
speed and time are {Q, R, S, T} and {W, X, Y, Z}, respectively. According to the
function S(·) of Eq. (3.17), the resulting substitution matrices are shown in Fig. 3.10.
Again, different scenarios such as vehicular applications would require appropriate settings
(for instance much higher velocity threshold). It is to be pointed out, however, that the
selection of parameters used for human targets proved to be very robust across different
tests in different environmental situations as shown in the following results.

We present hereafter a selection of results to demonstrate the capability of the system
to identify similarities among trajectories, with different spatio-temporal configurations
enabling/disabling the invariance to rotation and translation. In the first set of tests
we compare two paths that are: (i) similar in space but denoting minor differences in
time (T1, Fig. 3.11-a); (ii) similar in space but with remarkable differences in time (T2,
Fig. 3.11-b); (iii) significantly different in both space and time (T3, Fig. 3.11-c). In
particular, comparing T1 and T2 it is possible to notice that the execution of the same
path at different speed results in a compression of the graph in the time axis.

The results obtained by applying Eq. (3.10) and (3.11) are reported in Table 3.2 in
terms of normalized score in space, space-speed and full space-temporal domains, respec-
tively. The scores are obtained by setting different weights in Eq. (3.11) as shown in
Table 3.3. The final values are normalized with respect to the total number of elementary
operations required to transform one symbolic string into the other.

The second set of tests aims at demonstrating the effectiveness of the described method
while considering global rotation and/or translation. To this purpose, a random path
(purple) has been selected as reference and compared with equally shaped paths that differ
in: (i) initial direction (Fig. 3.12-a), and (ii) initial position (Fig. 3.12-b). Numerical
scores are reported in Table 3.4 and Table 3.5.

In this last part of the section, we present the results achieved by processing the two
data sets with the objective of detecting anomalies. The setup of the experiments reflects
the same parameters configuration adopted to derive the best segmentation thresholds,
as explained in the first part of this section. In this case, after finding the best match
with the available classes, the matching score is evaluated. If it exceeds a given threshold
(set to 70% in our tests) the trajectory is assumed to belong to the cluster; otherwise the
path is tagged as anomalous.

We compared the performances of our method with two different state-of-art algo-
rithms. The first is the one in [89] and refers to a common metric for sequence compar-
isons using the Longest Common Sub-Sequence. The second method is the one in [13],
due to the fact that it shares some common principles with our work. It is to be noted
that our technique does not require a uniform sampling of the points as required by the
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Figure 3.12: (a) Copies of same paths with different initial directions, and (b) different locations.

other two methods. Furthermore, it exploits the temporal information as a critical data
for trajectory segmentation and matching.

In Table 3.6 and Table 3.7 we report the numerical results obtained from the two
data sets and applying the three methods. Again, the evaluation parameters reported are
Recall and Precision. Additionally, being the anomaly detection a binary classification
problem, we show also the Accuracy, defined as (TP + TN)/(TP + TN + FP + FN). As
it can be observed, the proposed method performs in general better than the competitors.
In particular, the improvements in terms of accuracy are of 8% and 5% with respect to

Table 3.4: Matching scores for rotation invariance.

Ψdir Ψglobal

TARGET vs ROT1 0.91 0.96
TARGET vs ROT2 0 0.5
TARGET vs ROT3 0.41 0

Table 3.5: Matching scores for translation invariance.

Ψpos Ψglobal

TARGET vs SHIFT1 0.2 0.6
TARGET vs SHIFT2 0.2 0.6
TARGET vs SHIFT3 0.8 0.9
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Table 3.6: Performance comparisons for paths in the MMLab data set.

method in [89] method in [13] proposed method

Recall 0.97 0.92 1
Precision 0.69 0.72 0.78
Accuracy 0.79 0.82 0.87

Table 3.7: Performance comparisons for paths in the Application Lab data set.

method in [89] method in [13] proposed method

Recall 0.94 0.91 0.97
Precision 0.67 0.69 0.83
Accuracy 0.75 0.76 0.88

[89] and [13] in the MMLab data set. For more complex trajectories (Application Lab),
the improvements are more consistent: 13% and 12%.

3.5 Conclusions

In this chapter we presented a new approach to perform syntactic matching of trajectories,
as a basis for applications such as activity detection, event analysis, or content-based video
retrieval. Starting from the acquisition of the path in the x − z plane, the meaningful
spatio-temporal discontinuities are identified. Trajectory segments are then quantized
and converted into symbols corresponding to the variations in terms of direction, speed,
and time, with respect to the previous sample. The resulting syntax is used to compare
different trajectories, adopting a bio-inspired approximate matching algorithm based on
the so-called edit-distance. Experimental validation concerned the analysis of human walk
patterns in indoor environments. Results confirm the good performance of the method in
dealing with different data sets, and its flexibility in managing the invariance to translation
and rotation. Moreover, the comparison with state of art approaches of the same class
showed a significant performance enhancement.
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Chapter 4

Hierarchical Matching of 3D
Trajectories for Surveillance
Applications

In this chapter we propose a string-based approach to effectively represent trajectories in
the 3D space. The strategy is coupled with a syntactical matching algorithm that allows
evaluating the similarity of the retrieved data with pre-stored templates. The hierarchi-
cal application of the algorithm on the spatial and temporal components helps detecting
anomalous trajectories, and has proven to be robust in automatically learning new classes
of paths. We present the results achieved by performing a number of tests in an indoor lab
used as a testbed for assisted living applications. The algorithm can discriminate among
different classes of trajectories, and can recognize actions and detect anomalies within the
same class.

4.1 Introduction

The evolution of computer vision technologies has facilitated the process of detection and
classification of moving objects in the observed scene thanks also to multi-camera and
stereo vision. As a consequence, the extraction and analysis of the trajectory in the 3D
space is a natural development.
The representation of the trajectory is significant because it describes the movement of
an object within the observed space and it can be considered as one of the most critical
features that helps discriminating between normal or anomalous activities. To do so, an
accurate description of the acquired trajectory is mandatory and the extracted features
need to be compared with pre-learned or predefined templates for classification purposes.

Part of this Chapter appears in:
N. Piotto, F.G.B. De Natale, N. Conci, ”Hierarchical Matching of 3D Pedestrian Trajectories for Surveillance
Applications”. IEEE Int’l Conf. on Advanced Video and Signal Based Surveillance, pp. 146-151, Genova, 2-4
September 2009.
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Together with the spatial displacement of the object, also additional features like speed
and acceleration can help improving the quality of the description. Therefore, the need for
methods capable of evaluating the similarity between n-dimensional curves is increasingly
assuming a key-role. The problem is well known in literature and matching strategies
for n-dimensional spaces have already been proposed, especially in the field of activity
detection and recognition, surveillance, and monitoring. Surveillance is not the only
research area that is concerned with this issue, but it involved also others disciplines such
as biological structure matching or gesture recognition for HCI.

In this work we focus on the trajectory representation and matching for surveillance
applications in indoor environments. The final goal is to derive anomalies in common
actions through a 3D analysis enriched by the information of additional features, like
speed and time. A preliminary version about trajectory analysis in the 2D domain has
been presented in [75] and [76]. Here we enhance the system by introducing the third
dimension to improve the trajectory classification in a hierarchical fashion, making it
possible to deploy a tool for automatic learning of new movement patterns.

The chapter is structured as follows. Section 4.2 describes the proposed method for
trajectory representation, and Section 4.3 details the matching procedure we have im-
plemented for the 3D analysis. Section 4.4 presents the achieved results, and concluding
remarks are given in Section 4.5.

4.2 3D trajectory representation and reconstruction

The trajectories to be compared may differ in several aspects like length, duration, and
speed, to name a few. A good representation should be able to catch similarities and
differences with respect to all variables, assigning an appropriate weight to each parameter.
Moreover, the scheme has to be capable of dealing with the typical noise that affects the
n-dimensional data, thus providing reliable similarity results even in presence of outliers.

According to these considerations, the key idea of the representation and matching
scheme proposed in this work has been inspired by bio-informatics algorithms used to
match genomic sequences [68] [85], also referred to as approximate matching.

In our proposal, as described in Chapter 3, the track is decomposed in high-level
syntactic elements that represent significant portions of the original trajectory. The formal
definition of the elements has been formulated according to a set of rules that ensure
a flexible representation. The processing flow of the algorithm is shown in Fig. 4.1:
after acquisition and tracking, the retrieved trajectories are pre-processed to detect the
meaningful spatio-temporal discontinuities, called breakpoints, thus identifying a reduced
set of trajectory samples. The concatenation of the obtained breakpoints turns out to
be an approximation of the trajectory, where each breakpoint is characterized by four
features:

• direction in x − z plane;
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Figure 4.1: Flowchart of the proposed system.

• height y from the ground;

• velocity;

• temporal offset with respect to the last breakpoint.

Considering the representation introduced in Chapter 3 for 2D trajectory, an additional
feature (i.e., the height y from the ground) for each anchor point has been introduced
in order to describe the 3D position of the sample. Each parameter is quantized in a
specific number of levels according to the accuracy required by the application, and it
is mapped into a symbol. The major improvement over the state-of-art approaches is
therefore represented by the capability of jointly processing temporal and spatial features
to improve the accuracy of the matching. At the same time, it is worth noting that the
symbol string can be obtained in real-time, even if the complete path is not available yet.

The segmentation strategy we have adopted in this work is an evolution of the algo-
rithm proposed in [75][76], and the main points of innovation can be summarized in (i)
the substantial improvements of the features quantization to better represent pedestrian
trajectories and (ii) the introduction of the height y to achieve a full 3D representation.

Starting from the raw trajectory returned by the video object tracker, the proposed ap-
proach applies an on-line filtering in order to identify the spatio-temporal discontinuities
in the track. The input of the segmentation strategy refers to the object centroid in the
3D space and according to the features listed above, the raw trajectory T is characterized
by a vector of 4 elements, like in Eq. (4.1), where the single elements are evaluated for
each i-th object at each j-th acquired sample. N is the total number of samples for T .

Ti = {xi
j , y

i
j, z

i
j, tj}; j = 0...N (4.1)

At each trajectory sample P i
j = (xi

j , y
i
j, z

i
j, tj) the procedures described in [75][76] are

evaluated to determine stops and direction variations according to temporal and spatial

49



4. HIERARCHICAL MATCHING OF 3D TRAJECTORIES FOR SURVEILLANCE APPLICATIONS

constraints. At the end of the segmentation process, the obtained sequence of break-
points constitutes the string-based representation. The concatenation of these samples
reproduces an approximated version of the trajectory. Given the chain of breakpoints
Bi

m (being m = 1...M the number of detected breakpoints for the i-th object), each pair
of successive breakpoints identifies a rectilinear segment Si

m = Bi
m ↔ Bi

m+1 that ap-
proximates the corresponding piece of the original path. Accordingly, the approximated
trajectory can be represented (and reconstructed) by the concatenation of the segment
chain {Si

m} : m = 1, , M − 1.

In this representation each segment Si
m is characterized by its orientation θi

m, the height
of the centroid yi

m, its velocity vi
m, and the temporal interval ∆tm. These parameters are

determined exactly following the procedures in Chapter 3.

The approximated trajectory description for the i-th object is then given by Eq. (4.2):

T ∗

i = {θi
m, yi

m, vi
m, ∆tm}; m = 1...M (4.2)

The final step to achieve a syntactic representation consists in encoding each segment
with a unique symbol. Since the nature of the parameters (θm, ym, vm, ∆tm) is continuous,
it is necessary to quantize each feature to make the symbols enumerable. The number of
quantization levels and the quantization criteria for each feature must be defined according
to the expected track evolution: since the target application in our tests is tracking people
in indoor environments, owing to the limited speed and typical behaviors of the target,
we have quantized the orientation of the segments in the x−z ground plane in 12 uniform
levels, the height y of the centroid in 5 uniform levels and v and ∆t in 4 non-uniform
levels. A more detailed description of these settings is shown in Table 4.1. With respects
to the speed variation range reported in Table 4.1, one level has been allocated to the
null velocity (stop), while the upper level covers the range from v3 up to vmax, which
specifies the maximum possible velocity. A similar approach is applied to time, where the
maximum level is set to the threshold used to detect stops (see [75][76] for details). The
quantization of the 3D position of the object is uniformly discretized along y at regular
intervals of 30cm, while the direction in x− z has been quantized considering a new level
every 30◦. The choice of the thresholds has been extensively discussed in our previous
work.

Table 4.1: Quantization levels.

Variable Range Quantization Levels

θm [−180◦ + 180◦] θ0 ... θ11

ym [0 180cm] y0 ... y5

vm [0 vmax] v0 ... v3

∆tm ]0 ∞] τ0 ... τ3
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Figure 4.2: Actions tree.

4.3 Syntactic hierarchical matching in 3D space

The major improvement proposed in this work with respect to the 2D matching in [75][76],
refers to the hierarchical matching that allows for the automatic learning of new moving
patterns. In practice, the 2D top-view allows discriminating among different trajectory
classes on the basis of their displacement in the room, while the additional information of
height, speed and time is significant to determine different actions within the same class.
The choice of a hierarchical approach is mandatory in our case, since the information
about speed and time could be misleading, yielding to the wrong association of moving
patterns that don’t have any spatial similarity. This application turns out to be very
effective in applications like assisted living and elderly monitoring, since the same spatial
path performed in different ways, could be significant in determining abnormal health
conditions. The alignment algorithm we adopt relies on a modification of the so-called
edit-distance. The comprehensive description of the matching algorithm setup has been
described in Chapter 3, Section 3.3.

In our implementation we first apply this algorithm to determine the pertinence of
the incoming track to a known class using the x − z orientation, and in a second step
we run the algorithm again to discriminate the actions within the same cluster using the
additional features of height, speed and time, as shown in Fig. 4.2. In this example, 4
classes are identified, each of them having one main actions and few anomalous paths. In
case the occurrence of the anomalous paths is repeated several times, the trajectories can
become a new action. This is the case, for example of rearrangements in the furniture
that oblige the subjects to follow new routes.
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Figure 4.3: Top-view of the extracted clusters (Application Lab environment).

4.4 Experimental results

The proposed strategy has been tested in lab on a PC connected to a stereo camera, to
allow a complete 3D positioning of moving objects. Since the proposed work focuses on the
representation and matching of trajectories, we do not address here the problem of either
video object tracking, or trajectory extraction. All tests concern the monitoring of people
in indoor environments. The considered events include 4 classes of trajectories, each of
them including a set of normal trajectories and a number of anomalous trajectories. The
class refers to the high-level description (e.g. go to the sofa, go to the stove, etc.); the
actions (A1, A2, AN) within each class describe the way in which the action is carried
out (e.g. walk, run, crawl, jump). We selected the Application Lab environment (see
the Section 3.4). The experiments required the proper setup of the algorithm parameters
and in particular the thresholds for trajectory segmentation. Referring to [75][76], we
set θ = 30◦, γ = 0.1m2, the temporal delay for pause detection equal to 2 sec, and the
stop area radius ρ = 0.2m. In addition to those parameters, here we added the vertical
offset along y to 30 cm. The choice of the threshold has been performed by running the
segmentation algorithm at different levels of granularity and by selecting then the values
with the best accuracy for the specific application domain (people monitoring in indoor).
The substitution matrices are filled according to Eq. (3.17).

We present hereafter a selection of results, with a twofold goal: first, we want to
demonstrate the capability of the system in identifying similar classes of trajectories with
different spatio-temporal configurations, allowing the discovery of new tracks (i.e. new
clusters); second, we want to show how the proposed methodology allows disclosing spe-
cific actions within each particular class. To this aim we collected about 150 paths in-
cluding 4 different classes of events, each of them performed in different configurations
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Table 4.2: Inter-class statistics
FPR 0,07

Accuracy 0,9
Recall 0,82

Precision 0,758

Table 4.3: Intra-class statistics
Statistic Class 1 Class 2 Class 3 Class 4

FPR 0 1 0 0
Accuracy 1 0,541 0,833 0,833

Recall 1 0,722 0,777 0,777
Precision 1 0,6841 1 1

(standing, walking or running, jumping, picking up objects, crawling, falling). A snapshot
of the top-view trajectory classes is reported in Fig. 4.3. In particular we have considered
all trajectories as normal, apart from those ones referring to falling and crawling events
that should be revealed as anomalous. Concerning the capability of the system in dis-
closing among the 4 classes, we randomly selected a subset of 10 trajectories from each
cluster (40 total paths) and performed the pairwise matching among all possible pairs in
the dataset 1560 cross-comparison). The matching results are 4 independent scores for
each trajectory pair, expressing the similarity in the 4 features (i.e. x − z orientation,
height of the centroid, speed and time) independently. In order to shrink the sequences
into the available classes, the first step of the hierarchical match has been carried out
setting a threshold of 70% on the x− z score. The obtained results are reported in Table
4.2.

Considering a given number of known trajectory classes, the system should be also
capable of detecting novel events relying on the threshold-based classification: in particu-
lar, novel trends should obtain low scores against the existing clusters. As the occurrence
of these novel routes increases, the associated event is included in the database of known
activities, providing the capability of learning new events. As it can be noticed from the
sample scenario in Fig. 4.4, the algorithm first highlights these trajectories as anomalous,
and then progressively associates them to a new Class 3, or to a new action (A3 in this
case) if the occurrence exceeds a sample threshold Ath = 10. After determining the perti-
nence of the trajectory to one of the known classes, a new score is calculated to determine
the similarity with known actions. The intra-class matching results are shown in Table
4.3.

The system demonstrated a good robustness in detecting anomalies for three out of
four clusters. Only in cluster B no anomaly out of 6 has been detected: a visual inspection
of the paths has revealed that the evolution of normal and anomalous trajectories was
very similar, making the analysis difficult also for a human operator.
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Figure 4.4: Class and Action update.

4.5 Conclusions

In this chapter we have proposed a novel scheme for hierarchical matching of 3D trajec-
tories of pedestrians. The method relies on the definition of an ad-hoc syntax to describe
the trajectory evolution, which takes into account the 3D spatial location, together with
the information about speed and time. To group the trajectories and identify frequent
activities, a modified version of the edit-distance has been adopted. Using the proposed
approach it is possible to associate a new trajectory to the action that matches most. In
case the trajectory does not belong to any of the pre-stored classes, it is placed in the set
of unknown tracks that can successively be associated to a new class/action based on the
number of occurrences, making the system self-configurable and adaptive.
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Chapter 5

Context-Free Grammars for Activity
Modeling and Matching

In this chapter we propose a novel method to analyze trajectories in surveillance scenarios
by means of Context-Free Grammars. Given a training corpus of trajectories associated
to a set of actions, a preliminary processing phase is carried out to characterize the paths
as sequences of symbols. This representation turns the numerical representation of the
coordinates into a syntactical description of the activity structure, which is successively
adopted to identify different behaviors through the CFG models. Such a modeling is the ba-
sis for the classification and matching of new trajectories vs. the learned templates and it
is carried out through a parsing engine that enables the online recognition of human activ-
ities. An additional module is provided to recover parsing errors (i.e., insertion, deletion,
or substitution of symbols) and update the activity models previously learned. The proposed
system has been validated in the context of assisted living applications, demonstrating good
capabilities in recognizing activity patterns in different configurations, also in presence of
noise in the acquired trajectories, or in case of concatenated and nested actions.

5.1 Introduction

In recent years there has been a relevant attention towards the implementation of auto-
matic systems for activity detection and analysis in several application areas, including
environmental monitoring and video surveillance [66]. The analysis consists of the ex-

Part of this Chapter appears in:
M. Daldoss, N. Piotto, N. Conci, F.G.B. De Natale, ”Activity Detection using Regular Expressions”. IEEE Int’l
Workshop on Image Analysis for Multimedia Interactive Services, pp. 1-4, Desenzano del Garda - Italy, 12-14
Apr 2010.
M. Daldoss, N. Piotto, N. Conci, F.G.B. De Natale, ”Learning and Matching Human Activities using Regular
Expressions”. IEEE Int’l Conf. on Image Processing, pp. 1-4, Hong Kong, 26-29 September 2010.
M. Daldoss, N. Piotto, N. Conci, F.G.B. De Natale, ”Context-Free Grammars for Activity Modeling and Match-
ing” in N. Adami, A. Cavallaro, R. Leonardi, P. Migliorati. Analysis, Retrieval and Delivery of Multimedia
Contents, Berlin: Springer-Verlang, 2011. (Lecture Notes on Computer Science), Accepted for publication.
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trapolation of meaningful information about the event occurring in the observed scene by
interpreting and classifying low level features such as objects trajectories [76] [78]. There
are though situations in which the trajectory analysis tools may be misleading, due to
their connection to physical and geometrically referenced displacements. In fact, geomet-
ric displacements can be of great help in a lot of situations where the personalization
does not play a crucial role, such as for example traffic monitoring (vehicles are driven by
humans, but they have to comply with a set of rules) [74], or in case the structure and
the semantic of the environment are not known a priori (generic monitoring in outdoor
[86]). On the contrary, in more defined scenarios, the structure of the environment is well
known, typically facilitating the interpretation of the context in which a specific activity
is carried out. This is the case for example of human behavior analysis in homes or offices.
In these situations the topology of the rooms is typically kept constant over a consider-
ably long range of time. However, even though the observed space is static, subjects move
freely and tend to perform also the most common actions in slightly different manners
each time. This personalization factor is clearly not voluntary and relies on a number
of factors that cannot easily be measured. In practice, this consists of collecting sets of
trajectories, in which the point-to-point displacement of the moving subject is different
each time, thus making it impossible to apply any kind of curve matching. The activity
detection can though be achieved by analyzing the event at a higher-level of abstraction.
Such kind of analysis aims at establishing connections between the moving subject and
the environment, trying to categorize the activities on the basis of interactions. Interac-
tions can be of different forms, but in general, and considering trajectories as the principal
source of information, they can be modeled as the permanence for a specific amount of
time in the neighborhood of one or more meaningful spots in the room.

This work stems from a preliminary research [21] the authors have carried out in this
area, and concerns a video analysis tool that exploits regular expressions to automatically
associate an observed activity pattern to a template belonging to a set of activities learned
a priori. In this work actions are modeled through an abstraction of the top-view trajec-
tory, which is summarized into a symbolic stream of Hot Spots, each of them corresponding
to specific and relevant areas in the observed environment. The derived expressions cor-
responding to the activity models are automatically learned as separate CFGs using a set
of training sequences. In the test phase, the resulting symbolic strings are parsed using
the Earley-Stolcke algorithm to determine the similarity against all available CFGs. The
main contribution with respect to the previous work consists of the progressive update
of the activity database and therefore the capability of the system in adapting to the
changes in the environment, as well as the users’ habits.

The chapter is structured as follows. Section 5.2 provides a concise description of the
CFG formalism. Section 5.3 introduces the proposed framework focusing on the repre-
sentation and discovery of activities, together with the presentation of the corresponding
matching strategy. The experimental validation is presented in Section 5.4 for an indoor
scenario.
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Figure 5.1: Flowchart for “Watching TV”.

5.2 Overview on Context-Free Grammars

As a brief introduction to CFGs [27], we define a language as a set of strings over a finite
set of symbols. The CFG is used as a formal mean to specify which strings belong to the
language. A CFG is defined as in Eq. (5.1):

G = (N, Σ, P, S) (5.1)

where N is a finite set of non-terminal symbols, Σ is a finite set of terminal symbols
(N ∩Σ = 0), P is a finite set of rules of the form A → α (A ∈ N and α ∈ (N ∪Σ)∗), and
S is the starting symbol (S ∈ N).
In order to decide whether a given string X is compatible with a grammar G, a parser
scans it from left to right: for each symbol Xi a set of states is constructed, representing
the conditions of the recognition process. The algorithm is composed of three stages,
recursively executed:

• Prediction: estimates the possible continuation of the input, based on the current
position in the parsing process

• Scanning : reads the next input symbol and matches it against all pending states.
The states not confirmed by the read symbol are discarded.

• Completion: updates the states confirmed by the scanning phase

If during Scanning the procedure encounters symbols that do not match any of the pre-
dicted pending states (i.e., the input does not verify any of the available rules), the
procedure is aborted; the algorithm terminates successfully otherwise.

Before going into the details of the proposed solution, a toy example that describes
how the grammars work, is provided in the following, in order to highlight the power and
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Table 5.1: Complete CFG rules for example in Fig. 5.1.

act → a
a → b c d
b → A e
e → ε |B
c → C
d → D

the flexibility of the matching through CFGs. The flowchart of Fig. 5.1 summarizes the
steps required to implement the action Watching TV : the activity includes three main
parts, i.e., the initial stage (b), the core of the action (c) and an end phase (d). Every
section, represented by a non-terminal symbol, is composed by one or more symbols, each
of them being either a terminal (i.e., dark grey boxes) or a non-terminal symbol(light
grey boxes), leading to the tree structure reported in Table 5.1. Some symbols can also
represent wildcard elements, as for example the block corresponding to the Remote Control
(e), making the presence of one or more specific symbols optional (ε). As a consequence,
the sequences reported in 5.2 and 5.3 are both recognized as the action Watching TV :

act1 → ACD (5.2)

act2 → ABCD (5.3)

5.3 Proposed Framework

Observing and tracking an object in an environment allows the characterization of its mo-
tion by means of a trajectory. The trajectory consists of the frame-by-frame displacement
of the moving object with respect to a reference system (the ground plane is typically
adopted). In order to fulfill the requirements of the CFG framework, it is necessary to
convert the numerical representation of the trajectory into a symbolic stream. This pro-
cess can be carried out at different abstraction layers, such as for example the quantization
of the ground floor into a coarser grid, in order to avoid sudden fluctuations of the object
centroid projection. In our implementation we have chosen to synthesize the trajectory as
the succession of significant spots as pointed out also in [31], therefore describing an activ-
ity as the corresponding symbol string resulting from the concatenation of these elements.
At first, a number of areas of interest in the observed room is selected, and then each raw
trajectory is converted into an event stream of concatenated spanned regions. This rep-
resentation, although much coarser than the storage of the frame-by-frame coordinates,
allows gathering an exhaustive overview of the path the moving object has performed.
The motion rules identifying the training paths are automatically extracted and a specific
CFG is computed for each activity, allowing a parallel and online classification of specific
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(a) (b)

Figure 5.2: Two different instances (dashed line) of the same action (solid line).

behaviors.
After the initial setup, the method we propose operates as follows:

• (i) pre-processing of the incoming paths and representation in a symbolic domain;

• (ii) automatic discovery of the grammar sets encoding the motion rules for the
training activities (learning);

• (iii) verification, through parsing, of whether an incoming trajectory fits any of the
available rules (classification);

• (iv) update of the grammar rules corresponding to the learned activities.

The choice of a framework, purely based on syntactical elements, with respect to more
traditional approaches for trajectory analysis, arises from the fact that people perform
actions by introducing each time a certain level of personalization, which makes any
instance of the same activity different one from each other. Therefore, the application
of techniques that rely only on the spatial displacements may be in these situations less
appropriate. For the same reason it can happen that the connection among relevant
elements for a specific actions is at some point interrupted due external events such as
for example, the phone ringing, or someone knocking at the door. In this situation, the
resulting trajectory would be strongly altered and the match with the pre-stored template
would be missed, even though the global action is the same. As an example in Fig. 5.2
it is possible to observe two different instances of the same action, each of them showing
non-negligible spatiotemporal differences with respect to the original template.
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5.3.1 Activity representation

Each trajectory T , considered as the concatenation of the moving object locations at suc-
cessive time instant, is represented as a stream of 2-dimensional samples with a temporal
reference as in Eq. (5.4)

T = {Pi, ti}; i = 0...N (5.4)

where each sample Pi = (xi, zi) is the projection on the ground plane of the moving object
centroid at time i. As anticipated, it is worth noting that apart from the noise, object
traces associated to the same activity may evolve in very different ways. This is the main
motivation behind our choice of defining a number of Hot Spots instead of considering
the whole motion trajectory, allowing for the extrapolation of a sort of signature of the
activity. Finally, the activities are represented as the stream returned by the concatenation
of Hot Spots the actor has interacted with, where the term interaction is reduced here
to the proximity of the actor to the specific Hot Spot for a predefined temporal interval.
This allows simplifying the representation in Eq. (5.4) to a stream of indexed regions
associated to a timestamp, as in Eq. (5.5).

T ′ = {Rj , tj}; j = 0...M (5.5)

In Eq. (5.5), Rj is an indexed Hot Spot and tj is the corresponding temporal reference.
Sampling the path in Hot Spots rather than at fixed time intervals allows preventing the
potential issues arising from the acquisition phase such as noise and outliers, yet preserving
the general spatial evolution of the activity.

5.3.2 CFG Rules Discovery

For any of the considered activities a set of symbolic sequences is employed in the grammar
induction phase to discover its specific CFG rules. The strategy employed in this work
relies on [1], a tool originally employed for NLP applications: here, each sentence (i.e., each
symbolic sequence) is iteratively decomposed in expressions and contexts. For instance,
in the sentence Jack (drinks) juice, drinks is the expression while Jack (-) juice is the
context. Intuitively, given the entire set of training sentences, the algorithm searches for
frequent combinations of expressions and contexts and interprets them as a grammatical
type. Types are then extended, whenever possible, and the derivation rules based on the
types are formulated as a CFG. Operatively, two distinct stages are carried out: initially,
all the expression/context pairs are arranged in a matrix form, then a 2D-clustering
algorithm is run to group the expressions appearing in the same context, allowing the
effective grammar definition.

As a simple example taken from NLP let us consider 4 sentences:

• (s1) Jack drinks juice;

• (s2) Jack likes juice;

• (s3) Jack drinks water ;
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Figure 5.3: List of all the expression/context pairs for s1, s2, s3 and s4.

• (s4) Jack likes water.

All the initial expression/context pairs are reported in tabular format in Fig. 5.3. In an
initial stage, a clustering of the context appearing in the same expressions is carried out,
leading to the pairs in Fig. 5.4-(a) and to the rules in Fig. 5.4-(b). A second clustering is
successfully performed leading to the final pairs shown Fig. 5.5. The final grammar rules
for the considered sequences are shown in Fig. 5.5-(b).

5.3.3 CFG-based parsing for activity recognition

In order to recognize predefined activities in a stream of events, we developed an online
algorithm to parse and analyze the incoming symbols. The stream of Hot Spots (referred
to as events) as described in Section 5.3.1, is taken as input and the presence of symbol
chunks (i.e., activities) satisfying the learned CFGs (as in Section 5.3.2) are verified.
Symbols are processed as soon as they are acquired (see Fig. 5.6-(a)) and combined with
the previous events to verify the pertinence of the chunk against the learned CFGs. For
computational reasons, the string is parsed backwards, removing the detected chunks as
soon as they are identified. In this way, an activity is detected when it ends, without the
need of generating multiple hypotheses: moreover, the temporal reference of each event
allows recovering both the duration and the hierarchy among possibly nested activities.
In Fig. 5.6-(b) the procedure is illustrated, considering C D G and A G F B as activities:
according to the parsing order, the most recent symbol at each iteration is on the left
hand side of the string. In order to maintain a finite list of possible events, a time-to-live
constraint is also applied to the symbols, such that the oldest events are dropped from
the stream and not considered for further processing.
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[ “Jack (.) juice”,     {“drinks”, “likes”} ]
[ “Jack drinks (.)”,  {“water”, “juice”}] 
[ “(.) juice”,        {“Jack drinks”, “Jack likes”} ] 
[ “Jack (.)”,        {“drinks juice”, 
     “likes juice”,
           “drinks water”, 
     “likes water”}} ] 
[ “(.)”,         {“Jack drinks juice”, 
      “Jack likes juice”,
             “Jack drinks water”, 
          “Jack likes water”} ] 
[ “Jack likes(.)”,      {“water”, “juice”}] 
[ “Jack (.) water”,  {“drinks”, “likes”}] 
[ “(.) water”,       {“Jack drinks”, “Jack likes”} ]

(b)(a)

drinks
juice
Jack drinks
drinks juice
Jack drinks juice
likes
Jack likes
likes juice
Jack likes juice

Jack
likes

(-)

Jack
(-)

water

Jack
drinks

(-)

Jack
(-)

juice

(-)
juice

(-)
water

Jack
(-)

(-)

likes water
Jack likes water

water

drinks water
Jack drinks water

Figure 5.4: (a) List of all the expression/context pairs for s1, s2, s3 and s4 after initial clustering;
(b) explicit rules.

Besides the detection of nested actions, an additional problem consists of the activity
detection in presence of noise, mainly due to sparse events not related to any of the known
activities. To overcome this issue, we perform a second level of analysis. We call G(n)
a set of n grammars, and Gmax(i) the maximum length of any of the possible sequence
belonging to the i-th grammar. From the original sequence S of length l, we compute

S ′ = S(l − 1)...S(l − q) (5.6)

with

q = maxi{Gmax(i)} + f (5.7)

and f the number of corrupted symbols we choose to tolerate. Starting from S ′, we
generate m new sequences S ′′, removing at each step one symbol S(x) from the original
string, as shown in Fig. 5.6-(c). The quantity m is obtained as follows:

m =
f−1
∑

i=0

i
∏

j=0

(q − j) (5.8)

We apply G(n) on S ′′, in order to verify whether the sequences belong to any of the
available grammars. If so, the symbols involved in the detected action are removed from
the sequence, and S(x) is restored.
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[ {"Jack (.) juice", "Jack (.) water" } {"drinks", "likes"} ]
[ {"Jack drinks (.)", "Jack likes (.)" } {"juice", "water"} ]
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Figure 5.5: (a) List of all the expression/context pairs for s1, s2, s3 and s4 after the final
clustering; (b) explicit final rules.
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Figure 5.6: (a) Sequence layout at the parser; (b) detection of nested actions; (c) detection of
1-corrupted sequence.

5.3.4 CFG rule update

In order to maintain a coherent model for the learned activities that can take into account
the temporal evolution of the activities, an update procedure is required to include poten-
tial modifications. The choice we have adopted is to concentrate on a temporal window
and rebuild the grammar rules considering the most frequent observations matching a
given activity within that window. To this aim, a separate database is built to keep track
of all the incoming sequences fulfilling the rules of each grammar. For every sequence
matching the grammar, a set of features is stored, such as the corresponding activity (i.e.,
the grammar) identifier and the list of symbols belonging to it, together with the temporal
reference that informs about the interaction time with the specific hotspots. Moreover,
for every grammar, the system keeps track of the most recent observation, and the list of
all possible activity variations according the error tolerance strategy.
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Figure 5.7: Flowchart of the CFG rule update strategy.

The system is updated on a regular basis and in accordance with the application
requirements. When an update takes place, the grammar rules for the models are recal-
culated following the procedure illustrated in Section 5.3.2 and considering the most recent
set of observations for every particular grammar. Two combined criteria are considered
before updating:

• the number of occurrences of the single instance;

• the timestamp of the last recognized instance.

In other words, an update is operated only when the number of observations for a
specific grammar exceeds a given occurrence threshold, and the time instant of the last
observation is within given temporal window. The occurrence threshold and the temporal
window extension are tunable parameters regulating the update process. As a consequence
of the update, the system can successfully adapt the detection of the defined actions to
the variations that may occur due to changes of the environment (e.g., new environmental
objects to interact with) or in the habits of the user.

5.4 Results

In order to validate the proposed approach, we acquired a set of video sequences and
extracted the top-view trajectories of each moving subject by means of calibrated camera.
Being the tracking algorithm out of the scope of this work, the experimental validation will
only concern the trajectory analysis module. All tests have been carried out in an assisted
living lab (Fig. 5.8-(a)) and concern people monitoring while performing three classes of
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Figure 5.8: (a) Snapshot and (b) map of the environment. Hot Spots are provided with the
corresponding legend.

activities, namely Cooking, Serving food, and Taking a break. In Fig. 5.9 a sample
instance of each activity is reported for completeness. Given the nature of the considered
activities, the pre-processing phase described in Section 5.3 is carried out considering the
Hot Spots in Fig. 5.8-(b). For the grammar induction phase, we selected and segmented
five instances of each activity obtaining three different CFGs. For conciseness reasons,
only the rules for the Taking a break activity are reported in Fig. 5.10-(a). The choice of
these actions among all possible scenarios is due to the consideration that they can occur
in sequential or nested configurations, thus slightly complicating the recognition process.

The test phase is divided in two different stages: we will first show how the learned
grammars can generalize, recognizing activity instances not defined in the training set;
we will then show the capability of spotting activity sequences from a symbolic stream,
also in a nested configurations.

For the first tests, let us take as an example the CFG learned from one simple activity
(e.g., Taking a break), even though the reasoning can be extended to more complex
grammars. As it can be seen from the rules reported in Fig. 5.10-(a), the structural
skeleton of the activity is modeled through the first three rules: each rule provides for
three possible variations, leading to a total number of sequences satisfying the CFG rules,
equal to 9. In general, the number of sequences belonging to a given grammar depends on
the grammar structure, and thus on the complexity of the sequences used in the training.
In this specific case, the rules have been extracted from five training sequences (Fig.
5.10-(b)) and the grammar returns a total number of nine candidates. The generalized
sequences are shown in Fig. 5.10-(c), and result in semantically legitimate examples of
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Figure 5.9: Sample activity for (a) Taking a break, (b) Cooking, and (c) Serving Food.

the activity Taking a break, even though they were not available in the original training
set.

The second test phase aims at demonstrating the capability of the parsing strategy in
spotting known activity patterns from a continuous event stream. In particular, given the
backward parsing paradigm, we show how the proposed engine can recognize activities also
in a nested form. To this aim, we randomly selected one activity realization for each of the
three learned grammars and composed them in different nested configurations, as shown
in Fig. 5.11. We first consider three consecutive activities (a), then two simply nested
sequences (b), and finally a complex hierarchy among 3 activities with noisy symbols

(a)

Derived CFG

1) [break] --> [arg1] 9 2
2)     --> [arg1] 7 2
3)    --> [arg1] 7 1
4) [arg1]  --> 11 1 4 7
5)    --> 3 1
6)    --> 3 4

(c )  

Generalized sequences

1) [break] --> 11 1 4 7 7 1
2)    --> 3 4 7 2
3)    --> 11 1 4 7 7 2
4)    --> 3 1 7 1

(b)

Training sequences

1) [break] --> 11 1 4 7 9 2
2)    --> 3 1 7 2
3)    --> 3 1 9 2
4)    --> 3 4 7 1
5)    --> 3 4 9 2

Figure 5.10: (a) CFG for Taking a break (regions as in Fig. 5.8 ); (b) training sequences; (c)
generalized realizations.
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Figure 5.11: Activity spotting example: (a) 3 consecutive sequences; (b) hierarchy between 2
activities; (c) 3 nested activities with noisy events.

(i.e., grey box in the figure). From top to bottom we indicate (i) the ground truth for the
activity stream, (ii) the event input stream, and (iii) the signaled activity. As it can be
noticed, the system is fully capable of disclosing chunks of activities even if the incoming
data stream is corrupted by noisy symbols. The algorithm we have implemented is able to
carry out the analysis of the incoming data, in compliance with the real-time constraints,
in order to raise alarms in case an anomaly is detected.

5.5 Conclusions

In this chapter we have proposed a reconfigurable tool for activity detection in indoor
scenarios based on CFG. Starting from the trajectory acquired by the cameras installed
in the environment, the algorithm takes as input a set of training trajectories. The
data is processed in order to extract the meaningful information of the path, namely
the interaction with a number of relevant areas in the observed environment. Through
the identification of these Hot Spots, it is then possible to construct the CFG-based
representation of the activities. During the test phase, the parsing algorithm is run to
evaluate the CFG that best matches the current trajectory with respect to the acquired
prototypes. The algorithm has been validated in an experimental test site targeted at
monitoring daily activities of people living in the environment and it is able to recognize
the activities, both as standalone, as well as in consecutive or nested hierarchies, also
handling noisy events.
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Chapter 6

Optimal Quantization for Robust
Trajectory Analysis

The implementation of algorithms for the comparison of spatio-temporal series reveals the
need of finding the most suitable data representation format to fulfill the specific application
requirements. According to the properties of the signals to be analyzed and considering the
noise corrupting the acquired samples, it may be convenient to consider a pre-processed and
quantized representation of the data, rather than the original sequence. In this chapter we
aim at defining a formal reasoning, in order to help the identification of the most suitable
representation, on the basis of the quality of the collected data. The analysis is carried
out considering the comparison of the sequences with respect to the Lp norm. The metric
is applied on data corrupted by noise, both in the unprocessed and the quantized domains.
The validation of the proposed method has been carried out in the context of trajectory
analysis considering a standard dataset of real trajectories, demonstrating its effectiveness
for both classification and retrieval purposes.

6.1 Introduction

Algorithms for trajectory comparison and representation techniques have received in-
creasing attention from the scientific community due to their potential interest in various
application areas including video classification and retrieval, but also environmental mon-
itoring, video surveillance and motion-based activity recognition [12]. In both cases, a
crucial role is played by the statistics of the noise affecting the acquired data: different
factors are involved, such as imprecisions in the tracking algorithm, partial or complete
occlusions, as well as artifacts introduced by the compression. A common procedure to
limit the effects of noise is to preprocess the trajectory applying a quantizer, thus bringing
the trajectory from the continuous world into a discretized/symbolic domain. Although

Part of this Chapter appears in:
N.Piotto, L.Wang, N.Conci, F.G.B.De Natale, D.Schonfeld, ”Optimal Quantization for Robust Trajectory Anal-
ysis of Video Sequences”, IEEE Int’l Conf. on Image Processing, 2011. Submitted
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the raw representation is in general richer from the informative point of view if compared
to any quantized representation, it is also particularly sensitive to noise, which can be
mitigated if an ad-hoc quantizer is found.

In signal processing theory, optimum quantization has always been considered as the
process of minimizing the distortion between the quantized and the original samples [56].
In this work we aim instead at implementing an optimum quantization scheme suitable
for finding the best representation for sets of trajectories belonging to the same class, thus
facilitating the classification and retrieval processes.

As a rule of thumb it is reasonable to think that the raw representation is more
convenient in presence of low noise, while in case of higher noise intensities the quantized
version becomes more appropriate, possibly improving the system performance.

To this aim, a mathematical formulation is presented, which models signals and noise
as stochastic processes, allowing the definition of an optimization procedure to achieve:

• the best representation between raw/numerical and symbolic/quantized;

• the optimum quantization scheme given the statistical properties of the considered
signals.

The proposed optimization algorithm can be applied in principle to any type of signal.
For the sake of demonstration, in this work we have focused on trajectory matching by
considering the ASL [33] database. Although computational expensive, the extension of
the method to higher dimensional spaces is straightforward.

Historically, signal quantization has been implemented for modulation and analog-to-
digital signal conversion. In these contexts, the traditional way to determine the quality
of a quantization scheme is to measure the distortion (typically by means of the MSE)
between the quantized signal in comparison with the original source [30]. As a conse-
quence, the computation of an optimum quantization scheme is obtained by choosing the
parameters that guarantee the distortion minimization [56].

A different situation occurs instead when we are required to compute the similarity
between signals, acquired by a noisy process, such as for example the trajectories of moving
subjects in a monitored environment. In this case, the best quantization parameters have
to be chosen according to different distortion measures, considering the difference between
classes of data, rather than the distance between original/symbolic signals.

Although the literature is rich of approaches relying on both raw and symbolic repre-
sentations (see Section 2), it is still not clear when a representation is preferable to the
other, since the choice is tightly coupled with the application context. To this aim in this
work we present a formal reasoning, to drive the user in selecting the best representation
with respect to the noise present in the signal samples, and to evaluate the corresponding
optimal quantization parameters.
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6.2 Optimal Quantization

The implementation of an optimal quantization scheme is generally aimed at achieve a
better signal representation that can help the further processing steps in terms of compu-
tation complexity or storage requirements, as well as to mitigate the noise artifacts. This
is particularly true in the framework of power sensitive systems, where the features have to
be quantized due to space and computational constraints. In the following paragraphs we
will consider two generic signals as a discrete-time random processes Xi(t) with i = 1, 2,
and t the time index. Due to the noise corruption, the observed signals can be modeled
as Yi(t) = Xi(t) + Ni(t), where Ni(t) is the random noise contribution. Let Qt(x) denote
the quantization at each time instant t. Qt(x) is specified by a set of region boundaries
(i.e., µl), and a set of reconstruction values (i.e., ql+1), with l = 1..k. k is the number of
quantization levels. In order to obtain a formulation for the definition of the optimum
quantizer Q∗, the following terms are introduced

ND(t) = ‖Y1(t) − Y2(t)‖p − ‖X1(t) − X2(t)‖p (6.1)

QD(t) = ‖Qt(Y1(t)) − Qt(Y2(t))‖p − ‖X1(t) − X2(t)‖p (6.2)

ND(t) and QD(t) are the distortions w.r.t. the noise-free signal distance when adopting a
numerical and a quantized representation, respectively. Given the number of quantization
levels, we define the optimum quantizer as the scheme introducing the minimal distor-
tion (in terms of Lp norm) w.r.t. the noise-free signal when comparing sequence pairs.
Formally, the optimum quantizer can be obtained by maximizing the distance between
ND(t) and QD(t) w.r.t. the parameter Qt, as shown in Eq. (6.3).

Q∗ = arg max
Qt

∑

t

E(‖ND(t)‖p − ‖QD(t)‖p) (6.3)

Although the reasoning can be extended in multidimensional spaces, in the following we
will apply W.L.O.G. the L2 norm.

By considering the optimization problem in the time domain, the optimal quantization
has to be computed for each time instant t. The problem can be presented as follows:
let xi, ni, yi with i = 1, 2 be realizations of the random processes Xi(t), Ni(t), and Yi(t),
respectively.
Q(x) is a quantization function of the form

Q(x) =
k

∑

i=1

qiχ(µi,µi+1)(x) (6.4)

where χ is the characteristic function, qi ∈ R, k is the number of quantization intervals.
The terms yi = xi + ni are the noisy versions of the signals at time t. We can assume

a zero mean noise, W.L.O.G. The optimal quantization of level k is the solution to the
following optimization problem:

max E(‖nd‖2 − ‖qd‖2) (6.5)
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where nd = ‖y1 − y2‖2 − ‖x1 − x2‖2 and qd = ‖Q(y1) − Q(y2)‖2 − ‖x1 − x2‖2. We will
denote the objective function in Eq. (6.5) given the quantization Q as f(Q).

With the following theorem we show that, if the noise corrupting the samples is large
enough, the quantization is worth to be used.

Theorem 1. If the second or fourth order moment of noise is sufficient large, then we
have f > 0.

Proof. Let X = x1 − x2, N = n1 − n2. Consider the quantization Q, which has all the
reconstruction levels qi = 0. Under these assumptions, Eq. (6.5) can be rewritten as

f(Q) = E((X + N)2 − X2)2 − E(X4) (6.6)

Exploiting the terms in Eq. (6.6) we obtain

f(Q) =4E(X2)E(N2) + 4E(X)E(N3)+

E(N4) − E(X4)
(6.7)

Since E(N2) ∼ (E(n2
1) + E(n2

2)) and E(N4) ∼ (E(n4
1) + E(n4

2)), if the second moment or
fourth moment is large enough, we have f(Q) > 0.

Assuming that the noise-free signal statistics are known and invariant over time, the
expression in Eq. (6.7) is a function of the noise properties only. Given a quantization
scheme Q, the threshold value between the numerical and the quantized representations
is obtained evaluating the noise power satisfying Eq. (6.8).

E(‖nd‖2) = E(‖qd‖2) (6.8)

Optimization algorithm. In order to evaluate the optimal quantization scheme,
the optimization problem of Eq. (6.5) is to be solved w.r.t. the parameters of Qk, i.e.,
µi and qi+1. Unfortunately, since the optimization process involves the minimization of a
non-convex function, the solution may not converge to the global optimal quantization:
in any case it guarantees the convergence to a local optimal point. Since a closed form
for the final solution is not available, a gradient descent with line search is used.

If the noise-free signal and noise statistics are known, the nd term in Eq. (6.5) can be
considered constant. Thus, the initial optimization problem becomes

min E((‖Q(y1) − Q(y2)‖2 − ‖x1 − x2‖2)2) (6.9)

The optimization is started considering a uniform quantization scheme, so that the regions
are defined by equally spaced µi and the reconstruction levels qi+1 are the centroids of each
region. Our problem involves a multivariable optimization (i.e., 2k+1 variables, k number
of quantization levels) which is solved by computing an iterative single-variable optimiza-
tion. In other words, the optimization is solved for each single variable, and considering
all the others fixed: when optimizing the first region boundary µ1, all the boundaries µi
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with i = 2..k and the reconstruction levels qj with j = 1..k + 1 are kept fixed. The itera-
tion process over the considered 2k + 1 variables is stopped when a predefined decreasing
rate is achieved between successive function evaluations. The pseudo-code of proposed
algorithm is reported in Algorithm 2. Here, the quantities Φi(i), i = x1, x2, n1, n2 are the
pdf functions of the noise-free signals and the corrupting noises, respectively.

Algorithm 2 Pseudo code for the optimization

Require: Φx1(x1), Φx2(x2), Φn1(n1), Φn2
(n2), k, Stop

Ensure: Optimal µi, qj with i = 1..k − 1, j = 1..k
OldV al = 0, NewV al = 0
Uniform quantizer variables initialization
while 100 × Oldval−NewV al

Oldval ≥ STOP do

OldV al ← NewV al
for i = 1 to k-1 do

Fix all µl with l = 1..k − 1 ∧ l 1= i
Fix all qm with m = 1..k
Find µi minimizing Eq. (6.9)

end for

for j = 1 to k do

Fix all µl with l = 1..k − 1
Fix all qm with m = 1..k ∧ m 1= j
Find qj minimizing Eq. (6.9)

end for

NewV al ← Minimum value for Eq. (6.9) for this iteration
end while

Concerning the role of the number of quantization levels k, we show with the fol-
lowing theorem that under the assumption of strictly increasing distribution functions,
the objective function in Eq. (6.5) is strictly increasing with the number of quantization
levels.

Theorem 2. If k2 > k1, for any optimal quantization Q1 for k1 there exists a quantization
Q2 such that f(Q2) > f(Q1).

Proof. Let Φ denote the probability distribution function. It is enough to consider the qd
part of Eq. (6.5) (i.e., qd = E(‖‖Q(y1) − Q(y2)‖2 − ‖x1 − x2‖2‖2)).

Assume there is a quantization scheme Q0 such that ∀k′ > k, we have f(Q′) ≤ f(Q0).
For Q0, let Q′ be the degenerated situation, i.e. qi = qi+1 for some i. We have

qd =
∑

i,j

∫

((qi − qj)
2 − X2)2Φy1,y2

(µi, µi+1, µj, µj+1)dΦX (6.10)

Note that qd(qi, qi+1) : R2 → R is a polynomial. By the assumption that qd only depends
on the differences of the quantization levels, i.e., qd(x, x) ≡ 0 for any x ∈ R, therefore we
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have that qd has to be a constant. Also, if we perturb µi within the interval [µi−1, µi+1], the
value of f(Q′) will not change, simply because we have a degenerate case. In other words,
the function qd′(qi, qi+1, µi) is a constant function. However, since all the distributions are
strictly increasing, we can always perturb µi, which corresponds to altering qd(qi, qi+1),
contradicting the statement that qd′ is a constant function.

If we assume that the limit of quantization converges as the number of intervals in-
creases, the optimal number is defined as:

Qopt := lim
k→∞

Qk (6.11)

However, we may not know the Qopt, since the algorithm only converges to local minima,
and also in case we achieved the global optimal for each k, the limit may not converge
point-wise.

The following results show that under certain circumstances, and if the estimate of the
signal distribution is not accurate, the error increases with the number of quantization
intervals.

Theorem 3. There exists a form of perturbation on the signal distribution function such
that if k2 > k1, for optimal quantizations Q1 and Q2 for k1 and k2, we have f ′(Q2) <
f ′(Q1), where f ′ denotes the perturbation of f .

Proof. Since the noise is modeled as additive, any perturbation on the signals can be
viewed as perturbation on the noise. Therefore, we can assume the perturbed distribution
Φ′

y1,y2
= Φy1,y2

− ∆Φy1,y2
. We then obtain

f ′(Q2) − f ′(Q1) =
∑

i,j

∫

((qi(Q2) − qj(Q2))
2 − X2)2dΦX ·

∆Φy1,y2
(µi(Q2), µi+1(Q2), µj(Q2), µj+1(Q2))dΦX−

∑

i,j

∫

((qi(Q1) − qj(Q1))
2 − X2)2dΦX ·

∆Φy1,y2
(µi(Q1), µi+1(Q1), µj(Q1), µj+1(Q1))dΦX

(6.12)

requiring the definition of a specific ∆Φy1,y2
.

For Q1, choose i0 and j0 such that
∫

((qi0 − qj0)
2 − X2)2dΦX = sup

a,b

∫

((a − b)2 − X2)2dΦX (6.13)

where µ′

i0 < a < µ′

i0+1 and µ′

j0 < b < µ′

j0+1 for some µ′

i0, µ
′

i0+1, µ
′

j0, µ
′

j0+1.
Then, it is easy to construct ∆Φy1,y2

, which vanishes outside the range {µ′

i0 < a <
µ′

i0+1, µ
′

j0 < b < µ′

j0+1}.
We now define

F (a, b) =

∫

((a − b)2 − X2)2dΦX (6.14)
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Figure 6.1: Average distortion for the original representation, and uniform and optimum quan-
tization, as function of the noise variance (ASL dataset).

and consider the Riemann-Stieltjes integral

G =

∫

F (y1, y2)d∆Φy1,y2
. (6.15)

Let S(F, Pi) denote the Riemann-Stieltjes sum of G for partition Pi inherit from Qi,
U(F, P ) for the upper Riemann sum. Therefore, rewriting Eq. (6.12) we have

f ′(Q2) − f ′(Q1) =

S(F, P2) − U(F, P1) ≤
U(F, P2) − U(F, P1) ≤ 0

The last inequality follows from the non-increasing property of upper Riemann sum [82].

6.3 Trajectory Analysis

The validation of the proposed framework has been carried out in the context of trajec-
tory analysis, by adopting the ASL [33] dataset. In the experiments we show the average
evolution of the terms ‖ND‖2 and ‖QD‖2 of Eq. (6.1) and (6.2) by increasing the noise
variance, giving a quantitative evidence of the advantages introduced by using a symbolic
representation in presence of significant noise (Section 6.2, Theorem 1).
As a final step, we will give experimental evidence to Theorem 2 of Section 6.2, by showing
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Figure 6.2: Classification performance: accuracy vs. noise variance (ASL).

how the objective function f is strictly increasing with the number of quantization levels.
The implemented framework is then used on the selected dataset to validate the applica-
bility in both classification and retrieval applications. In order cope with 2 dimensional
time series, and define a proper quantization scheme, we applied the Centroid Distance
Function (CDF) transformation as described in [7]. The number of quantization levels has
been fixed to 7 for each cluster. After estimating the pdfs for each considered trajectory
class, we applied the optimization routine described in Section 6.2 for the evaluation of
the best quantization parameters for each cluster. In this phase, the optimization is ini-
tialized with a uniform quantizer centered about the mean of the cluster distribution. The
noise is considered to be additive and Gaussian. 25 different levels of noise power have
been considered for validation, ranging from 10% to 98% of the original signal variance.
Each level results in a specific quantization scheme for each class.

In order to show the trend of the distortion introduced by the different representations
with increasing noise power, the average pairwise distance between samples of the same
class has been calculated for three configurations, and for each level in the noise vari-
ance. In particular, we evaluated the distortion between the noise-free signal difference
and the difference of the same samples corrupted by noise in the numerical, uniformly,
and optimally quantized domains. Figure 6.1 depicts the average distortion for the con-
sidered configurations (y-axis) w.r.t the noise power (x-axis). As it can be observed, the
best performance is achieved, in case of low noise, by the numerical representation; on
the contrary, as the noise power increases, the average distortion for the numerical rep-
resentation rapidly grows, while the distortion for the optimal quantized representation
increases more slowly.
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In the second simulation phase, we applied the proposed framework to a simple classifi-
cation problem involving the three different trajectory classes. The classification accuracy
in the three configurations (i.e., numerical, uniform quantization, and optimum quanti-
zation) has been computed at different noise levels. The classification process works as
follows. The optimum and uniform quantization schemes are obtained for each class,
as described in Section 6.2, for 25 noise levels. For each trajectory class a test set of
69 samples is considered and the centroid is selected as the template for the cluster.
Given an incoming path corrupted by noise n, the distance between the trajectory and
each cluster template is evaluated in the three considered configurations: the label of the
template with minimal distance from the incoming path is selected as the best match.
Since the original trajectory is corrupted by artificially generated noise, to guarantee the
statistics reliability of our results, the algorithm is run 100 times for each configuration,
and considers the average value as the outcome of the analysis. Figure 6.2 reports the
average classification accuracy for the three classes as function of the noise variance, con-
firming that for low noise power, the best classification results are through a numerical
representation. On the contrary, as the variance of the additive noise increases, the nu-
merical representation performance reduces dramatically, highlighting the advantages of
the symbolic representation.

In order to give experimental evidence to Theorem 2 of Section 6.2, we solved the
same classification problem considering quantization schemes with increasing number of
levels. Figure 6.3 depicts the curve for the classification accuracy in case of 5, 7, and 10
quantization levels. It is possible to notice how the values of the function f are strictly
increasing with the number of quantization levels considered.

Finally, the same dataset has been used for retrieval purposes. In this phase we
considered all the trajectories from all the classes as queries (a total of 69*3 = 207 queries),
obtaining a ranked list for all of them. Leave-one-out strategy has been chosen. The
process has been iterated over the 25 noise levels, as before. In order to show the retrieval
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Figure 6.4: Retrieval performance in terms of Mean Average Precision vs. noise variance.

performances at increasing noise power, at each noise variance level the Mean Average
Precision (MAP) of all queries has been evaluated. The MAP is generally referred to as
the geometrical area under the Precision-Recall curve and it’s evaluated according the
formula in Eq. (6.16).

MAP =

∑N
r=1(P (r) · W (r))

# of relevant documents
(6.16)

where N is the number of retrieved documents, W () is a binary function weighting the
relevance at a given rank, and P (r) is the precision evaluated at rank r. The retrieval
results are reported in Fig. 6.4 as MAP value (y-axis) vs. noise variance (x-axis). Also
in this case, the performances in terms of MAP confirm that for low noise power, the
numerical representation outperforms the symbolic representation, while for increasing
noise variance the optimal quantization offers the best performances.

6.4 Conclusions

A mathematical framework is presented to evaluate the applicability of numerical vs.
symbolic representations to compare signals corrupted by additive noise. The formulation
allows the definition of a threshold for the noise power as a function of the signal and noise
statistics. Given the threshold, one can decide whether to adopt the raw or the symbolic
representation. In order to find the best quantization scheme, an optimization problem is
implemented and solved to maximally reduce the distance between the the noise-free and
the quantized signals. Simulations have been run considering 2D trajectories with known
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noise statistics. The results in classification and retrieval demonstrate that for low noise
power, the best solution is to adopt a numerical or raw representation, while for noise
power exceeding a given threshold, the symbolic or quantized representation is more
appropriate. Although the experimental section is focused on trajectory analysis, it is
fundamental to note the underlying mathematical framework is application-independent,
thus the reasoning can be applied to any field, in which a signal comparison in raw or
symbolic domain is involved. Future enhancements will be voted to the extension of the
Lp norms-based optimization to other distance measures. Other aspects concern the series
modeling: instead of converting the 2D path to 1D series, it’s possible to jointly consider
both the dimensions in a unique optimization procedure to obtain a multidimensional
(i.e., vector) quantizer.
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Chapter 7

Conclusions and Future Work

The work carried out and described in this thesis has been motivated by the need of
bridging the semantic gap between the low-level activity observations and the high-level
concepts describing an object activity. Assuming a correlation between a specific activity
and the corresponding object motion patterns, the research focused on the development
of innovative representation and comparison techniques for motion trajectories. Although
several application domains are interested in automatic activity analysis, we focused on
monitoring and surveillance scenarios: anyway, the proposed solutions can be customized
in several application contexts with a minimal effort.

The general approach is to extract and code in symbols some spatio-temporal sig-
nature from the object traces, allowing the adoption of comparison techniques relying
on symbolic information. In particular, we have proposed two approaches: the former,
detailed in Chater 3, builds the activity signature on the space-time discontinuities of
the path, representing the activity as the symbolic coding of these samples. Once the
signature is extracted and coded in symbols, the comparison is computed adopting the
so-called approximate matching. The scheme has been initially validated considering 2D
trajectories, but also a 3D extension has been proposed and described in Chapter 4.

Instead, in the latter approach, described in Chapter 5, a more topological representa-
tion is chosen, being the signature coded as the concatenation of some relevant areas (i.e.,
Hot Spots) in the environment. In this case, in order to fully exploit the structural content
of the patterns, the signatures of a given activity have been associated with an automati-
cally derived Context-Free Grammar, casting the activity comparison to a string-parsing
problem.

As far as the first approach is concerned, being the particular representation scheme
derivative by nature, it allows considering interesting invariance properties, such as to
shift, rotation, and scale factors, making the strategy suitable for detecting patterns in
different spatio-temporal configurations; moreover, the trajectory comparison based on
approximate-matching techniques introduces some flexibility in the comparison process,
allowing a significant robustness to low-level noise artifacts. Also, both the representa-
tion and the matching schemes can be easily extended in multidimensional spaces. This
method has proved its reliability in several experiments, however, in case of particu-
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larly complex motion patterns where length of the signature strings tends to increase, we
recorded a progressive inefficiency in the string matching.

In order to enhance the robustness, the second approach can be adopted, allowing
a more compact activity representation, and a more flexible reasoning for the matching.
However, due to constraints in the CFG learning algorithms, the induction of the grammar
rules can be executed only considering positive samples, thus bringing the system to be
particularly sensible to false alarms.

Although not offering comparable flexibility in terms of description, a possible alter-
native to overcome the CFG induction problems is to adopt a different graphical model
for the activity coding, such as Finite State Automaton. In fact, in this context, algorith-
mic solutions are available for learning FSA topology and parameters from positive and
negative examples, allowing a proper activity coding.

The approaches presented in this thesis cover some important aspects for the develop-
ment of automatic activity analysis systems. We think that the contribution of this work,
detailed in the chapter, can appreciably increase the knowledge in this area, reducing
the distance towards the final goal of solve this problem. As future development, some
aspects can be considered with greater detail: as far as the first approach is concerned,
more flexible algorithms for signature extraction can be developed, also other scheme can
be implemented. In light of this, the matching strategy should be self-reconfigurable, al-
lowing an online evaluation of substitution matrix entries according the low-level symbol
meanings.
Regarding instead the second approach, the system can be enhanced with an automatic
detection of Hot Spots, allowing the system to build the topological map of the envi-
ronment by itself. Moreover, an algorithm for the rule induction should be developed
considering both positive and negative samples, allowing a better pattern representation,
and a superior capability in discerning different activity classes.
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