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Abstract

This thesis gives an overview of the process that led to the development of a
novel semi-implicit fluid-structure interaction model. The thesis is dedicated to
the creation of a new numerical model that allows to study ship generated waves
and ship manoeuvers in waterways for various vessel characteristics and speeds
in different external current situations. A model like this requires a coupling
between the fluid and the solid to generate the waves and the hydrodynamic
forces on the hull.
Since the horizontal dimensions are significantly larger than the vertical dimen-
sion, we started by employing the shallow water equations, which are based
on the assumption of hydrostatic pressure. The discretization was carried
out taking only the nonlinear advective terms explicitly while the pressure
terms are discretized implicitly, which makes the CFL condition milder. The
price to pay for this semi-implicit discretization is an increase in the algorithm
complexity compared to a fully-explicit method, but it is still much simpler
than a fully-implicit discretization of the governing equations. Indeed, the
mass and momentum equations couple, and finding the unknowns involves
solving a system of equations with dimensions equal to the number of cells.
The grid supporting the discretization is staggered, overlapping and Cartesian.
Since the aimed application domain is inland waterways, it is paramount to
allow wetting and drying of the cells. This was achieved by acting on the depth
function, the relationship between the free-surface elevation and the water
depth in the cell.
The main novelty of this research project is the two-way coupling of the PDE
system for the water flow with the ODE system for the rigid body motion of the
ship. The hull defines the ship region, and its shape can range from a simple
box to an STL file of a real 3D ship geometry. Where the hull is in contact with
the water, the cells are pressurized. This pressurized group of cells generates
waves as it moves, and its motion is influenced by incoming external waves.
This result is obtained by imposing an upper bound to the depth function, so
that the water depth does not increase when it reaches the hull elevation, while
the pressure is allowed to increase. This upper bound increases the nonlinearity
of the system, which may have dry cells, wet free-surface cells and pressurized
cells. The solution of this system is found by a single nested-Newton iterative
solver of Casulli and Zanolli [36], in which with two separate linearizations
the system is written in a sparse, symmetric, positive semi-definite form. This
particular form allows us to employ a matrix-free conjugate gradient method,
and efficiently get the unknown pressure. The integral of the pressure over
the hull is applied for the hydrodynamic force and torque acting on the ship.
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After adding the skin friction and other external forces from the propeller or
the rudder, the total force is inserted in the equation of motion of the rigid
body. The ODE system is discretized with a second-order Taylor method,
and it is solved for the six degrees of freedom (3 coordinates for the position
vector of the barycenter and 3 rotation angles), providing the next position
and orientation of the ship.
The vertical translation of the rigid body is governed by the gravitational force
and the restoring force from Archimedes’ principle. As the ship oscillates up
and down, the gravitational potential energy is partially transferred to the
radiated free-surface water waves, damping and eventually stopping the motion.
Also, the ship pushes and pulls the water around it, inducing the added mass
force. All these elements constitute the ODE that was used for the verification
of the vertical degree of freedom. The numerical simulation gave the expected
results for the vertical motion.
The horizontal translation, important for the manoeuvers, presented a numer-
ical instability unseen in our previous test cases, which is connected to the
relative motion between the ship and the grid. In each time step in which the
ship enters a new cell, the pressure sharply increases and decreases at the ship
bow. An oscillation can build up in time and create an unphysical void below
the vessel. We implemented a few ideas to attenuate the oscillations. At the
heart of all the following techniques is the reduction of the time derivative of
the water depth, especially for those cells transitioning to a pressurized state.
All these modifications were effective at controlling the oscillations, each with
a different intensity, and simulations with a horizontal motion are much more
stable than without these techniques.
With the collaboration of the BAW research institute, we worked on the model
validation. We used data from two separate experiments to compare the
measurements with the numerical results. Specifically, we focused on the
ship-generated wave height and the hydrodynamic forces on the hull. The
comparison is satisfactory for the wave height. The force and torque prediction
is plausible but underestimated compared to the measurements. The model
seems to displace the water volume correctly during the ship passage, while
the force and torque response might need additional work to be trusted in
applications.
Even though the hydrostatic assumption is mostly correct in our range of
applications, the presence and the motion of a ship could generate strong
vertical accelerations of the flow, which may not be negligible. For this reason,
we implemented an algorithm that corrects the velocity field, introducing also
dispersive effects due to a non-hydrostatic pressure. The correction consists of a
higher-order Bousinnesq-type term in the momentum equation and the solution

xii



of the resulting system. The non-hydrostatic update has a small influence on
the wave generation, while it alters significantly the reaction forces.
The subgrid method implementation allowed to benefit from high-resolution
bottom descriptions while keeping the grid size coarse. The same subgrid
can also be used for a refined definition of the hull, which makes the volume
computations more accurate. Furthermore, the subgrid introduces new possible
states for the cells, as they can be partially dry or partially pressurized. These
intermediate states translate into smoother transitions from one state to the
other when the free-surface is close to the bathymetry or to the hull.
Concerning the software implementation of the developed scheme, in order to
improve the execution performance of the prototype script formulated initially
in Matlab, the numerical method was rewritten as a Fortran program. Also,
thanks to the domain decomposition technique and the MPI standard, each
simulation can run in parallel on multiple CPUs, leveraging the computational
power of supercomputers.
The coupling of the PDE and ODE system, together with an appropriate
redefinition of the depth function, proved to be a valuable method for studying
fluid-structure interaction problems. The combination of efficient numerical
techniques led to the development of a tool with a potential to be applied in
the practice for the simulation of floating objects in wide domains.
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1 Introduction

1.1 Motivations for this study

In waterways engineering there is a growing need to improve the methodology
with which the passage of ships in rivers affects the neighbouring structures.
Indeed, the shipping industry pushes for the adoption of bigger means of
transport, which would increase the height of the ship-generated waves and the
ship sinkage as it travels. This is especially true in shallow water environments,
typical for inland waterways. In alternative, where the physical constraints of
the waterway restrict the size of the ships, the traffic increases. The horizontal
motion of these floating bodies is an aspect of great importance because they are
massive objects. While traveling through a body of water, a ship generates wave
systems which have potential impacts on the surroundings. In the engineering
practice, these impacts are particularly relevant in confined waterways and
coastal environments, where the ship-generated waves interacts with other
natural or man-made structures. For example, we mention the destruction
of groynes, the erosion of river banks and shorelines, the increased sediment
transport, the damage to mooring systems, the alteration of the ecosystems.
The altered wave and flow field around the ship is also significant for the
ship itself. First and foremost, the water exerts a pressure on the hull that
is responsible for the floating condition and for a resistance that has to be
countered by the propeller. As on the two sides of a coin, exactly the same
pressure causes the energy input in the waves formation. In addition, the
depressed water-level profile around the ship lowers its equilibrium position,
causing a vertical displacement called sinkage and a rotation called trim. The
sum of the sinkage and trim effects forms the squat [42, 117], which reduces the
under-keel clearance and is thus an important navigation parameter to avoid
grounding. When the vessel moves near and parallel to a structure, such as a
river bank, the local acceleration of the flow between them causes a yaw torque
that attracts the ship towards the bank. Finally, the shear stress between the
water and the hull generates a resistance that contrasts the forward motion of
the boat. This resistance is stronger in confined waterways.
A detailed description of these and more loads is given in the review made by
Dempwolff et al. [47] and in the rich literature mentioned there.
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1 Introduction

1.2 Ship-generated wave systems
Given the importance of ship-generated waves, it is worthwhile to provide
a general description of the typical pattern of these waves. A ship moving
relatively to the water displaces a volume of water which is proportional to the
size and the speed of the vessel. At the bow, the water is pushed away and builds
up at the front of the ship, while the space left at the stern is filled by water.
In these two regions two stagnation points determine the height of the bow
wave and stern wave. The difference in free-surface elevation induces a pressure
gradient which creates a so-called return current that goes opposite to the ship
velocity and flows in the region at the sides of the boat. The intensity of the
return current depends on the dynamics of the vessel but also on the relative
dimensions of the ship and the waterway cross section. The energy balance
requires that this velocity-field alteration in the lateral region is compensated
by a lowering of the free-surface elevation, which is called drawdown. Together,
the bow wave, stern wave and drawdown form the primary wave system, which
mainly affects the area close to the ship. In confined waterways and shallow
water, the primary wave system is characterized by a higher wave amplitude.
Additionally to the primary wave system, a secondary wave system forms at the
bow and at the stern, where the cross section of the hull changes rapidly along
the main axis. These waves are short and travel far from the origin. Finally,
if the ship is accelerating or moving close to the critical speed, long-period
solitons travel at the front of the ship. For more detail on the wave systems
we refer to the report of BAW [120] and the article of Dempwolff et al. [47].

1.3 Solutions for this type of FSI problems
In the engineering practice, different tools complement each other to design
appropriate interventions:

• analytical solutions make clear what are the important variables at play,
but they work under restrictive conditions.

• laboratory or field experiments allow us to consider most of the forces
and circumstances, but they are expensive and the data is measured only
at specific points, times and setups, making it difficult to generalize the
results for different conditions.

• numerical simulations offer great flexibility in the definition of the bathymetry,
the initial conditions and the vessel characteristics, but the accuracy they
provide is often linked to the time required to make the computations.

2



1.3 Solutions for this type of FSI problems

This thesis is focused on the numerical methods. We mention here a few
examples of numerical methods that could help in studying the ship-waterway
interaction, without the pretense of making a complete list.
The range of solutions available is broad, and usually the choice of the numerical
implementation is a trade-off between accuracy, speed of computation, and
complexity. The most expensive but most accurate models are those that solve
the Navier-Stokes equations directly or in the Reynolds-averaged form [56].
These models are widely used to compute ship-focused variables, but they
become really demanding at mesoscale.
Bradford [19] proposed a model in which the structure is the void resulting
from the vertical subdivision of the domain in two regions of water, and each
region is discretized by a σ-coordinate transformation of the grid. In the
context of potential-flow theory, Shao et al. [104] include a floating body using
a higher-order boundary element method, while Tong et al. [114] implement an
immersed boundary method combined with a harmonic polynomial cell method.
Banks et al. [6–8] developed a fluid-structure-interaction (FSI) partitioned
scheme and put the emphasis on analyzing the stability related to added-mass
and added-damping effects. Ferrari and Dumbser [55] developed a semi-implicit
finite volume scheme for the free-surface equations written in a conservative
form that treats the non-hydrostatic pressure exerted against a fixed rigid body;
in particular they use the diffuse interface approach, in which for each cell along
the vertical the volume is limited and subdivided in the liquid, solid and void
phases, while the pressure is unbounded. Similar diffuse interface models in
the context of weakly compressible flows have been forwarded, for example the
works of Gaburro et al. [58], Kemm et.al [73] and literature citations therein.
Numerical methods for pressurized flows are often derived for stormwater
systems, in which the flow transits from a free-surface condition to a pressurized
regime, where it is then called mixed flow. The numerical solutions for this type
of problem differ in how many sets of equations are adopted, either one working
in both free-surface and pressurized conditions, or two. Some examples of these
schemes are the Preissmann slot technique [45, 95] and the two-component
pressure approach [119]; for more details, see the review by Bousso et al. [18].
Inspiring works can also be found in problems related to the aerodynamics
theory. The connection to the shallow-water theory is made by the aerodynamic
equivalence principle [117], which recognizes the similarity in the governing
equations. Indeed, the shallow water flows are equivalent to certain compressible
gas flows. Caiden et al. [27] make two phases interact by separating the domain
in compressible and incompressible regions. They use the level-set method to
track the interface and the Ghost Fluid Method (GFM) to impose the proper
boundary conditions at the interface. In the same spirit, throughout this text

3



1 Introduction

the unbounded part of the domain is also called the compressible region, while
the incompressible region indicates the part of the domain where the ship forces
the free-surface position.
In this thesis the floating body is moved also in the horizontal directions, which
means that the compressible and incompressible parts of the domain vary in
time. This change can result in undesired pressure oscillations. This problem
is already known in the application of the immersed-boundary method (IBM),
and there are works that aim to smooth the transition of the cells from one
kind of domain to another, such as the ones of Pan and Shen [88], Liao et al.
[82], Seo and Mittal [103], Luo et al. [83] and Kontos [75].

1.4 Dispersion effects
One very important element to consider is if dispersion effects are required, or
not, and if the region near the floating body needs to be treated differently
from the rest of the domain. Bosi et al. [17] show that when there are no
rotational degrees of freedom and under the assumptions of the Boussinesq
theory, high-order dispersive terms become negligible and therefore a simple
hydrostatic shallow water model is appropriate in the body region. Work in
this direction has been also done by Lannes [78] and Godlewski et al. [63, 64],
who coupled a shallow water model with the motion of a rigid body. Parisot
[90], while studying congested flows, also introduced the air-pocket dynamics.
Bocchi et al. [15] used the congested-flow theory to simulate a wave energy
converter (WEC) [60], where the structure is fixed.
The waves generated by the fluid-stucture interaction can travel far from
the body and may also be dispersive in nature; consider, for example, pre-
cursor solitons or the Kelvin wake [106]. In these cases, it is advisable to
introduce dispersion effects outside the near-body region to take into account
non-hydrostatic effects as well. This can be done either by employing a multi-
layer non-hydrostatic model [39, 107], or Boussinesq-type models [84–86]. It is
interesting to point out that there is a link between the nonhydrostatic models
in multi-layer form and in Boussinesq form, as found by Bai and Cheung [5].
An example of multi-layer model can be found in the work of Rijnsdorp and
Zijlema [98]: in their extension of the non-hydrostatic SWASH model [123],
they integrate a body with a fixed position into the domain. In a recent work,
Rijnsdorp et al. [97] use SWASH to simulate moored floating structures. The
non-hydrostatic pressure is included thanks to the use of the Keller-box scheme,
as shown by Stelling and Zijlema [108]; only a few vertical layers are required
to get an accurate propagation of short waves. Examples of application of
the Boussinesq-type approximation can be found in the works of Bingham
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1.5 The SIFSI model

[13], Karambas and Loukogeorgaki [70], Beck and Lannes [10], Filippini et
al. [57]. A high order discontinuous Galerkin finite element method for the
simulation of the coupling of dispersive water waves with structures can be
found in the work of Engsig-Karup et al. [51]. For recent and very efficient
hyperbolic reformulations of nonlinear dispersive shallow water flows, see e.g.
Bassi et al. [54], Busto et al. [52], Escalante et al. [53], Escalante and Morales
[9], Favrie and Gavrilyuk [25] and references therein.

1.5 The SIFSI model
In the inland waterways, a floating object interacts with - and moves in - a
body of water which covers a relatively larger area. We can imagine a ship with
a beam of ten meters and a length of a hundred meters sailing in a river with
a width of a few hundred meters and a length of tens of kilometers. Figure 1.1
illustrates a real-world example of the typical scales.
If the main goal is to capture phenomena in the ship surroundings, numerical
simulations require small computational cells; consequently, the large domain
needs many cells and the excessive computational time becomes the main chal-
lenge. For this reason, it is imperative to use efficient tools to solve the problem.
This principle, together with the goal of creating an instrument suitable for
real-world applications, guided many decisions during the development of the
model, starting from the choice of the foundational model.
The method used in this thesis for the pressurized part of the flow was developed
by Casulli and Stelling [41]. The main idea is to write the water depth in
the mass conservation equation as a piecewise linear function limited from
both below and above. The limit below could represent the bathymetry of a
river bed or the bottom of a pipe, while the limit on top may be a floating
structure or the roof of a pipe. With this boundary from above, when the flow
is pressurized, the wet cross section is limited while the pressure can increase.
Other works that laid the foundation for this thesis are those of Casulli and
Cheng [38], Casulli and Walters [34], and Casulli and Stelling [40] on staggered
semi-implicit finite volume / finite difference schemes for free surface flows. The
main contributions of this thesis are the extension of these type of semi-implicit
methods to work with floating objects and the development of numerical tech-
niques to make them stable, which is then supported by the verification of the
vertical motion and the validation of the ship-induced waves and hydrodynamic
forces. For recent results on alternative staggered semi-implicit finite volume
and finite element schemes for the shallow water and Navier-Stokes equations,
the reader is referred to the works of Busto and Dumbser [111], Busto et al.
[26], Ioratti and Dumbser [68], Del Río et al. [24], Tavelli and Dumbser [99].
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1 Introduction

Figure 1.1. Traffic of cargo ships in the Rhine river. Image courtesy of BAW.

In the new method proposed in this thesis the hydrodynamics is solved in terms
of conservative variables, in order to deal also with bores and hydraulic jumps.
As starting point, we assume a hydrostatic-pressure distribution in water, and
in this context we develop a new and efficient semi-implicit finite volume model
for fluid-structure interaction problems (SIFSI). The model originates from
the shallow water equations written in a conservative form, and the water
flow is coupled with the equations of motion of a rigid floating body. The
resulting sparse mildly nonlinear system for free-surface and pressurized flows
is linearized by the nested Newton method of Casulli et al. [21, 22, 35, 36], and
it is then solved by a matrix-free conjugate gradient method since the resulting
pressure systems are symmetric and positive definite. Mass is exactly conserved
at each time step, even when cells in the computational domain are undergoing
wetting and drying. The floating body, which we will refer to also as the "ship",
"boat" or "vessel", has six degrees of freedom, three for its translational and
three for its rotational degrees of freedom. The forces acting on it are those
resulting from gravity, from the hydrostatic pressure pushing on its external
surface and the resistance due to the shear stress. As a result, the water waves
affect the movement of the ship, but the equation coupling works both ways,
meaning that the ship changes the water depth in the space below it, generating
radiated waves as it moves. The grid supporting the discretization is staggered,
meaning that some variables are defined in the cell center, while others are
defined on the cell interfaces. This setup is convenient in a finite-volume setup
since the variables affecting the fluxes are right where they are needed. The
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1.5 The SIFSI model

grid is stationary so that the motion of the ship does not impose to recompute
a new mesh. Finally, the grid is Cartesian, which has the benefit of maintaining
the second-order space accuracy for central terms, like the pressure gradient.
By the introduction of the subgrid technology [37] we can efficiently integrate
the details of the bathymetry and of the floating body, improving the accuracy
of volume computations at a reasonable computational cost. In addition, we
make use of the theta method to reduce numerical dissipation and thus preserve
wave height.
The foundations of the model just mentioned have already been published on
an international journal by Brutto and Dumbser [23]. This article contains
a description of the mathematical model and the verification of the vertical
motion of the floating body. From this point, the work proceeded by addressing
some important missing aspects as the dispersive effects in the water flow, the
horizontal motion of the ship and the validation of waves and hydrodynamic
forces.
The introduction of dispersion effects is done by means of a Boussinesq-type
term in the momentum equation. At each time iteration, the system is first
solved in its hydrostatic form, and the pressure and velocities updated. Then, a
Poisson-type equation is solved to update the velocities and include dispersion
effects.
Similarly to the models based on the immersed-boundary method, the hor-
izontal motion of the ship can cause instabilities of the pressure, especially
at the ship bow. The subgrid was already useful to dampen the oscillations,
however more solutions were devised: with an alternative volumes computation
algorithm, the concentration of a problematic term in specific time iterations
was removed. The transition between the hyperbolic and elliptic parts of the
domain was smoothed out by acting on the depth function. The impact of
vertical walls was reduced by rounding the hull shape. The displaced volume
was shifted from the origin cell to another destination cell. A dissipation term
was introduced in the system, leading the convergence of the pressure system
to a smoother solution.
Thanks to the collaboration with the BAW institute, the numerical results
of the SIFSI model were compared to experimental results. First, the ship-
shape definition has been improved using as input a STL file of a reference
ship. Then, the setup of the field experiments has been recreated using the
provided bathymetric data, the ship configurations and probe position. The
comparison focused on the ship-induced waves height, the squat of the vessel,
the return-flow speed and the hydrodynamic forces on the hull.
These types of models deliver results in an computationally effective way with-
out sacrificing accuracy, where it matters. They could be of interest to the
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shipbuilding industry, because they allow to observe the response of the float-
ing body in different conditions, such as in open and confined shallow waters
[43]. They allow to perform simulations for multiple hull types and to study
their interaction with the boundaries [118]. When they are applied to predict
the response in working conditions and with complex bathymetries, such as
during manoeuvres [76] in inland waterways or harbours, they can assess the
generation of waves and the interplay with other bodies and structures.

1.6 Structure of the thesis
The thesis is organized as follows: in Chapter 2, the equations are written for
a one-dimensional horizontal domain, and the components of the method are
added progressively in order to ease comprehension and to offer a guideline
for readers who would like to implement this method. Then, the scheme
is generalized by adding the vertical component, and ultimately the miss-
ing transversal component, obtaining a three-dimensional hydrostatic fluid-
structure-interaction (FSI) model. In Chapter 3, the model is tested in different
scenarios and the obtained numerical results are compared to available exact
solutions to verify the water flow and the movement of the floating body, and it
is compared to field and laboratory measurements to validate the ship-generated
waves, the squat, the return flow and the hydrodynamics forces. In Chapter
4, we summarize and comment on the characteristics of the method, and we
outline some possible improvements, which could be the subject of future work.
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2 Numerical methods

2.1 Staggered Cartesian mesh
The method presented in this manuscript is a semi-implicit finite volume scheme
on a staggered grid: in the most general 3D case the physical domain Ω ∈ R3

is discretized by a set of cells Ωi,j,k = [xi− 1
2
, xi+ 1

2
] × [yj− 1

2
, yj+ 1

2
] × [zk− 1

2
, zk+ 1

2
]

forming a Cartesian grid of mesh spacings ∆xi = xi+ 1
2

− xi− 1
2
, ∆yj = yj+ 1

2
−

yj− 1
2
, ∆zk = zk+ 1

2
− zk− 1

2
and barycenter coordinates xi = 1

2(xi− 1
2

+ xi+ 1
2
),

yj = 1
2(yj− 1

2
+ yj+ 1

2
), zk = 1

2(zk− 1
2

+ zk+ 1
2
), respectively. Throughout this

thesis the axes x, y, z and the indices for the variables i, j, k will follow the
orientations depicted in Figure 2.1, where north, south, east, west have nothing
to do with the actual orientation in the physical space, but they are just labels
for the faces to refer to them unequivocally. For the 1D model we consider a
domain formed by Imax cells along the x axis, for the 2Dxz model we have an
additional subdivision in up to Kmax cells along the vertical axis z, and for the
3D we add the horizontal subdivision in Jmax cells along the y axis. In each
cell some variables are defined in the centre and they represent the average
value ai,j,k of a generic quantity a(x, y, z)

ai,j,k = 1
|Ωi,j,k|

�
Ωi,j,k

a(x, y, z) dxdydz, |Ωi,j,k| =
�

Ωi,j,k

dxdydz,

where |Ωi,j,k| is the volume of cell Ωi,j,k. In a staggered grid some variables are
not defined in the cell centre, for example the velocities u, v and w, placed at

Figure 2.1. Representation of the 3D computational domain and faces orientation
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the cell interfaces. Velocity should be interpreted as average velocity as

ui+ 1
2 ,j,k = 1

∆xi+ 1
2
∆yj∆zk

� xi+1

xi

� y
j+ 1

2

y
j− 1

2

� z
k+ 1

2

z
k− 1

2

u(x, y, z) dxdydz,

vi,j+ 1
2 ,k = 1

∆xi∆yj+ 1
2
∆zk

� x
i+ 1

2

x
i− 1

2

� yj+1

yj

� z
k+ 1

2

z
k− 1

2

v(x, y, z) dxdydz,

wi,j,k+ 1
2

= 1
∆xi∆yj∆zk+ 1

2

� x
i+ 1

2

x
i− 1

2

� y
j+ 1

2

y
j− 1

2

� zk+1

zk

w(x, y, z) dxdydz,

where

∆xi+ 1
2

= 1
2 (∆xi + ∆xi+1) ,

∆yj+ 1
2

= 1
2 (∆yj + ∆yj+1) ,

∆zk+ 1
2

= 1
2 (∆zk + ∆zk+1) .

2.2 Subgrid
There is an important trade-off for numerical methods between accuracy and
the time required for the computations. The introduction of a subgrid by
Casulli in [37] is an innovative method to improve computational performance
substantially, while still maintaining very high accuracy. The main idea is to
maintain the system size relatively small without compromising the accuracy
of the computation of the water volume. To do so, two different grids are
employed, one with coarse and one with finer resolution. The original mesh
is where the free surface elevation η = η(x, y, t) is defined; the latter (the
subgrid) is used to hold the input data of the bottom elevation b = b(x, y) and
to compute the total water volume in each computational cell, as well as the
face-averaged water depths H = H(x, y, t). This separation allows for a faster
algorithm because the operations on the subgrid require a lower computational
effort and because the CFL condition acts on the coarser grid; meanwhile,
volume accuracy is radically improved thanks to the subgrid, see Fig. 2.2 for a
sketch in 1D. In wet regions, the local water depth H, the bottom elevation b
and the free surface elevation η are related via the linear relation η = H + b.
In general, including dry areas but in the absence of floating objects, we have
the nonlinear relation H = max(0, η − b) ≥ 0. For the sake of simplicity we
present the concept in one space dimension only, and for the moment without
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2.2 Subgrid

Figure 2.2. Cell divided in subcells

the floating objects, which will be introduced later. We call the subgrid cells
size ∆xs = ∆x/s, where s is the number of subcells in each cell. Potentially, s
could vary spatially, but it is assumed to be constant since there is no need to
make distinctions at this point. The average water depth in a cell is computed
as a sum of the water depth in each subcell:

H(ηi) = 1
∆x

∑
s

max(0, ηi − bi,s) · ∆xs = 1
s

∑
s

max(0, ηi − bi,s), (2.1)

since ∆xs is assumed to be constant. Since the grid is uniform, this depth
function is closely related to the corresponding volume function through V (ηi) =
∆x∆yH(ηi). The free surface elevation is assumed to be piecewise constant
per cell, so the subcell volumes in the summation differ only if the bottom
elevation varies spatially at the subgrid level. The derivative of the average
depth function is given by

H ′(ηi) = 1
s

∑
s

H ′
s(ηi, s), with H ′

s(ηi, s) =
{

1 if ηi > bi,s

0 if ηi ≤ bi,s
(2.2)

A visual representation of the improvements on volume computation is provided
in Figure 2.3. In this example, a sloped bottom is discretized first on a 2 cells
grid, and then on a 2 cells grid linked to a s = 13 subgrid. The free surface
elevation is always the same. The subgrid substantially improves over the
simple piecewise constant approximation of the bottom. Also, in the case
without subgrid the cells are regarded either as dry or wet, while in the grid-
subgrid case cells can be wet, dry or partially wet.
It is reasonable to spend some words on the similarities and differences between
the use of a fine grid without subgrid and a coarse grid connected to an equally
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2 Numerical methods

Figure 2.3. Volumes computed with the same number of cells with a simple grid
(a) and with the addition of a subgrid (b). Oblique lines are the real
bathymetry. The η is the same in both cases but the bathymetry can be
more accurate with a subgrid

fine subgrid, see Figure 2.4 for a comparison. In the first case (fine grid without
subgrid), each cell has an independently moving free surface, so accuracy is
high; free surface waves profiles are more visible and wet/dry areas are more
realistic. The price to pay for this is a very high amount of computations, which
are time and memory consuming. This is due to the large number of unknowns
(free surface elevations) and due to the small time step that is imposed by
the CFL stability condition on a fine mesh. In the second case (coarse grid
with subgrid) the flow in the domain is represented by a much smaller number
of unknowns (free surface elevations), hence free surface wave profiles are
less accurately resolved, but the decrease in accuracy is counterbalanced by
a remarkable reduction of the unknowns and by a larger time step, since the
CFL condition is only based on the mesh spacing of the grid and not on the
spacing of the subgrid. At the aid of subgrid results are obtained much faster
compared to a fine mesh simulation. A compromise has to be made to obtain

Figure 2.4. Differences between using only a fine grid (a) compared to a coarse grid
with a subgrid (b). ∆x on the left is equal to ∆xs on the right.

a sufficiently accurate result in a reasonable time; to do so, the subgrid is an
invaluable tool. Some small scale information may be lost, but if they are not
required there is a lot to be gained in efficiency. The actual number of cells
and subcells should take in consideration all these observations. A possible
decisional process is the following:

1. Choose the subcells size based on the bottom variability (steep slopes and
frequent ups and down require small ∆xs), so that volume is accurately
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2.3 Shape representation of floating objects on the subgrid and mass
distribution

computed. The total number of subcells in the domain is Nsubc =
xE − xW

∆xs
.

2. Choose Imax so that the free surface is accurate enough (depends on the
purpose of the simulation); to help with the choice, one could simply
start with a fairly small Imax, run a few time steps of the simulation,
observe the results and progressively increase it, if necessary.

3. Calculate s = Nsubc

Imax
, rounded at the highest whole number. Imax and s

are related: the smaller Imax, the bigger s.

2.3 Shape representation of floating objects on the
subgrid and mass distribution

The representation of the ship is parametric: the x-y-z coordinates of a finite set
of points is expected as input, they are placed in the domain space (according
to the centre of mass position and orientations) and used as a blueprint to
build the discretized ship, assuming they are connected by straight lines.
An algorithm has to be developed to find the intersections of the input hull with
the vertical lines passing through every subcell centre. Those intersection will
approximate the hull with piecewise constant values. In 1D/2Dxz simulations
this reconstruction is exact, i.e. it preserves the volume of ship, where the
intersection is approximating only one segment. In the subcells with the input
points, there are two segments with different orientations, and the intersection
will be on only one segment, so the reconstruction is not exact there; provided
a sufficiently fine subgrid, this effect is negligible. In Figure 2.5 is shown an
example of interpolation in 1D/2Dxz; the input ship is defined by the black
points, while the reconstructed ship is in red.
In 1D simulations with subgrid along y and in 2Dxy/3D simulations the idea

of reconstruction is the same, but with the additional y dimension there are
polygons instead of straight lines. Let us consider an example as shown in
Figure 2.6 and follow the process steps. The input vessel is thought as composed
of a series of horizontal layers, and the points are their intersections with the
ship edges (an edge is highlighted in yellow); in the illustration there are 3
layers, each one with 6 points. Every close couple of points in a layer will form
a quadrilateral (one is highlighted in green) with the corresponding couple on
a next layer, except for the last one, which will be a generic polygon. At every
time step, we are interested in finding the z elevation of the hull in the (x, y)sub

subcells centres; Since the coordinates of the ship points (x, y)ship almost
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Figure 2.5. Illustration of the ship blueprint in 1D/2Dxz and the interpolation on
subgrid points

Figure 2.6. Illustration of the ship blueprint in 2Dxy/3D and the interpolation on
subgrid points. The green lines highlight a quadrilateral, the yellow line
is an edge.

never coincide with the subcells centres, an interpolation from the blueprint is
necessary. A 2Dxy/3D algorithm carries out the following operations:

1. The portion of the subgrid surrounding the ship footprint (the projection
of the ship points in the x − y plane) is cropped out to avoid unnecessary
computations where they are surely not needed

2. Each subgrid point psub (in Figure 2.6, the blue and red points are two
examples) is tested to determine if it is inside or outside the footprint. To
do so, one can start, for all the vessel polygons, by drawing the vectors
connecting their vertices with the point psub and storing them. Then, the
scalar product of all the possible ordered couples of vectors is done to
compute the angles between them. If the sum of these angles is < 2π the
point is out, if it is = 2π it is in the polygon. Practically, it is necessary
to ease a bit these rules because the angles are computed with a finite
precision so there are some errors: psub is considered inside if the sum of
the angles is ≥ 2π − ξ, with ξ a small number (like 2π/1000, it may be
adjusted based on the subgrid size)
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distribution

3. Once the polygon surrounding psub is determined, it is possible to compute
the vector n = (nx, ny, nz) orthogonal to the plane described by two
polygon edges. The vertex between the two edges has coordinates v =
(xv, yv, zv). The elevation of the hull in that subcell lpsub

is then:

lpsub
= zv − 1

nz
[nx(xpsub

− xv) + ny(ypsub
− yv)] (2.3)

With these operations, the input ship is reconstructed where it is needed, in
the subcells centres. Interestingly, even when the water flow is 1D it is possible
to use the subgrid to have a 3D representation of the ship and improve volume
computations.

The mass distribution on the ship determines where the centre of mass is
located and so, together with the pressure on the hull, it has a major role
in the stability of the vessel. As a general rule, an unstable configuration
is one with G high along the vertical and skewed on the port or starboard;
once it starts rolling, the torque amplifies the rotational velocity and the ship
capsizes. The mass distribution of the floating object is given at the start of the
simulation and then kept constant. Thus, in a body-fixed frame of reference
also the inertia I is constant. For convenience, in the test cases of Section 3 we
used simplifying assumptions on where the mass is located. For applications
with real ships, it would be better to remove those assumptions and use the
available data on the structure and on the heavy equipment onboard. The
following procedure describes how to generate an object with heterogeneous
mass distribution:

1. Take the input ship rotated in upright position.

2. Apply the discretization of the hull at subgrid level (as seen in Section
2.3). Now it is possible to imagine the vessel as formed by a sequence of
vertical stripes which are bounded below by the hull and above by the
deck. Here we define the deck based on the highest elevation reached by
the hull.

3. Assign at every stripe a share of the total mass ms; this controls the
horizontal position of the global centre of mass G. If the distribution
is known it is possible to define the mass of each stripe manually; if
unknown, a simple assumption is to set the masses proportional to the
vertical lengths of the stripes.

4. Assign at every stripe the vertical position of its centre of mass; this
controls the z position of the global centre of mass. If it is not known,
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one could place it always at the same adimensional height: for example
if the mass is homogeneously distributed the centre will be at 1/2 of the
stripe vertical length.

5. Compute the global centre of mass G and place there the origin of the
body-fixed frame of reference x′z′.

6. Compute the moment of inertia of the ship Is using

I =
∑

s

ms,s (x′2
s + z′2

s). (2.4)

The above procedure allows to have an heterogeneous mass distribution at the
finest level of accuracy allowed by the subgrid resolution. It is also extendable
to 3D simulations with the due changes (the stripes are now prisms and inertia
is a 3x3 tensor).

The fluid-structure interaction problem imposes one more limitation to
the volume in each cell, which should be bounded from above at the current
elevation of the hull l. The depth function is therefore also dependent on the
position and orientation of the ship, which moves at each time step:

H(ηi, xG, zG, φ) = 1
s

∑
s

max (0, min(ηi − bi,s, li,s − bi,s)) = H1 − H2. (2.5)

where the Jordan decomposition of H is needed for the nested Newton algorithm
of Casulli and Zanolli [35, 36]. An illustration of the relationship between H,
H1 and H2 is provided in Figure 2.7.

Figure 2.7. Schematic representation of the average depth functions H, H1 and H2.
Smoothness is a consequence of the subgrid, as each cell can also be
partially wet.

Figure 2.8 illustrates how the average water depths are computed on the
subgrid in the presence of a floating rigid body. The considerations concerning
the use of the subgrid for the vessel reconstruction are analogous to those made
before for the bottom resolution on the subgrid for the hydrodynamics. Of
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2.4 1D model

course now the total number of subcells has also to be adjusted to discretize with
enough accuracy the geometry of the ship, not only the bottom topography. A
major difference between the vessel and the bottom is that the former is moving
at each time step; the elevation of the hull l is sampled at the intersection of said
hull with the vertical passing through the centre of the subcells, so in general
the hull is not discretized in the same points. This reconstruction maximises
the accuracy of the water volume computation and allows to have the piecewise
constant hull l always aligned with the piecewise constant bathymetry b. The

Figure 2.8. Volume computation around a floating ship. In this example the domain
is divided in four cells (thus there are four η) and each cell has thirteen
subcells.

ship is discretized by a finite number of subcells, which is proportional to the
area of the projection of the vessel in the horizontal plane. This may cause
some problems when the floating body has almost vertical sides (usually at
the external part) because there may not be an adequate number of subcells
for them, or none at all (depending on the orientation of the ship and the
subcells size); the volume computation would not be significantly affected, but
the horizontal forces would be. For this case a different approach to forces
computation could be explored, for example sampling them in a constant
number of points spread evenly on the hull, regardless of the orientation or the
subgrid. In Section 2.16 it is explained how the use of an input triangulated
surface overcomes the problem of the vertical sides.

With the present definition of the algorithm, it is not possible to simulate a
completely immersed body since the free surface is defined by a single-valued
function, so it is not possible to have water above the object.

2.4 1D model

We first introduce the new method for the simple one-dimensional case, in
order to ease notation and to simplify the overall presentation, allowing to

17



2 Numerical methods

focus on the new main ingredients of the approach. Subsequently, we will then
show the new method for the general three-dimensional case.

2.4.1 Shallow water equations

The shallow water equations are the starting point for our numerical model.
They can be derived from depth-averaging of the incompressible Navier-Stokes
equations, which describe the flow of an incompressible fluid with constant
density, while conserving mass and linear momentum. Assuming that the flow
is hydrostatic the equations simplify and become computationally much easier
to solve; this assumption is valid when the vertical accelerations and the vertical
viscosity are significantly smaller than the gravity acceleration and pressure
gradient, which is usually true for geophysical flows. The one-dimensional
shallow water equations with bottom friction read

∂H(η)
∂t

+ ∂q

∂x
= 0, (2.6a)

∂q

∂t
+ ∂uq

∂x
+ gH

∂η

∂x
= −γq, (2.6b)

where g = 9.81 m/s2 is the gravity constant, u = u(x, t) is the average velocity,
H = H(x, t) is the water depth, b = b(x) the bottom topography and q = H · u
is the discharge. η(x, t) = b(x) + H(x, t) + Ps(x, t) is the free surface elevation
plus an additional height accounting for the pressure acting on the floating
body, which is Ps(x, t) = 0 outside the body region. A typical dimensionless
number appearing in shallow water flows is the Froude number Fr = |u|/

√
(gH),

which allows to distinguish subcritial flows from supercritical ones. In the
system above, γ = γ(H, u) is a nonnegative bottom friction coefficient that can
be defined e.g. using the Strickler parameter kSt and the hydraulic radius Rh.
In the engineering practice, for wide channels where one can assume Rh ≈ H
one obtains

γ = g · |q|

k2
St · R

1
3
h · H2

≈ g · |q|
k2

St · H
7
3

(2.7)

If the roughness is known from a Manning coefficient nM or a Chézy coefficient
χC , the formula (2.7) is still valid, since the following relations hold:

kSt = 1
nM

= χCR
− 1

6
h (2.8)

Typical values for nM in an open channel can be found in the work of Chow [112].
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2.4 1D model

2.4.2 Dynamics of floating rigid bodies

Before coupling the floating rigid bodies (ships) with the flow dynamics, it is
useful to specify how their kinematics and dynamics is handled, as well as their
shape and mass distribution. A ship is treated as a moving rigid body with
total mass ms. It is convenient to define a body-fixed frame of reference x′z′,
with the origin in its centre of mass G = (xG, zG); x′ lies on the longitudinal
axis of the vessel and is responsible for surge motion, while z′ (⊥ x′) points
up towards the sky and is responsible for heave motion. Only one point is
needed to track the ship position, all the others can be derived starting from
the known one; this special point is set to be the centre of mass. In 1D and
2Dxz simulations the vessel has three degrees of freedom, two for translation
along the horizontal and vertical axes x and z, one for the rotation around the
y axis. The orientation of the object in the space is represented by the angle
φ, defined as the angle between axes z and z′.

Figure 2.9. General 1D/2Dxz scheme of the ship motion problem

The equations that govern the movement are derived from the conservation of
linear and angular momentum:

ms
duG

dt
=

∑
Fx,s, (2.9a)

ms
dwG

dt
= −msg +

∑
Fz,s, (2.9b)

d

dt
Isφ̇ = τ, (2.9c)
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and from the definitions of the linear and angular velocities

dxG

dt
= uG, (2.10a)

dzG

dt
= wG, (2.10b)

dφ

dt
= φ̇. (2.10c)

In the equations of motion ms is the ship mass and Is is the ship’s moment
of inertia relative to G, constant in the body-fixed reference frame and given
by (2.4). The forces acting on the vessel are those generated by gravity Fg

(always vertical) and the hydrostatic pressure orthogonal to the hull, which
creates a horizontal and a vertical component of the force Fx and Fz. The
ship will then be able to float and passively being carried by an imbalance in
the free surface; also, these forces will create a torque that will make the ship
oscillate. At this stage of development of the model, the propulsion force and
the steering moment are not considered, but we only consider the following
forces:

Fx,s = ρg max(0, ηs − ls) ∆xs tan(αs),
Fz,s = ρg max(0, ηs − ls) ∆xs,

τ =
∑

s

[Fx,s(ls − zG) + Fz,s(xG − xs)] .
(2.11)

where ρ is the water density, ls is the hull elevation at the subcell s centre, αs

is the smallest angle between the horizontal and a vector orthogonal to the
hull in that subcell, xs is the x coordinate of the subcell s centre.

2.4.3 Semi-implicit discretization

The equations of motion of the rigid body (2.9)-(2.10) provide the accelerations
that are necessary to compute changes in the ship position, orientation and
velocities. At the beginning of each time step, they are updated using an
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explicit second order accurate Taylor method:

xn+1
G = xn

G + un
G · ∆t + 1

2

∑
s F n

x,s

ms
· ∆t2, (2.12a)

zn+1
G = zn

G + wn
G · ∆t + 1

2

∑
s F n

z,s − Fg

ms
· ∆t2, (2.12b)

φn+1 = φn + φ̇n∆t + 1
2

τn

I
∆t2, (2.12c)

un+1
G = un

G +
∑

s F n
x,s

ms
· ∆t, (2.12d)

wn+1
G = wn

G +
∑

s F n
z,s − Fg

ms
· ∆t, (2.12e)

φ̇n+1 = φ̇n + τn

I
∆t. (2.12f)

With the notation f = q · u = H · u2 and G = (xG, zG), a semi-implicit
discretization of the 1D shallow water system (2.6) can be written as:

Hi(ηn+1
i , Gn+1, φn+1) = H(ηn

i , Gn, φn) − ∆t

∆x

(
qn+1

i+ 1
2

− qn+1
i− 1

2

)
, (2.13a)

qn+1
i+ 1

2
= q∗

i+ 1
2

− ∆t

∆x
gHn

i+ 1
2

(
ηn+1

i+1 − ηn+1
i

)
− ∆γn

i+ 1
2
qn+1

i+ 1
2

. (2.13b)

The fluxes in the mass conservation equation, the pressure gradient in the
momentum equation and the bottom friction term are discretized implicitly,
while the nonlinear convective terms are discretized in an explicit manner. In
order to avoid nonlinearities in the implicit part, the water depth at the cell
interface Hn

i+ 1
2

is taken explicitly, as well as the bottom friction coefficient
γn

i+ 1
2
. For subcritical flows (Fr ≤ 1), Hn

i+ 1
2

is taken equal to the average of the
water depths Hn

i and Hn
i+1, while for supercritical flows (Fr > 1) we use the

upwind water depth, hence

Hn
i+ 1

2
=


Hn

i + Hn
i+1

2 if Fr ≤ 1,

Hn
i if Fr > 1 and qi+ 1

2
≥ 0,

Hn
i+1 if Fr > 1 and qi+ 1

2
< 0.

(2.14)

The term q∗
i+ 1

2
contains the explicit discretization of the nonlinear convective

terms:
q∗

i+ 1
2

= qn
i+ 1

2
− ∆t

∆x
(fi+1 − fi) (2.15)
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2 Numerical methods

The fluxes in equation (2.15) are approximated by any stable numerical
flux. Here three possible choices are presented: the momentum-conservative
Stelling&Duinmeijer flux fSD [109], the shock-capturing Rusanov flux fR[101]
and the energy-conservative Ducros flux fD [49]:

fSD
i =

qn
i+ 1

2
+ qn

i− 1
2

2 uupwind
i+1 , with uupwind

i =


un

i− 1
2

if
qn

i+ 1
2

+ qn
i− 1

2

2 > 0

un
i+ 1

2
if

qn
i+ 1

2
+ qn

i− 1
2

2 ≤ 0 .

(2.16)

fR
i = 1

2
[
(qu)n

i+ 1
2

+ (qu)n
i− 1

2

]
− 1

2smax
i

(
qn

i+ 1
2

− qn
i− 1

2

)
. (2.17)

fD
i = 1

4

(
qn

i+ 1
2

+ qn
i− 1

2

)
·
(

un
i+ 1

2
+ un

i− 1
2

)
− 1

2smax
i

(
qn

i+ 1
2

− qn
i− 1

2

)
, (2.18)

with the wave speed estimate

smax
i = 2 · max

(∣∣∣∣un
i+ 1

2

∣∣∣∣ , ∣∣∣∣un
i− 1

2

∣∣∣∣)+ c. (2.19)

The product 2u in equation (2.19) is the system eigenvalue emerging from a
characteristic analysis [24]. The term c is a small constant, for example 0.1,
whose purpose is to always force the wave speed to be non-zero even for u = 0,
so the unstable central flux is avoided. A simple average of fR and fSD is
employed. The time step size ∆t is adjusted at every time iteration and it is
based on the Courant-Friedrichs-Lewy (CFL) condition to assure stability [44]:

∆t = min
(

∆tmax ,
CFL · ∆x

2|u|max + c

)
with CFL = 0.9. (2.20)

A small constant has been introduced in the denominator to avoid division
by 0 in the case of still water. A maximum for the time step size can also be
set if accuracy requires it. The discretized system (2.13) can be reduced by
eliminating the unknown variables q in the mass equation through substitution
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2.5 2Dxz model

from the momentum equation:

Hi(ηn+1
i , Gn+1, φn+1) − ∆t2

∆x2

[ gHn
i+ 1

2

1 + ∆t γn
i+ 1

2

(
ηn+1

i+1 − ηn+1
i

)

−
gHn

i− 1
2

1 + ∆t γn
i− 1

2

(
ηn+1

i − ηn+1
i−1

)]

= Hi(ηn
i , Gn, φn) − ∆t

∆x

( q∗
i+ 1

2

1 + ∆t γn
i+ 1

2

−
q∗

i− 1
2

1 + ∆t γn
i− 1

2

)
.

(2.21)

The resulting mildly nonlinear system, which now contains the free surface at
the new time as the only unknown can be easily solved at the aid of a (nested)
Newton method, see [21, 22, 35, 36].

In the final mildly nonlinear pressure system (2.21) the location of the ship
at the old and new time levels affects the calculation of the water volume in
each cell, and the water exerts pressure forces on the hull which are taken into
account in the discretized ODE system of the rigid body dynamics (2.12), so
the fluid and the structure are coupled with each other in both directions.

2.5 2Dxz model
The model described in Section 2.4 is applicable in 1D, and for some simplified
cases a 1D approach may be sufficient. However, many real applications require
the extension to higher dimensions and more details about the velocities. In
this section and in the subsequent Section 2.7, the 2Dxz and 3D models are
presented, together with the description of their most relevant characteristics.
Attention will be directed to what is new compared to the 1D case.

The 2Dxz model has one horizontal and one vertical dimension, so the domain
is a vertical section discretized on a grid of Imax · Kmax cells, whose size is
∆x · ∆zk each. The grid is staggered, so the vertical velocity w is defined at the
interface with the cell above or below. The free surface elevation η(t, x) and the
bathymetry b(x) can vary spatially only moving in the horizontal direction, so
they are the same along a vertical column of the grid. All the variables represent
lateral averages. In the mass conservation equation the difference of fluxes has
to take into account all the different horizontal velocities along the vertical,
so on each interface the flux is computed with an integral. The momentum
equation has a new advective term and the viscosity along the vertical is
added; the horizontal viscosity is neglected in this Section because, with the
assumption of shallow water, it is usually fair to say that (νuz)z ≫ (νux)x.
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2 Numerical methods

Figure 2.10. Grid in the 2Dxz model

The horizontal viscosity is introduced later, in Section 2.14. With the vertical
velocity as new unknown, the system needs one more equation, stating that
the divergence of the flow velocity is zero.

∂

∂t
[H(η)] + ∂

∂x

[� η

b
u(x, z, t)dz

]
= 0, (2.22a)

∂u

∂t
+ ∂ (uu)

∂x
+ ∂ (uw)

∂z
+ g

∂η

∂x
= ∂

∂z

(
ν

∂u

∂z

)
, (2.22b)

∂u

∂x
+ ∂w

∂z
= 0. (2.22c)

The momentum equation in system (2.22) is written before integration along
the vertical, therefore the unknown is the primitive variable u. Only after the
integration

�
u(x, z)dz = q the conserved variable appears, see also [33]. In

this paper we make use of z-layers, hence the integral in the first equation of
(2.22) is discretized as follows:

� η

b
u(x, z)dz ≈

∑
k

qi+ 1
2 ,k =

∑
k

∆zi+ 1
2 ,kui+ 1

2 ,k, k = 1, 2, ..., Kmax.

(2.23)
The vertical mesh spacing depends on the local bottom and on the free surface
elevation. More specifically we choose ∆zk = ∆z for all cells that are completely
included between b and η, while the length of cells adjacent to the bottom and
the free surface are adjusted, so that∑

k

∆zi+ 1
2 ,k = Hi+ 1

2
= max(0, min(ηi+ 1

2
− bi+ 1

2
, li+ 1

2
− bi+ 1

2
)). (2.24)

The advective term ∂(qu)/∂x is discretized in the same fashion as described
in Section 2.4.3. Instead, for the advective term with mixed velocities we apply
a central scheme. Particular care is needed because the product is defined at
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2.5 2Dxz model

Figure 2.11. General 2Dxz scheme, showing the ∆zk at the interface i + 3
2

the corners of the cell, but on the staggered grid none of the factors are there;
some sort of average is needed. The discretization is done using the arithmetic
mean of the velocity and linear momentum at time n, as written in equation
(2.25) and illustrated in Figure 2.12:

∂ (qw)
∂z

≈ 1
∆z

qn
i+ 1

2 ,k+1 + qn
i+ 1

2 ,k

2

wn
i+1,k+ 1

2
+ wn

i,k+ 1
2

2


− 1

∆z

qn
i+ 1

2 ,k
+ qn

i+ 1
2 ,k−1

2

wn
i+1,k− 1

2
+ wn

i,k− 1
2

2

 .

(2.25)

Because the advective term (2.25) is explicit, it is added to the definition of q∗.
The introduction of the vertical viscosity requires boundary conditions due

to stresses applied on the boundaries, e.g. roughness or wind stress. Indeed,
at the vertical water boundaries the product ν∂u/∂z is substituted by the
boundary conditions:

ν
∂u

∂z
= γT (ua − us) at the free surface

ν
∂u

∂z
= γBub at the bottom

(2.26)

with the wind and bottom coefficients

γT = Cd
ρa

ρ
|ua|,

γB = g|ub|
k2

StR
1/3
h

.
(2.27)
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Figure 2.12. Illustration of terms in the mixed velocities product on a staggered grid

where ν is the kinematic viscosity coefficient, Cd is a drag coefficient, ρa = 1.25
kg/m3 is the air density, ua is the horizontal component of the wind speed, us

and ub are the horizontal component of the water velocity at the surface and
at the bottom, respectively. Viscosity is treated as an implicit term:

∂

∂z

(
∆zν

∂u

∂z

)
≈ 1

∆zn
i+ 1

2 ,k

[
νn+1

i+ 1
2 ,k+ 1

2

(
un+1

i+ 1
2 ,k+1 − un+1

i+ 1
2 ,k

)

−νn+1
i+ 1

2 ,k− 1
2

(
un+1

i+ 1
2 ,k

− un+1
i+ 1

2 ,k−1

)]
.

(2.28)

Due to the viscosity, each momentum equation requires the neighbour velocities,
so it not possible to simply do a substitution in the mass equation as was done
in the 1D model. The matrix form of system (2.22) (the incompressibility
equation is not needed at the moment) is:

H(ηn+1
i , Gn+1, φn+1) =H(ηn

i , Gn, φn)

− ∆t

∆x

[ (
∆Zi+ 1

2

)T
Un+1

i+ 1
2

−
(
∆Zi+ 1

2

)T
Un+1

i− 1
2

]
,

(2.29a)

An
i+ 1

2
Un+1

i+ 1
2

= En
i+ 1

2
− g

∆t

∆x
(ηn+1

i+1 − ηn+1
i )∆Z2

i+ 1
2
, (2.29b)
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2.5 2Dxz model

where ∆Z2
i+ 1

2
is the vector with the squared wetted distances along the vertical

at time n, Un+1
i+ 1

2
is for the unknown horizontal velocities, An

i+ 1
2

is a square
symmetric tridiagonal matrix, En

i+ 1
2

is the vector with all the explicit terms. The
equations are computed only in the non-dry cells of the domain column (to avoid
unnecessary calculations), so on the vertical cells k = mi+ 1

2
, mi+ 1

2
+1, ..., Mn

i+ 1
2
.

Start index mi+ 1
2

is only spatially variable according to the bottom elevation,
while end index Mn

i+ 1
2

is spatially variable and time dependent according to
the free surface current position and the bathymetry.

∆Z2 =


∆z2

M

∆z2
M−1
...

∆z2
m

 , U =


uM

uM−1
...

um

 , En =


∆zM q∗

M + ∆tγT ∆zM ua

∆zM−1q∗
M−1

...
∆zmq∗

m


(2.30)

A =


dM + aM− 1

2
+ γT ∆t∆zM −aM− 1

2
0 ... 0

−aM− 1
2

dM−1 + aM− 1
2

+ aM− 3
2

−aM− 3
2...

...
...

0 0 −am+ 1
2

dm + am+ 1
2

+ γB∆t∆zm


(2.31)

with dk = ∆z2
k and ak± 1

2
= ∆t νk± 1

2
, k = m, m + 1, ..., M . The substitution

of the momentum equation in the mass equation and use of the abbreviation
Hn

i = H(ηn
i , xn

G, zn
G, φn) lead to:

Hn+1
i − g

∆t2

∆x2

{(
∆ZT A−1∆Z2

)n

i+ 1
2

[
(η)n+1

i+1 − (η)n+1
i

]

−
(
∆ZT A−1∆Z2

)n

i− 1
2

[
(η)n+1

i − (η)n+1
i−1

]}
= rn

i ,

(2.32)

with

rn
i = Hn

i − ∆t

∆x

[(
∆ZT A−1E

)n

i+ 1
2

−
(
∆ZT A−1E

)n

i− 1
2

]
. (2.33)

It is important to notice that it is never necessary to compute the inverse A−1,
because the products A−1∆Z2 and A−1E can be obtained solving the systems
AB = ∆Z2 and AC = E, using the Thomas algorithm for tridiagonal systems.
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Starting from equation (2.32) it is possible to solve the system for ηn+1

with the nested Newton method of Casulli and Zanolli. The size of this
system is determined by the horizontal resolution, because the vertical one
intervenes only during the assembly of its coefficients; this feature is very
advantageous for numerical efficiency, also in the fully 3D case for predominantly
horizontal flows, so it is possible to easily increase the vertical resolution at
reasonable computational costs. With the solution ηn+1, the velocities are
computed from the solution of the Imax linear systems formed by the momentum
equations written in matrix form, making use of the already known products
A−1∆Z2 and A−1E. The vertical velocities are obtained a posteriori from
the incompressibility equation. Starting from the bottom with wn+1

m− 1
2 ,i

= 0,
the others are found one after the other:

wn+1
i,k+ 1

2
= wn+1

i,k− 1
2

−
∆zn

i+ 1
2 ,k

un+1
i+ 1

2 ,k
− ∆zn

i− 1
2 ,k

un+1
i− 1

2 ,k

∆x
(2.34)

with k = mi, mi + 1, ..., Mn
i − 1.

An interesting aspect of this formulation of the algorithm is that for Kmax = 1
it automatically reduces to the 1D model previously described.

2.6 Ship dynamics in three space dimensions
When the grid or the subgrid expands in both the x and y horizontal directions,
it is possible to place in the domain a three-dimensional floating object with six
degrees of freedom, so the equations for the ship dynamics written in Section
2.4.2 need to be extended.
First, let us define the vectors:

G =

xG

yG

zG

 , uG =

uG

vG

wG

 , φ =

φx

φy

φz

 , F =

Fx

Fy

Fz

 , τ =

τx

τy

τz


G is the position of the centre of mass relative to the inertial frame of reference.
The others are relative to the fixed-body frame of reference: uG holds the ship
velocities so that uG is the surge motion, vG is the sway motion, wG is the
heave motion; they change when subject to the force F . The orientation φ is
relative to the x′y′z′ axes and change when the body is subject to the torque
τ , causing roll, pitch and yaw motion. The system of equation that describes
the translation and rotation of the vessel is the following:

msu̇n+1
G + φ̇n × (msun

G) = F n. (2.35a)
Isφ̈n+1 + φ̇n × (Isφ̇n) = τ n. (2.35b)
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2.6 Ship dynamics in three space dimensions

Figure 2.13. General 2Dxy/3D scheme of the ship motion problem

Here, u̇ is the linear acceleration, φ̇ is the angular velocity and φ̈ is the
angular acceleration. Is is the inertia tensor computed in the body-fixed frame
of reference (so it is constant during the simulation):

Is=

 Ix −Ixy −Ixz

−Iyx Iy −Iyz

−Izx −Izy Iz

,

whose components are the moments and products of inertia:

Ix =
∑

s

ms,s(y′2
s + z′2

s) Ixy = Iyx =
∑

s

ms,s x′
s y′

s

Iy =
∑

s

ms,s(x′2
s + z′2

s) Ixz = Izx =
∑

s

ms,s x′
s z′

s

Iz =
∑

s

ms,s(x′2
s + y′2

s) Iyz = Izy =
∑

s

ms,s y′
s z′

s

(2.36)

In analogy with Section 2.4.2, the force F is generated by gravity and the
hydrostatic pressure acting on the hull. The pressure force is always orthogonal
to the hull, so a normal vector is computed in each subcell relevant for the
ship; to do so, it is possible to leverage the parametric representation of ship
(see Figure 2.6): two vectors are drawn from the subcell centre to the vertices
of the polygon surrounding the centre. Further on, we apply a normalized
orthogonal vector n̂s = {n̂x,s, n̂y,s, n̂z,s} resulting from the cross product of
these two vectors. The forces are computed in a frame of reference parallel to
the inertial one but centred in G (we mark them with a tilde):

F̃x =
∑

s

F̃x,s with F̃x,s = ρg max(0, ηs − ls) ∆xs∆ys

||n̂z,s||
n̂x,s

F̃y =
∑

s

F̃y,s with F̃y,s = ρg max(0, ηs − ls) ∆xs∆ys

||n̂z,s||
n̂y,s

F̃z =
∑

s

F̃z,s − mg with F̃z,s = ρg max(0, ηs − ls) ∆xs∆ys

||n̂z,s||
n̂z,s

(2.37)
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The fraction ∆xs∆ys

||n̂z,s|| is the approximation of the hull area included in the subcell:
the subcell area ∆xs∆ys is increased though a division with the inclination of
the hull with respect to the horizontal plane, represented by the magnitude
of n̂z,s, which is 0 < ||n̂z,s|| ≤ 1 (= 1 when the piece of the vessel hull in s is
horizontal). The torques are the products of these forces on the hull with the
distances to the axes (which are centred in G), following the right hand rule:

τ̃x =
∑

s

[
F̃y,s(zG − ls) + F̃z,s(ys − yG)

]
,

τ̃y =
∑

s

[
F̃z,s(xG − xs) + F̃x,s(ls − zG)

]
,

τ̃z =
∑

s

[
F̃x,s(yG − ys) + F̃y,s(xs − xG)

]
.

(2.38)

In order to relate the forces and torques to the body-fixed frame of reference
the rotation matrix R is applied:

R =

cos(φz) −sin(φz) 0
sin(φz) cos(φz) 0

0 0 1


 cos(φy) 0 sin(φy)

0 1 0
−sin(φy) 0 cos(φy)


1 0 0

0 cos(φx) −sin(φx)
0 sin(φx) cos(φx)

 .

(2.39)
So that:

F = RT F̃

τ = RT τ̃
(2.40)

It is now possible to solve system (2.35). In explicit form:



u̇n+1 −vnφ̇n
z + wnφ̇n

y = F n
x

m

v̇n+1 −wnφ̇n
x + unφ̇n

z =
F n

y

m

ẇn+1 −unφ̇n
y + vnφ̇n

x = F n
z

m
Ixφ̈n+1

x +(Iz − Iy)φ̇n
y φ̇n

z − (φ̈n+1
z + φ̇n

xφ̇n
y )Ixz

+(φ̇2
y − φ̇2

z)nIyz + (φ̇n
xφ̇n

z − φ̈n+1
y )Ixy = τn

x

Iyφ̈n+1
y +(Ix − Iz)φ̇n

z φ̇n
x − (φ̈n+1

x + φ̇n
y φ̇n

z )Iyx

+(φ̇2
z − φ̇2

x)nIzx + (φ̇n
y φ̇n

x − φ̈n+1
z )Iyz = τn

y

Izφ̈n+1
z +(Iy − Ix)φ̇n

xφ̇n
y − (φ̈n+1

y + φ̇n
z φ̇n

x)Izy

+(φ̇2
x − φ̇2

y)nIxy + (φ̇n
z φ̇n

y − φ̈n+1
x )Izx = τn

z .

(2.41)
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The equations for the conservation of the angular momentum are coupled, so
the matrix form is solved to get the unknown φ̈n+1:


Ix −Ixy −Ixz

−Iyx Iy −Iyz

−Izx −Izy Iz




φ̈n+1
x

φ̈n+1
y

φ̈n+1
z

 =



τn
x − (Iz − Iy)φ̇n

y φ̇n
z + φ̇n

xφ̇n
y Ixz

− (φ̇2
y − φ̇2

z)nIyz − φ̇n
xφ̇n

z Ixy

τn
y − (Ix − Iz)φ̇n

z φ̇n
x + φ̇n

y φ̇n
z Iyx

− (φ̇2
z − φ̇2

x)nIzx − φ̇n
y φ̇n

xIyz

τn
z − (Iy − Ix)φ̇n

xφ̇n
y + φ̇n

z φ̇n
xIzy

− (φ̇2
x − φ̇2

y)nIxy − φ̇n
z φ̇n

y Izx


(2.42)

Once the solution for u̇n+1 and φ̈n+1 is found, the position, orientation and
the velocities are updated with a second order Taylor method:

un+1 = un + ∆t u̇n+1

RT Gn+1 = RT Gn + ∆t un + ∆t2

2 u̇n+1

φ̇n+1 = φ̇n + ∆t φ̈n+1

φn+1 = φn + ∆t φ̇n + ∆t2

2 φ̈n+1

(2.43)

Figure 2.14 shows a typical output of the ship dynamics based on the model
presented in this section in combination with the 3D hydrodynamics shown in
the subsequent section. The figure also highlights the freedom in the definition
of the shape of the hull, i.e. it is possible to simulate the motion of reasonably
complex objects.
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Figure 2.14. Representation of a ship floating on water in a 3D simulation.

2.7 3D model

The 3D model is a direct extension of the concepts explained in Section 2.5.
The mass equation has two differences of fluxes for the x and y directions,
and each flux is an integral over the vertical of the linear momentum. The
momentum equations have all the advective terms, the pressure gradients
and the viscosity along the vertical. As explained for the 2Dxz model, the
system is initially written in continuous form with primitive variables. The
discretized form involving the fluxes qx and qy is obtained after integration of
the momentum equations along the vertical.

∂

∂t
[H(η)] + ∂

∂x

[� η

b
u(x, y, z, t)dz

]
+ ∂

∂y

[� η

b
v(x, y, z, t)dz

]
= 0, (2.44a)

∂u

∂t
+ ∂ (uu)

∂x
+ ∂ (uv)

∂y
+ ∂ (uw)

∂z
+ g

∂η

∂x
= + ∂

∂z

(
ν

∂u

∂z

)
, (2.44b)

∂v

∂t
+ ∂ (vu)

∂x
+ ∂ (vv)

∂y
+ ∂ (vw)

∂z
+ g

∂η

∂y
= + ∂

∂z

(
ν

∂v

∂z

)
, (2.44c)

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0. (2.44d)

The boundary conditions for the wind stress and the bottom friction act in

32



2.7 3D model

the cells with a dry/wet or wet/air interface and read:



ν
∂u

∂z
= γT (ua − us) at the free surface

ν
∂v

∂z
= γT (va − vs) at the free surface

ν
∂u

∂z
= γBub at the bottom

ν
∂v

∂z
= γBvb at the bottom

(2.45)

with γT and γB defined as

γT = Cd
ρa

ρ

√
(ua)2 + (va)2, γB =

g
√

(ub)2 + (vb)2

k2
StR

1/3
h

. (2.46)

The integrals are approximated similarly to equation (2.23), but, due to the
use of a staggered grid, in 2Dxy/3D they are calculated at every interface along
x and y (in total (Imax + 1)Jmax + (Jmax + 1)Imax times):

� η

b
udz ≈

∑
k

∆zi+ 1
2 ,j,kui+ 1

2 ,j,k,

� η

b
vdz ≈

∑
k

∆zi+ 1
2 ,j,kvi,j+ 1

2 ,k, (2.47)

with k = 1, 2, ..., Kmax, and the vertical spacings ∆zi+ 1
2 ,j,k = ∆z and ∆zi,j+ 1

2 ,k =
∆z. The first and last layers are adjusted so that

∑
k

∆zi+ 1
2 ,j,k = max(0, min(ηi+ 1

2 ,j − bi+ 1
2 ,j , li+ 1

2 ,j − bi+ 1
2 ,j)),∑

k

∆zi,j+ 1
2 ,k = max(0, min(ηi,j+ 1

2
− bi,j+ 1

2
, li,j+ 1

2
− bi,j+ 1

2
)).

(2.48)

Consequently, it is possible to identify the partially wet cells along the vertical,
marked with the start and end indeces mi+ 1

2 ,j , mi,j+ 1
2
, Mn

i+ 1
2 ,j

, Mn
i,j+ 1

2
. They

will impose the dimension of the arrays along the vertical.
The advective terms ∂(qxu)/∂x and ∂(qyv)/∂y are discretized with the numer-
ical fluxes presented in Section 2.4.3. The advective term ∂(qxw)/∂z is the
same as in equations (2.25), with the addition of the missing j index. The new
mixed terms ∂(qxv)/∂y, ∂(qyu)/∂x and ∂(qyw)/∂z follow again the central
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scheme:

∂ (qxv)
∂y

≈ 1
∆y

(qx)n
i+ 1

2 ,j+1,k + (qx)n
i+ 1

2 ,j,k

2

vn
i+1,j+ 1

2 ,k
+ vn

i,j+ 1
2 ,k

2


− 1

∆y

(qx)n
i+ 1

2 ,j,k + (qx)n
i+ 1

2 ,j−1,k

2

vn
i+1,j− 1

2 ,k
+ vn

i,j− 1
2 ,k

2

 ,

(2.49)

∂ (qyu)
∂x

≈ 1
∆x

(qy)n
i+1,j+ 1

2 ,k + (qy)n
i,j+ 1

2 ,k

2

un
i+ 1

2 ,j+1,k
+ un

i+ 1
2 ,j,k

2


− 1

∆x

(qy)n
i,j+ 1

2 ,k + (qy)n
i−1,j+ 1

2 ,k

2

un
i− 1

2 ,j+1,k
+ un

i− 1
2 ,j,k

2

 ,

(2.50)

∂ (qyw)
∂z

≈ 1
∆zy

(qy)n
i,j+ 1

2 ,k+1 + (qy)n
i,j+ 1

2 ,k

2

wn
i,j+1,k+ 1

2
+ wn

i,j,k+ 1
2

2


− 1

∆zy

(qy)n
i,j+ 1

2 ,k + (qy)n
i,j+ 1

2 ,k−1

2

wn
i,j+1,k− 1

2
+ wn

i,j,k− 1
2

2

 .

(2.51)
The time step limitation is set according to a CFL-type condition as follows:

∆t = min

∆tmax ,
CFL

2
(

|u|max

∆x + |v|max

∆y

)
+ c

 with CFL = 0.9 (2.52)

The viscous term along x is discretized exactly like in equation (2.28), but
adding a j index everywhere; in the y direction:

∂

∂z

(
∆zν

∂v

∂z

)
≈ 1

∆zn
i,j+ 1

2 ,k

[
νn+1

i,j+ 1
2 ,k+ 1

2

(
vn+1

i,j+ 1
2 ,k+1 − vn+1

i,j+ 1
2 ,k

)

−νn+1
i,j+ 1

2 ,k− 1
2

(
vn+1

i,j+ 1
2 ,k

− vn+1
i,j+ 1

2 ,k−1

)]
.

(2.53)

Defining the discrete volume in a cell as V n
i,j = ∆x∆yHn

i,j and using the
shorthand notation V n

i,j = V (ηn
i,j , Gn, φn) the discretized form of system (2.44)
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2.7 3D model

is:

V n+1
i,j = V n

i,j − ∆y∆t

[(
∆ZT U

)n+1

i+ 1
2 ,j

−
(
∆ZT U

)n+1

i− 1
2 ,j

]
−∆x∆t

[(
∆ZT V

)n+1

i,j+ 1
2

−
(
∆ZT V

)n+1

i,j− 1
2

]
,

(2.54a)

An
i+ 1

2 ,j
Un+1

i+ 1
2 ,j

= En
i+ 1

2 ,j
− g

∆t

∆x
(ηn+1

i+1,j − ηn+1
i,j )∆Z2

i+ 1
2 ,j

, (2.54b)

An
i,j+ 1

2
V n+1

i,j+ 1
2

= En
i,j+ 1

2
− g

∆t

∆y
(ηn+1

i,j+1 − ηn+1
i,j )∆Z2

i,j+ 1
2
. (2.54c)

For what concerns the momentum along x, the general definitions of the
vectors are the same of (2.30) and (2.31), but now they must be computed for
every j; for the vectors along y one simply substitutes all the qx and u with qy

and v.
The substitution of the momentum equations in the mass equation leads to:

V n+1
i,j − g∆y

∆t2

∆x

[ (
∆ZT A−1∆Z2

)n

i+ 1
2 ,j

(
ηn+1

i+1,j − ηn+1
i,j

)

−
(
∆ZT A−1∆Z2

)n

i− 1
2 ,j

(
ηn+1

i,j − ηn+1
i−1,j

) ]

−g∆x
∆t2

∆y

[ (
∆ZT A−1∆Z2

)n

i,j+ 1
2

(
ηn+1

i,j+1 − ηn+1
i,j

)

−
(
∆ZT A−1∆Z2

)n

i,j− 1
2

(
ηn+1

i,j − ηn+1
i,j−1

) ]
= rn

i,j ,

(2.55)

with

rn
i,j = V n

i,j − ∆y∆t

[ (
∆ZT A−1E

)n

i+ 1
2 ,j

−
(
∆ZT A−1E

)n

i− 1
2 ,j

]

−∆x∆t

[ (
∆ZT A−1E

)n

i,j+ 1
2

−
(
∆ZT A−1E

)n

i,j− 1
2

]
.

(2.56)

The resulting mildly nonlinear pressure system is again solved with the nested
Newton method detailed in [35, 36]. Again the Thomas algorithm is used for
computing all terms of the type A−1∆Z2 and A−1E. The solution of the five-
diagonal system is obtained applying a matrix-free conjugate gradient method;
with ηn+1, the horizontal velocities at the new time step are found from the
momentum equations. Finally, the vertical velocities are computed from the
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incompressibility constraint. Starting from the bottom with wn+1
i,j,m− 1

2
= 0, the

others are obtained by

wn+1
i,j,k+ 1

2
= wn+1

i,j,k− 1
2

−
∆zn

i+ 1
2 ,j,k

un+1
i+ 1

2 ,j,k
− ∆zn

i− 1
2 ,j,k

un+1
i− 1

2 ,j,k

∆x

−
∆zn

i,j+ 1
2 ,k

vn+1
i,j+ 1

2 ,k
− ∆zn

i,j− 1
2 ,k

vn+1
i,j− 1

2 ,k

∆y
.

(2.57)

with k = mi, mi + 1, ..., Mn
i − 1.

The 3D model automatically reduces to all the previously presented models,
setting appropriately Kmax = 1 and/or Jmax = 1.

2.8 Theta method
In this Section, the 3D discretization of Section 2.7 is extended with an
application of an implicitness parameter ϑ [32], with the aim of increasing
the time accuracy of the model. The method consists in taking a convex
combination of explicit and implicit terms. For a generic variable a:

an+ϑ = (1 − ϑ)an + ϑan+1. (2.58)

The implicitness parameter is applied to system (2.54), and in particular to
the fluxes in the mass equation and the pressure gradient in the momentum
equation, as shown in system (2.59):

V n+1
i,j = V n

i,j − ∆y∆t

[(
∆ZT U

)n+ϑ

i+ 1
2 ,j

−
(
∆ZT U

)n+ϑ

i− 1
2 ,j

]
−∆x∆t

[(
∆ZT V

)n+ϑ

i,j+ 1
2

−
(
∆ZT V

)n+ϑ

i,j− 1
2

]
,

(2.59a)

An
i+ 1

2 ,j
Un+1

i+ 1
2 ,j

= En
i+ 1

2 ,j
− g

∆t

∆x
(ηn+ϑ

i+1,j − ηn+ϑ
i,j )∆Z2

i+ 1
2 ,j

, (2.59b)

An
i,j+ 1

2
V n+1

i,j+ 1
2

= En
i,j+ 1

2
− g

∆t

∆y
(ηn+ϑ

i,j+1 − ηn+ϑ
i,j )∆Z2

i,j+ 1
2
. (2.59c)

For stability, ϑ ≥ 1
2 . When ϑ = 1

2 , the discretization can be seen as an applica-
tion of the Crank-Nicolson method [81], which means that for what concerns
the pressure gradient, the approximation is second-order accurate in time.
In the momentum equation, the new explicit pressure gradient term is incorpo-
rated in the operator of the known terms En:
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En =


∆zM q∗

M + ∆tγT ∆zM ua − cϑ∆z2
M

∆zM−1q∗
M−1 − cϑ∆z2

M−1
...

∆zmq∗
m − cϑ∆z2

m.

 (2.60)

where cϑ = (1 − ϑ)g∆t(ηn
i+1,j − ηn

i,j)/∆x for the inferfaces along the x axis,
while cϑ = (1 − ϑ)g∆t(ηn

i,j+1 − ηn
i,j)/∆y for the inferfaces along the y axis. The

vectors A−1∆Z2 and A−1E can still be computed with the Thomas algorithm.
After the substitution of the expression of the unknown momentum into the
implicit flux of the mass equation, equation (2.61) is obtained:

V n+1
i,j − g∆y

∆t2

∆x

{(
ϑ∆ZT A−1∆Z2

)n

i+ 1
2 ,j

[
(ϑη)n+1

i+1,j − (ϑη)n+1
i,j

]

−
(
ϑ∆ZT A−1∆Z2

)n

i− 1
2 ,j

[
(ϑη)n+1

i,j − (ϑη)n+1
i−1,j

]}

−g∆x
∆t2

∆y

{(
ϑ∆ZT A−1∆Z2

)n

i,j+ 1
2

[
(ϑη)n+1

i,j+1 − (ϑη)n+1
i,j

]

−
(
ϑ∆ZT A−1∆Z2

)n

i,j− 1
2

[
(ϑη)n+1

i,j − (ϑη)n+1
i,j−1

]}
= rn

i,j ,

(2.61)
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with

rn
i,j = V n

i,j − ∆y∆t

[ (
ϑ∆ZT A−1E

)n

i+ 1
2 ,j

−
(
ϑ∆ZT A−1E

)n

i− 1
2 ,j

]

−∆x∆t

[ (
ϑ∆ZT A−1E

)n

i,j+ 1
2

−
(
ϑ∆ZT A−1E

)n

i,j− 1
2

]

−∆y∆t

{[
(1 − ϑ) ∆ZT U

]n
i+ 1

2 ,j
−
[
(1 − ϑ) ∆ZT U

]n
i− 1

2 ,j

}

−∆x∆t

{[
(1 − ϑ) ∆ZT V

]n
i,j+ 1

2
−
[
(1 − ϑ) ∆ZT V

]n
i,j− 1

2

}

+g∆y
∆t2

∆x

{(
ϑ∆ZT A−1∆Z2

)n

i+ 1
2 ,j

[
((1 − ϑ) η)n

i+1,j − ((1 − ϑ) η)n
i,j

]

−
(
ϑ∆ZT A−1∆Z2

)n

i− 1
2 ,j

[
((1 − ϑ) η)n

i,j − ((1 − ϑ) η)n
i−1,j

]}

+g∆x
∆t2

∆y

{(
ϑ∆ZT A−1∆Z2

)n

i,j+ 1
2

[
((1 − ϑ) η)n

i,j+1 − ((1 − ϑ) η)n
i,j

]

−
(
ϑ∆ZT A−1∆Z2

)n

i,j− 1
2

[
((1 − ϑ) η)n

i,j − ((1 − ϑ) η)n
i,j−1

]}
.

(2.62)
It should be noticed how by choosing ϑ = 1, all the explicit terms added in
this section disappear and equation (2.61) reverts to equation (2.55).
For the compatibility with the pressurized regions, the implicitness parameter
is variable in space: at every interface of the ship region ϑ = 1.

2.9 Preconditioning
For every cycle of the nested-Newton algorithm [36], a linearized system of
the form Lη = rL is solved by a matrix-free conjugate gradient system. L is
a sparse symmetric matrix composed of five diagonals. The main diagonal is
composed of elements labeled as LC , while the four off-diagonals are composed
by elements labeled as LE , LW , LN and LS , where the subscripts stand for
east, west, north and south following the convention established in Figure 2.1.
Due to the symmetry of L, (LE)i,j = (LW )i+1,j and (LN )i,j = (LS)i,j+1, where
(i, j) are the indices of the computational cells along the x and y axes, not the
row/column indices of the matrix.
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The equation that needs to be solved for each cell is:

(LC)i,jηi,j+(LE)i,jηi+1,j + (LW )i,jηi−1,j

+(LN )i,jηi,j+1 + (LS)i,jηi,j−1 = (rL)i,j .
(2.63)

To reach a faster convergence, the system is preconditioned with a diagonal
scaling [65]. After rewriting every unknown term as an auxiliary variable
η̃i,j =

√
(LC)i,j ηi,j and rearranging the coefficients, equation (2.64) is obtained:

η̃i,j+ (LE)i,j√
(LC)i,j(LC)i+1,j

η̃i+1,j + (LW )i,j√
(LC)i,j(LC)i−1,j

η̃i−1,j

+ (LN )i,j√
(LC)i,j(LC)i,j+1

η̃i,j+1 + (LS)i,j√
(LC)i,j(LC)i,j−1

η̃i,j−1 = (rL)i,j√
(LC)i,j

.

(2.64)
The preconditioned system can be summarized as L̃η̃ = r̃L. Matrix L̃ is still
symmetric, positive definite and has a lower condition number than L, so the sys-
tem can be solved faster than before by a similar matrix-free conjugate-gradient
method. Once convergence is reached, the original unknown is recovered from
ηi,j = η̃i,j/

√
(LC)i,j .

2.10 MUSCL-Hancock

The discretization of the advective term presented in Section 2.4.3 limits
the space and time accuracy of the model to first order. A second-order
approximation can be obtained by the application of the MUSCL-Hancock
method [80, 116]. The idea is to consider the variables as piece-wise linear,
instead of piece-wise constant, and base the computation of the advective terms
on the values reconstructed at the cell center and evolved in time. In other
terms, instead of computing the f = qxu terms as fi,j

(
{qx}n

i+ 1
2 ,j

, {qx}n
i− 1

2 ,j

)
,

they are computed as:

fi,j

(
{qx}n+ 1

2 ,+
i,j , {qx}n+ 1

2 ,−
i,j

)
, (2.65)

with the + and - signs indicating where the reconstruction comes from. For
example:

(qx)n+ 1
2 ,+

i,j = (qx)n
i+ 1

2 ,j − 1
2∆ (qx)x

i+ 1
2 ,j + 1

2∆t∂t (qx)i+ 1
2 ,j . (2.66)
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The spatial-reconstruction term ∆ (qx)x
i+ 1

2 ,j is computed from the minmod
slope limiter:

∆ (qx)x
i+ 1

2 ,j = minmod
(
{qx}n

i+ 3
2 ,j − {qx}n

i+ 1
2 ,j , {qx}n

i+ 1
2 ,j − {qx}n

i− 1
2 ,j

)
, (2.67)

minmod (a, b) =


0, if ab ≤ 0
a, if |a| < |b|
b, if |a| ≥ |b|.

(2.68)

The time derivative is obtained directly from the momentum equation ∂t (qx) =
−∂x (qxu) − ∂y (qxv), which is discretized as a central finite difference:

∂t (qx)i+ 1
2 ,j ≈ −

[
(qx)n,−

i+1,j

]2
/Hn

i+1,j −
[
(qx)n,+

i,j

]2
/Hn

i,j

∆x

−

[
(qx)n,−

i+ 1
2 ,j+ 1

2
vn

i+ 1
2 ,j+ 1

2

]
−
[
(qy)n,+

i+ 1
2 ,j− 1

2
vn

i+ 1
2 ,j− 1

2

]
∆y

,

(2.69)

where the relation u = qx/H was used and the variables at the known time are
reconstructed using again equation (2.67):

(qx)n,±
i,j = (qx)n

i± 1
2 ,j ∓ 1

2∆ (qx)x
i± 1

2 ,j , (2.70)

(qx)n,±
i+ 1

2 ,j∓ 1
2

= (qx)n
i+ 1

2 ,j ∓ 1
2∆ (qx)y

i+ 1
2 ,j

, (2.71)

with

∆ (qx)y

i+ 1
2 ,j

= minmod
(
{qx}n

i+ 1
2 ,j+1 − {qx}n

i+ 1
2 ,j , {qx}n

i+ 1
2 ,j − {qx}n

i+ 1
2 ,j−1

)
,

(2.72)

vn
i+ 1

2 ,j+ 1
2

= 1
2

(
vn

i,j+ 1
2

+ vn
i+1,j+ 1

2

)
. (2.73)

Once the variables are reconstructed in space and evolved in time as in equation
(2.66), the advective terms can be computed using the chosen numerical flux
as in equation (2.65).
The equations are written here for the advective term in direction x; an analogue
procedure can be repeated for the y direction.
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2.11 Added-mass instability

One important feature of our model is the coupling of the ship and fluid
dynamics, important for the ship buoyancy and the generation of waves. The
PDE system needs the upper bound on the water depth, which is computed
from the hull position. The ODE system for the ship motion requires the
computation of the integral of pressure on the hull, which includes implicitly
the added-mass force. This integral is computed explicitly. For a model of this
type, Lee [79] shows that when the added mass is greater that the mass of
the ship, the solution becomes unconditionally unstable. This usually happens
when the ship has a large waterplane area and it floats in shallow waters. We
emphasize that this condition is present even if the body is only allowed to
heave vertically and it starts from hydrostatic equilibrium.
For our problem, the instability manifests as high-frequency oscillations of η in
the ship region. In the central part of the ship η goes below the hull, which
means that in a 1D simulation the ship region has pressurized parts separated
by a non-pressurized part. An example of this instability is shown in Figure
2.15, where multiple time iterations have been overlapped.
Interestingly, this oscillating force results in a decent prediction of the vertical
motion for a sufficiently small timestep. The ship remains close to the expected
equilibrium position while vibrating endlessly, as seen in Figure 2.18. For
bigger timesteps, the ship bounces on the free-surface.
A solution for this problem is the reconfiguration technique of Lee [79], which
consists in the addition of an acceleration term on both sides of the ODE, as
seen in equation (2.74). They have the same coefficient mpsa, called pseudo-
added mass, but the acceleration on one side is treated as implicit, while the
other as explicit. Equation (2.75) is the stability condition, which is respected
when the pseudo-added mass is close to the added mass. As an estimate for
the added mass we use m̃a = ρ∆yL3

s/(12H̄), which is an approximation of the
1D integral derived by Lannes [78]. H̄ is the average water depth in the ship
region. Then, by taking mpsa = m̃a, we solve the ODE.

(m + mpsa)ẇG = mg +
�

hull
pnz dS + mpsaẇG (2.74)

∣∣∣∣∣ma − mpsa

m + mpsa

∣∣∣∣∣ < 1 (2.75)

With the application of the reconfiguration technique, shown in Figures 2.16 and
2.17, the added-mass instablity is kept well under control, the pressure η does
not oscillate, and with it the upward force. The elevation of the center of mass
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Figure 2.15. Instability due to ma > ms for a floating body in its equilibrium
position. The yellow-dashed lines are η at different time iterations.

Figure 2.16. Correction of the added-mass instability with the reconfiguration
method of Lee [79]. The pressure η in the ship domain is stable
and at the static-equilibrium condition it has the expected value.

follows the predicted solution without sudden jumps around the equilibrium
position, as seen in Figure 2.19.
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Figure 2.17. Upward force on the hull. The application of the reconfiguraton tech-
nique stabilizes the force.

Figure 2.18. Centre of mass vertical po-
sition (w/o reconf.)

Figure 2.19. Centre of mass vertical po-
sition (with reconf.)

2.12 Non-hydrostatic pressure

In this Section, dispersive effects are introduced in the model through a
Boussinesq-type term in the momentum equation.
Weakly nonlinear Boussinesq-type models are based on a couple of assumptions:
the first, called the small amplitude hypothesis, assumes that the ratio of the
wave amplitude to the water depth ϵw = Aw/H ≪ 1. The second concerns the
wavelength and restricts the application to long waves, i.e. σw = H/Lw ≪ 1.
These conditions are respected by solitary waves.
The most simple Boussinesq-type model is the linearized Peregrine-Abbott
model [1, 57, 72, 93], which introduces an elliptic operator in the momentum
equation, as shown for the 1D case in equation (2.76). The mass equation is
not modified.
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[
1 − ∂x

(
H2

3 ∂x·
)]

∂t(q) + ∂x(qu) + gH∂xη = 0. (2.76)

The implementation is performed as follows: the first step is solving the hydro-
static system (2.77), without the additional high-order term. The unknowns of
this system are called ηhyd and qhyd.

Hi(ηhyd
i , xn+1

G , zn+1
G , φn+1) = H(ηn

i , xn
G, zn

G, φn) − ∆t

∆x

(
qhyd

i+ 1
2

− qhyd

i− 1
2

)
,

qhyd

i+ 1
2

= q∗
i+ 1

2
− ∆t

∆x
gHn

i+ 1
2

(
ηn+1

i+1 − ηn+1
i

)
− ∆tγn

i+ 1
2
qn+1

i+ 1
2

.

(2.77)

The second step of the algorithm is the nonhydrostatic update. The water
depth at the next time iteration is taken equal to the hydrostatic water depth,
as in equation (2.78). The discharge qn+1 is updated through the application
of the elliptic operator.

Hi(ηn+1
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G , φn+1) = H(ηhyd
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(2.79)
Equation (2.79) is a tridiagonal system that can be readily solved by the
Thomas algorithm.

2.13 Horizontal motion
2.13.1 Starting problem
Figure 2.20 shows an example of a configuration which can be hard to solve: a
ship with vertical walls moving horizontally at a constant speed in an initially-
still water body. Also, the simulation is one-dimensional, which can be thought
in the real world as a box-like object in a perfectly fitted canal with negligible
lateral friction. This geometry implies that in the orthogonal horizontal direc-
tion the hull elevation is constant, so in the y direction one computational cell
is enough.
Having vertical walls means that there is a sharp transition between part of
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the domain governed by elliptical equations, the ship region, and the part
govern by hyperbolic equations, the free-surface region. It also means that the
volume of water pushed during the motion Vs will be confined in a small area,
corresponding most likely to one computational cell, for a uniform grid.
The constant speed poses a problem especially in the first time iterations,
because without a velocity field around the ship, Vs must be displaced by a
strong gradient of pressure.
The one dimensional setup forces the existence of only two points of transition
between the ship and free-surface regions, so the displaced volume has a very
limited set of cells where the volume Vs can be pushed.
In this configuration, strong pressure oscillations forms at the bow when the
ship enters a cell that is not pressurized. This oscillation is numerical in nature
and it is connected to the localized change of equations from hyperbolic to
elliptic and to the new constraints, which are a maximum volume allowed in
the cell and a constant discharge in the ship region. The pressure oscillation
is responsible for pushing the volume Vs out of the cell and for imposing the
compatible gradient of flow velocity.
The pressure gradient can be so strong that in the ship region η goes below
the hull, meaning that some cells become free-surface cells. Unfortunately, this
effect is usually exacerbated by a time-step refinement because the volume Vs

is fixed, so the required ∂
∂t [H(η)] increases.

In Figure 2.21, a grid convergence study is shown in the same setup of Figure
2.20. It is clear how with a smaller cell size the region of void below the ship
shrinks, which is a consequence of smaller pressure oscillations.

45



2 Numerical methods

(a) Time = 0 s. (b) Time = 1.2 s.

(c) Time = 36 s. (d) Time = 48.4 s.

Figure 2.20. Example of the oscillation-driven void generation during the horizontal
motion. Setup: ∆x = 6 m, no subgrid, ship at constant speed of 5 m/s,
∆t = 0.2 s.

Figure 2.21. Grid convergence of the initial case of Figure 2.20. The pressure
oscillations get smaller with a refinement of the computational mesh.
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2.13.1.1 The origin of the pressure oscillations

In the ship region the PDE is elliptic, while outside it is hyperbolic. The term
that causes this transition is the time derivative ∂ [H(η)] /∂t, which becomes
a known term when η is above the hull. For example, the special case where
it is exactly zero is when the cell is pressurized at the current and next time
iteration, and the hull elevation in that cell does not change.
In free-surface cells, system (2.55) has to be solved. On the left side we have
the future volume of water in the cell and the terms related to the pressure
gradient; on the right side we have the current volume of water and advection.
There are two mechanisms for the solution of the system, and they work in
the same direction. For example, an increase in the unknown ηn+1 in a cell
increases both the water inside the cell and the pressure gradients. However, if
we do a scale analysis of the system of equations we can see that the former
mechanism is usually stronger than the other.
We want to rewrite equation (2.55) in a simplified way, so that we can estimate
the order of magnitude of each term.
The volume terms are equal to the cell area multiplied by the water height,
which incorporates in a single value all the space variability within the cell.

V n+1
i,j = ∆x∆y(H + ∆H) and V n

i,j = ∆x∆yH. (2.80)

If we neglect viscosity, bottom friction and wind friction effects, which have a
secondary influence, the term ∆ZT A−1∆Z2 is equal to the water depth, so:
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Of the four pressure gradients, here we assume that only one is dominant in
terms of order of magnitude, so that we can neglect the other three.
Neglecting again the viscosity, bottom friction and wind friction effects, the
convective term ∆ZT A−1E is composed of the old discharge and the advection
terms.
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Combining 2.80, 2.81 and 2.82, we obtain a simplified form of equation 2.55:
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(2.83)

47



2 Numerical methods

In non-pressurized cells, the variation in cell volume is unknown because it is
proportional to the variation of the free-surface elevation, i.e. ∆H = ∆η:

(
∆x∆y + g∆y

∆t2

∆x
H

)
∆η ≈ ∆y∆tH∆u + ∆y

∆t2

∆x
∆
(
Hu2

)
. (2.84)

We assume ∆x = ∆y. For an application at mesoscale, the orders of magni-
tude that we can expect are 1 < ∆x < 10 meters, 10−3 < ∆t < 1 seconds,
1 < H < 10 meters, 0 < ∆u < 1 meters per second. Thus, the volume coeffi-
cient is of order 1 < ∆x∆y < 100 m2, while the pressure coefficient is of order
10−5 < g∆y(∆t2/∆x)H < 100 m2. Most likely, at the left-hand side the contri-
bution of the water volume term is bigger than the contribution of the pressure
gradient term. The advection terms are both of order 0 < ∆y∆tH∆u < 100
m3 and 0 < ∆y

(
∆t2/∆x

)
∆
(
Hu2) < 100 m3. In non-pressurized cells, the

expected pressure difference is in the order of 0 < ∆η < 1 meters.

In fully-pressurized cells, at the left-hand side only the pressure gradient is
responsible for the solution of the system, since the relationship ∆H = ∆η is no
longer valid. Also, the system has to converge to a configuration that displaces
a predetermined amount of water volume ∆x∆y∆H, with 10−2 < ∆H < 1
meters. In transitioning cells ∆H is the ship draft, while in already-pressurized
cells it is a function of the vertical motion and the ship rotation.
If we repeat the order-of-magnitude analysis for the pressurized-cell equation,
we obtain equation (2.85):

g∆y
∆t2

∆x
H∆η ≈ ∆x∆y∆H + ∆y∆tH∆u + ∆y

∆t2

∆x
∆
(
Hu2

)
. (2.85)

With no relationship between ∆H and ∆t, the leading known term in transi-
tioning cells is usually ∆x∆y∆H, making ∆η blow up easily, with an expected
value of 0 < ∆η < 107 meters. Pushing water out of the cell necessitate of
strong pressure gradients.
With the establishment of a proportionality between ∆H and ∆t through the
smooth-movement modification of Section 2.13.3, the ship displaces the water
gradually, in smaller chunks.

2.13.1.2 Motion at gridspeed

It is worth noticing that the oscillation effect minimizes when the relationship
us∆t = k∆x holds, with k = 1, 2, 3, ... . In this case, the pressure η always
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(a) Time = 2.4 s. (b) Time = 36 s.

(c) Time = 48 s.

Figure 2.22. Horizontal motion at gridspeed, where the oscillation-driven void gen-
eration is suppressed. Coarse space-time discretization. Setup: ∆x = 6
m, no subgrid, ship at constant speed of 5 m/s, ∆t = 1.2 s.

has a shape characterized by a sudden drop at the bow, followed by a linear
decrease which connects to the free-surface at the stern. The pressure jump at
the bow increases in time until it reaches the hull, where it stabilizes. From here
on, we take k = 1 when we are talking about the gridspeed, so ∆x/∆t = us.
Figures 2.23 and 2.22 illustrate the time evolution when the grid speed is
equal to the ship speed. In the former case the relationship holds because
the timestep size is bigger than the base case of Figure 2.20, while in the
latter it holds because the grid size is smaller; this to show that this behavior
is tightly related to the ratio ∆x/∆t, and not to the two variables independently.
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(a) Time = 1.2 s. (b) Time = 36 s.

(c) Time = 48.4 s.

Figure 2.23. Horizontal motion at gridspeed, where the oscillation-driven void gen-
eration is suppressed. Fine space-time discretization. Setup: ∆x = 1
m, no subgrid, ship at constant speed of 5 m/s, ∆t = 0.2 s.

2.13.2 Galilean invariance setup

For completeness it is worth checking the Galilean invariance of the model,
in order to discriminate whether the oscillation effect manifests only because
there is a transition between different domain types, or because the domains
move relatively to each other. To test this, a 1D case with a ship moving
horizontally at a fixed speed is compared to a 1D case where the ship is fixed
and the water flows below her with the same relative speed but with opposing
direction. At the continuous level, the two setups are equivalent, due to the
Galilean invariance of Newtonian mechanics. However, this is not completely
true here due to the discretization.
If the pressure oscillation requires a relative motion, it is of interest testing
if the waves generated by the ship-water interaction in the moving-ship case
converge to the fixed-ship waves when such oscillation is minimized, which
happens in the particular case when us = ∆x/∆t. That would justify the
efforts of applying techniques to suppress the oscillations of η in the general case.
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Figure 2.24 shows the comparison of η in a case with moving ship in still water
and fixed ship in flowing water. The snapshots are coordinated so that the
same time has passed when they are in the same position. In this configuration
us ̸= ∆x/∆t. We observe that while the moving-ship case has strong pressure
oscillations at the front and creates a depression, the fixed-ship case is stable
and the pressure converges monotonically to the hull elevation. The stern
waves are mostly comparable, while the bow waves differ of the amount of
water that came from the ship region. This test case seems to confirm that
the oscillation effect disappears for immobile objects, regardless of the grid
speed. This would explain why this model was successfully applied for drainage
systems [41], where the pressurized regions are fixed pipes.

In Figure 2.25, two cases show that the moving-ship solution converges to its
own Galilean-invariant solution when us = ∆x/∆t. These simulations are two
variations of the case shown in Figure 2.24. They both respect the grid-speed
relationship, one by increasing ∆t, the other by reducing ∆x. As said in Section
2.13.1, the gridspeed configuration eliminates the oscillation-driven error. We
observe a stable η also in the moving-ship case, and a good match of said η
with its counterpart in the fixed configuration.
As we expect due to space-time discretization errors, the waves shape changes
with different mesh sizes. In the case where the ship moves with gridspeed on a
coarse mesh, where the space-time discretization errors are bigger, the solution
differs slightly from the Galilean-invariant counterpart. In the refined motion
at gridspeed case, they match perfectly. This is a confirmation that the two
frames of reference converge to the same solution, except for the discretization
errors. This provides us with a reference solution that we aim to when we
study moving objects.
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Figure 2.24. Galilean invariance: the red-dashed line refers to a simulation in which
the ship is moving left in still water at a steady speed of 5 m/s, while
the blue line refers to the case in which the ship is fixed and the water
is flowing with an opposite relative speed. In the fixed-ship simulation,
the pressure is not oscillating. Setup: ∆x = 6 m, no subgrid, ∆t = 0.2
s.

Figure 2.25. Simulations that respect the us = ∆x/∆t relationship. Comparison
of fixed-ship and moving-ship results. In the left image, ∆x = 6 m,
∆t = 1.2 s. In the right image, ∆x = 1 m, ∆t = 0.2 s .

2.13.3 Smooth ship movement

As mentioned in 2.13.1, the magnitude of the pressure oscillation is proportional
to the ∂ [H(η)] /∂t term. Let us analyze what affects this term.
The depth variation ∆H in wet cells outside the ship region is an unknown,
since H is proportional to η. Inside the ship region, ∆H depends entirely on
the ship shape and its current and next positions. The floating objects we deal
with have shapes smooth enough that the variation of the upper bound of H is
limited. The position changes based on the ship’s linear and angular velocity,
acceleration and the timestep; the vertical component of the displacement
∆zv is proportional to ∆t and is governed by the floating condition. For our
applications, since the timestep is small enough, it is in the order of magnitude
of a few millimeters or centimeters. The horizontal component depends on the
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ship’s speed and shape, both input parameters but with the largest capability
for creating big ∆H, especially at the transition points and for objects with
vertical sides. Indeed, in those cells that are becoming pressurized, ∆H is
the difference between the current waterline elevation and the elevation of
the entering hull at the subcell centre. This difference is independent from
the timestep, except for the minor contribution of ∆zv. It maximizes in the
presence of vertical sides and it can be in the order of a few meters.
Since the timestep-independent component of ∆H is much bigger than the
timestep-dependent counterpart, the overall effect of a reduction of the dis-
cretized timestep ∆t is an increase of ∆H/∆t. To minimize the oscillation
effect, the timestep should be as big as possible. ∆t has an upper bound
imposed by the mild CFL condition, so this is already the optimal choice,
unless we need it smaller to get the physics of the problem correctly.
To get more stable results we need ways of reducing ∆H/∆t. The implemen-
tation utilized until now has a major disadvantage, which is that it considers
the ship as inside of a cell only when its vertical projection includes the cell
centre. Once it is inside, the elevation of the hull is computed and used as new
upper bound of the water depth in the cell. The transition of the cell to the
pressurized state is sudden, concentrated in a single time iteration even when
∆t us < ∆x. Consequently, a reduction in ∆t always causes an increase in the
oscillation.
To improve this implementation, we need to make the ∆H/∆t term appear
every time iteration, based on the ship displacement. This split of the displaced
water volume in multiple time iterations is beneficial for the stability of η,
but it is also more physically correct. We notice that the subgrid was already
helpful in smoothing the transition and creating partially-pressurized cells,
since the passage of the ship was detected in each subcell. With no subgrid,
the oscillations are more pronounced. If the subgrid is uniform, refining the
subgrid only to leverage this effect is not recommended, as it would require an
excessive use of computational resources outside the ship region. A possible
approach could be using a dedicated refined subgrid for the ship region, but we
believe a better solution is to compute the exact displaced volume based on the
reconstructed ship. To do that, we first have to rethink the ship-reconstruction
process by switching the order of operations. Before, we positioned the set of
input-ship points in the new position of the domain space, and reconstructed
the ship over the subset of subgrid cells inscribed by the ship vertical projection.
The time variation of the subgrid-cells subset is responsible for the sudden ship
dematerialization and materialization.
We propose instead the following procedure: for each cell, the water volume
V n

w is computed from the known ηn, bottom and hull. The new ship position
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and rotation is computed from the solution of the discretized ODE system; the
input ship is rotated based on the angles at the new time and its center of mass
is placed always in the same horizontal position, for example the midpoint
of the domain. Then, the reconstruction generates a numerical hull, which is
composed of piecewise-constant rectangles. The reconstructed ship is translated
horizontally in the correct position, which have been determined from the ODE
system solution. For each cell and each nested-Newton iteration, the water
volume V n+1

w is computed based on η, the bottom and the new hull.
One important detail is missing, which is how to compute the water volume
in each subcell. With this new procedure, the numerical ship will not be
aligned with the domain subgrid, in general. The vertical projection of the
piecewise-constant hull will divide each subcell in different parts, each one with
a different area and hull elevation. The water depth, obtained as the difference
of the two functions H1 and H2, must consider this additional space variability
of the hull inside the subcell. The derivative ∂H2/∂η will be affected, as well,
while ∂H1/∂η remains equal to (2.2).

Hi,j(ηi,j , G, φ) = H1 − H2 =1
s

∑
s

max (0, ηi,j − bi,j,s)

− 1
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∑
s

∑
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H ′
p ·ai,j,s,p, with H ′

p =
{

1 if ηi,j > li,j,s,p

0 if ηi,j ≤ li,j,s,p

(2.88)
With p the number of parts the cell is divided into by the overlapping of the
domain and ship grids.
During the reconstruction process, it is fundamental to maintain the same
relative distance between the centre of mass and the subgrid at all time itera-
tions, which can be seen as doing the reconstruction on a auxiliary grid where
the object is not moving. Indeed, this allows for a volume computation that
is independent from the domain grid and subgrid; thus, we can include the
displaced-water volume in the mass equation at each time iteration, indepen-
dent of the displacement.
In absence of rotations, this procedure generates always the same shape, so
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Figure 2.26. Illustration of the smooth-movement feature. On the left, the top view
of a subcell and its subdivision in four zones, each with its own area
and upper bound (the hull elevation). On the right, a side view of the
computation process of the displaced volumes; if the ship is moving
leftwards, the green part is the volume that has to be displaced, while
the red part is the water that transitions to the pressurized state.

two ships at different time iterations will differ only by a vertical translation,
on the auxiliary grid. This observation allows to optimize the implementation
for the translation-only case and avoid doing the reconstruction procedure at
all time iterations.
Nothing forbids using a ship-reconstruction grid different from the domain
grid. For example, we could choose a grid with a smaller size, or a different
orientation, or a different shape, but any of this choices would require a higher
computational effort and complexity. In our work, we consider as accurate
enough a grid that is equivalent to the subgrid, meaning it is uniform and of
size ∆xs∆ys. With this choice, each domain subcell is divided in up to four
parts and the area-size computation is easy because the lines are parallel. On
another note, let us observe that the depth function H2 could involve the input
shape directly, to maximize the accuracy of the volume computations. However,
we believe that for our case the increase in accuracy is not worth the effort of
dealing with high-resolution 3D objects, especially when the input shape is com-
plex and/or curvilinear. It is much more convenient to use reconstructed shapes.

With the application of this procedure, the volume displacement caused by the
horizontal motion will be proportional to ∆t and independent of the grid or
subgrid choice. This means that choosing a smaller ∆tmax will not cause a
sharp increase in the pressure oscillation, as would happen otherwise.

2.13.3.1 Smooth movement vs subgrid

It is of some importance to discuss how the use of a subgrid and the smooth-
movement algorithm are related and what are their differences. Both methods
are a way to compute the volumes and their time variation more accurately.
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They both allow the existence of partially wet cells. In our implementation, the
subgrid does its job at the wet/dry interface and at the wet/pressurized interface,
while the smooth-movement algorithm works only for the wet/pressurized
interface.
They can coexist in one simulation, and a particular choice of cell parameters
makes their interaction simple and computationally efficient: if the ship domain
cells have the same dimensions of the subcells, we are guaranteed that each
subcell needs only four couples of area and elevation for the smooth-movement
algorithm to work, and figuring out how they overlap does not involve special
cases.
The subgrid is present in the entire domain, while the smooth-movement
algorithm does computations only on the ship domain. The subgrid is static,
it is set up only once at the initial time. The smooth-movement algorithm is
dynamic, the set of areas and elevations changes every time the ship moves.
The subgrid works in discrete uniform chunks, it can detect the ship only once
it goes above the subcell’s center. The smooth-movement algorithm detects
the motion of the ship at each time iteration, in a more continuous way. This
means that when they are used together, the subcell-dimensions’ choice is
independent from the motion of the ship, as now a fine subgrid is not critical
to capture it.

2.13.4 Roof relaxation

In Section 2.13.1.1, it was showed that pressurized cells are more sensible to
variations in the water volume or velocity. At the same time, transitioning
cells are usually those where the biggest displacement of water is required.
Together, these two conditions generate the strong oscillations of η. One
possible numerical solution is to use a pseudo-compressibility method, as
was done by Godlewski et al. [63]. The depth function in the pressurized
region is artificially modified so that the water depth partially grows with the
pressure. In our model, it corresponds to multiply H2 by a relaxation factor
0 ≤ (1 − rr) ≤ 1, where with rr = 0 the relaxation is not applied, while with
rr = 1 the ship becomes transparent to the waves. It follows immediately that
there is the possibility that the solution is capable of de-balancing one side of
the fluid-structure coupling, since in the extreme case where rr = 1 everywhere,
the cells would not get pressurized and would not generate ship waves. The
cells where the roof relaxation is applied can never become fully-pressurized.
The mechanism of action of this solution is that it reduces the displaced
volume within the nested-Newton loops. At each iteration where the pressure η
increases, so does the free volume, reducing the volume that has to be pushed
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Figure 2.27. Modified volume functions H,H1 and H2 due to the roof-relaxation
technique. The low-opacity lines are the original volume function of
Figure 2.7.

out by the pressure gradient. This is especially true for the cells at the bow.
Once the convergence of the system has been reached, this additional volume
that has penetrated the ship hull is incorporated in the cell water volume
V n+1

i,j and depth Hn+1
i,j . We reach the stability with a cost of an error in the

ship-generated wave prediction. With the application of the relaxation, the
model behaves as if the ship were smaller. The effective size is the one described
by the variable Hn+1

i,j in the ship region, which corresponds to the reconstructed
ship only when rr = 0 everywhere.
We decided to apply a relaxation that is variable in space. The coefficient rr

gradually changes from 1 to 0 starting from the waterline and going towards
the center of the ship region. In this way, the relaxation acts as a transition
buffer to the fully-pressurized state, and during the horizontal motion the
request for displacement is spread among more cells, instead of only one. We
limited the buffer extension to a fixed number of cells, which has the benefit to
use the relaxation where it is needed the most and to reduce the ship-induced
wave error. Also, as the grid is refined the relaxation area is smaller and the
solution converges towards the one where no-relaxation is applied.
In our tests with different configurations of rr, we observed that it is important to
transition gradually especially in the inner part, where the intensity gets closer
to zero. To clarify what we mean by that, let us consider two configurations: in
the first one, the intensity is 1 at the waterline and decreases to 0.5 at the end
of the buffer zone. We remind that the fully-pressurized region corresponds
to the use of rr = 0. In the second configuration, the intensity is 0.5 at the
waterline and decreases to 0 at the end of the buffer zone. In the former case,
there is a jump of rr in the inner part, from 0.5 to 0, while in the latter case
the same jump is at the waterline, from 1 to 0.5. If we compare the results of
these two configurations, the latter will perform better in terms of pressure
oscillations.
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2.13.5 Smooth ship shape

In the discussion about ∂ [H(η)] /∂t, it was noticed that if the floating object
has vertical sides, during a horizontal motion the displaced volume spans among
the smallest number of cells. This concentrates the destabilizing term in a
small area, increasing the pressure gradients. On the other hand, the internal
horizontal sections of the object do not contribute to the instability since
in their area of competence the volume of water has already been displaced.
Considering these premises, another solution consists in smoothing the hull
shape. This solution is inspired to the blurring process for image processing.
Before the application of this new algorithm, the input ship goes through the
reconstruction process, which provides as output a set of piece-wise constant
elements. These elements have different elevations, in general. The biggest
intervention should be concentrated near the vertical walls, while long horizontal
parts should be left untouched. The term "vertical wall" in this context refers
to the case in which one element is below the free surface while its neighbor is
above the free surface; since convex shapes are usually adopted, this condition is
found at the waterline, where the transition to pressurized state happens. The
shape smoothing should reduce the elevation difference between neighboring
elements.
The algorithm is the following: a nxn matrix, called filter, is chosen. For
each subcell of the original reconstructed shape, the surrounding subset of nxn
subcells is taken. An element-wise product between the filter and the subset is
done, and the n2 values are summed. This value, which is a weighted average,
is the new elevation of the reconstructed shape.
The dimension n of the filter is an odd number, so that the value that is going
to be replaced is at the center. The coefficients of the matrix are chosen so
that the subcells close to the center have additional weight; this condition is
satisfied by many functions, e.g. the gaussian. In the implementation, the
normalized n◦ row of Pascal’s triangle was chosen. The 5x5 filter is computed
in equation (2.89) as an example.

1
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 ∗
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1 4 6 4 1
1 4 6 4 1
1 4 6 4 1
1 4 6 4 1
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1 4 6 4 1

 . (2.89)

If we are in 1D, the kernel is composed only of the central row of the 2D kernel,
renormalized. The reconstructed shape has a buffer to allow the application of
the smoothing at the borders. The extension is composed of ⌊n/2⌋ subcells
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that have the value of the closest subcell. The smoothing can be repeated
multiple times, using as input the previous-iteration shape, for example until
the rounded sides extend more than one computational cell.
We remark that the smoothing is applied after the ship is rotated based on the
roll, sway and yaw angles. With this order of operations, each time iteration
the shape smoothing acts on different parts of the ship with different intensity,
depending on how the elements align with the vertical.
There is a justification why the smoothing is applied to the reconstructed
ship, and not to the input ship or to ηlid. The input ship has no relation with
the subgrid: the number of elements, their distribution in space and their
connectivity are different. Besides the complexity of adapting the subroutine to
handle non-uniform input, the smoothing’s computational time of a given input
would be fixed, which could be unreasonable for coarse grids. Also, choosing the
filter’s coefficients would not be straightforward. ηlid in the ship region is a good
candidate when we are not using the smooth-movement algorithm described in
Section 2.13.3, since it has the same characteristics of the reconstructed ship.
However, the smooth movement is so useful that it is always active, and in
this case each subcell of ηlid is split in multiple parts with different values and
areas. The shape smoothing would become more computationally expensive
and the choice of the filter’s coefficient not simple, with no particular benefit
to the output quality.
We observed that with a smoother ship shape there could be significant reduc-
tions in the total computational time, mostly due to the more gradual transition
between states and the spreading of displaced volumes among more cells, which
generates smaller velocity gradients and a reduction in the maximum absolute
flow velocity, making the CFL condition less restrictive.

2.13.5.1 Smooth shape vs roof relaxation

We want to emphasize the differences and similarities between the smooth-shape
solution presented in this Section and the roof-relaxation solution presented
in Section 2.13.4. They are similar in their action, which is to modify the
depth function to get a rounded profile in a non-uniform way. This reduces the
difference of water depth between one cell and another and may also reduce
the total displaced volume during the horizontal motion. Also, both have been
engineered to focus their effect on the parts with strong inclination. However,
they operate along clearly discernible different paths. First, the water depth
function is different: with the roof relaxation, the ship reconstruction is not
altered, so the cell will start to be in the pressurized state at a lower elevation,
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more coherent with the input ship; after that point, it will always be partially
pressurized. With the shape smoothing, there is more volume to be filled with
water before it is pressurized; once η reaches the hull, is it fully pressurized.
The smooth-shape solution is not able to create a partially-pressurized state by
itself, there must be at least one other mechanism active, such as the smooth
movement, the subgrid, or the roof relaxation. If the computation of forces is
done on the reconstructed ship, in the case of the smooth shape the horizontal
components are more accurate; this is because the smoothing decreseas the
inclination of the sides, increasing the number of discretization points for those
sides in the reconstruction.

2.13.6 Cell merging

In Section 2.13.1.1 we showed that pressurized cells are more prone to in-
stabilities due to the missing or restricted capacity for the water to occupy
the cell space. A reduction of ∂H/∂η increases the pressure gradients, and
consequently the velocity gradients, required to push out the displaced volume.
The main idea, inspired by the work of Seo and Mittal [103], is to create a
procedure to transfer the additional displaced-volume source term from the
pressutized cells to free-surface cells. This volume of water would have left the
ship region anyway, as a result of the solution of the system. If we move part of
the source term before the solution algorithm starts, we alter the convergence
behavior so that the pressure gradients get smaller. In the destination cell,
the water volume has to increase of the transferred amount, but it can do it
benefiting from the free-surface cell condition, where ∂H/∂η = 1. There, the
pressure gradient will be limited and the overall water elevation profile will be
smoother. It happens at the cost of the burden of choosing the destination cell
for each volume we move; before, this was an automatic result of the system
convergence. We chose to displace each volume to the nearest free-surface cell,
because it is where we assume it would go. As a side note, if we chose to displace
the volume on the opposite side of the ship, where the cell is transitioning in
the opposite direction, we would completely lose the coupling, the ship would
move without generating waves.
We specify that the partially-pressurized cells are excluded from the pool of
destination candidates, even though they are often the closest to the waterline.
Some of these cells are the origin of the displaced volume, hence placing the
volume there would short-circuit the algorithm. In any case, their reduced
∂H/∂η makes them inefficient in the stabilization and would make the effort
futile. The error committed from this exclusion vanishes as the grid is refined.
Also, the floating object we simulate have big inertia and the direction changes
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Figure 2.28. Illustration of the cell-merging feature. The green volume is displaced
in the closest non-pressurized cell.

slowly; this means that even if we place the volume in the transitioning cell, it
is likely that most of this volume will be moved out eventually in a successive
time iteration, as the ship proceeds to occupy the cell. This consideration
suggests that the error of exclusion is limited.

2.13.7 Rusanov dissipation

We determined that in the ship region, the system is more susceptible to
generate strong pressure gradients because the coefficients of the matrix A are
small. One tool at our disposal to reduce gradients is the dissipation, which
usually is an unwanted numerical error because it levels out waves, but in this
case we can use it to reduce the pressure gradients.
A Rusanov-type dissipation term Rd is introduced in the mass equations of
the ship region, so that the transition between hyperbolic and elliptic systems
is smoother. This term has the same structure of the pressure gradients, so
the coefficients of the matrix are altered but the matrix remains symmetric,
sparse and positive definite.

H
(
ηn+1, Gn+1, φn+1

)
+ (T + Rd) ηn+1 = rhsn, (2.90)
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(2.91)
The dissipation requires the definition of a speed smax. The actual speed of the
wave in the pressurized region is unknown. In a region with elliptic equations
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the wave speed would approach infinity, but in this case the ship is moving
vertically and horizontally and we do not know how this motion affects the
speed. We use smax equal to the wave speed in shallow water, as in equation
(2.92):

smax = ||uG|| +
√

gH. (2.92)

The intensity of the dissipation can be calibrated using the coefficient αd, and
the factor

√
10− log10(5∆t) scales the intensity in a way than keeps the overall

effect of αd similar when the timestep changes.
The dissipation can be applied in any portion of the domain, so nothing forbids
to apply it only close to the waterline as we did for the roof relaxation of Section
2.13.4. However, in the implementation we preferred to add the dissipation
term in the entire ship domain because it is more efficient in controlling the
oscillations. A dissipation only at the transition border would not guarantee
the absence of voids below the hull in the middle.
The dissipation should be applied with care because it comes at a cost, which is
an absorption of the wave energy and an alteration of the hull pressure. Thus,
the ship dynamics is different and the ship-generated waves are smaller.

2.13.8 Combination
The proposed solutions to the horizontal-motion problem can be applied
together. Their concurrent application creates some interactions between the
solutions, not only because the simulation is evolving in time, but because
they modify the domain of application of another solution and they modify the
system components. Usually, to obtain a stable η profile not all the features
are required, but it is interesting to see how they can work in synergy.
Let us explore a typical time iteration in a simulation in which all the features
explained in the Sections from 2.13.3 to 2.13.7 are active, and highlight their
interactions. The first action is done by the smooth-movement algorithm:
the input ship is brought on a auxiliary grid where it is reconstructed. This
numerical hull is then rounded by the smooth-shape algorithm and brought
back in the original domain grid. The water depth H is computed using a
space-variable depth function, which have been modified by the roof-relaxation
method and also by the inexact overlapping of the ship cells with the domain
subcells. The forces and torques acting on the ship are computed on the
rounded numerical hull and they control the future position and orientation of
the ship. With the knowledge of the current and next ship configurations we
compute the volume of water that needs to be displaced by the cell-merging
method. We compute the coefficients of the matrix, and in the ship region there
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are additional terms coming from the Rusanov dissipation. The nested-Newton
algorithm starts and the ∂H/∂η are those of the modified depth function.

2.14 Horizontal viscosity
In this Section, we introduce the horizontal viscosity operator in the system.
The vertical viscosity is already present since Section 2.5. Contrarily to the
vertical viscosity, the horizontal viscosity terms are taken explicitly. This
implies that we make the CFL condition more restrictive. However, since the
derivatives are taken with respect to the horizontal directions, they should not
pose a strong limitation on the timestep size.

∆t = min

∆tmax ,
CFL

2
(

|u|max

∆x + |v|max

∆y + νmax
∆x2 + νmax

∆y2

)
+ c

 . (2.93)

with CFL=0.9 and c = 0.1.
The discretization is done as in equations from (2.94) to (2.97):
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These explicit terms are added to En of equation (2.30).
At the boundaries, the velocities on the mixed derivatives ∂u/∂y and ∂v/∂x
needs a definition because they are out of the domain. The choice can vary for
different boundary stretches, each velocity depends on the problem: if we have
a moving wall then we impose the wall’s speed; if the wall is not moving, it is
always zero; if there is an open boundary, we take it equal to the closest inner
velocity, e.g. un

i+ 1
2 ,Jmax+1,k

= un
i+ 1

2 ,Jmax,k
.

At the walls, we may want to impose the slip condition, which influences how
much exchange of kinetic energy there is due to the friction between the wall
and the water. If we want to apply the slip condition, i.e. there is no friction
at the wall, the boundary velocity must be defined as the closest inner velocity,
regardless of the wall speed.
Inside the domain there may be channels or canals where we want to apply a
wall condition. This is possible by imposing an elevation of the bathymetry in
the cell above any expected free-surface level. In this way we create a dry cell,
where the velocity is zero by definition, which is like a vertical wall interacting
with the water in neighboring cells through the horizontal viscosity operator
and according to our choice of slip or no-slip condition.

2.15 Non-reflecting boundary conditions and sponge
layer

Especially when working with two or three-dimensional domains, it is necessary
to restrict the area of the simulation to the minimum in order to keep the
total computational time within an acceptable range. On the other hand,
when a wave propagates in the domain and reaches the boundaries of the
numerical domain, the signal reflects back if the boundary condition is not
chosen appropriately. This reflected wave keeps traveling within the domain and
affects the solution wherever it passes; this can heavily disturb the measurements
at the gauges and can induce heaving if the wave reaches a ship. To limit this
effect, a couple of solutions were implemented.
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2.15 Non-reflecting boundary conditions and sponge layer

The first solution is to apply a Dirichlet boundary condition that is informed
of the incoming wave characteristics and lets it exit without causing reflection.
Choosing a perfectly non-reflecting boundary condition is a complex task,
which is why many different solutions have been developed that are simpler but
partially reflect the wave. A partial reflection can be acceptable if the error it
produces is of the order of the discretization error. Additional information on
the non-reflecting boundary conditions (NRBC) can be found in the works of
Givoli [61] and Durran [50]. What has been implemented is a Higdon NRBC of
order one [62], which corresponds to the Sommerfeld radiation condition. An
example of computation of a NRBC at the west border is provided in equation
(2.98):
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1
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− ∆t
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(
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2 ,j
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, (2.98)

where C1 is the wave speed estimate, taken as
√

gHmax. This condition is
based on a transport equation.

The second solution is to dissipate the incoming wave before it reaches the
boundary. This is done by creating a sponge layer, a portion of the domain close
to the boundaries where a relaxation scheme is applied [14, 28]. A relaxation
term is introduced in the momentum equation, as shown in equation (2.99):
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where β is the sponge-layer function that defines the space-variable intensity of
the relaxation. Indeed, this intensity must increase from the inner part to the
outer part of the sponge layer, otherwise the incoming wave would reflect when
entering the sponge layer. The sponge-layer function is defined as β = ωwBsl,
where ωw is the wave frequency and Bsl is the shape function. Different forms
of the shape function exist in the literature; a trigonometric shape function
has been implemented, as shown in equation (2.100):

Bsl = Bmax
sl sinnB

(
π

2
x − xsl

xBC − xsl

)
H (x − xsl) , (2.100)

where Bmax
sl is a chosen maximum value of the shape function, nB > 0, xsl is the

coordinate where the sponge layer starts, xBC is the coordinate of the boundary
and H is the Heaviside function that makes the sponge layer ineffective outside
of its region of application.
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2.16 STL

In Section 2.3, the procedure to compute a reconstructed ship is explained;
the result is a piece-wise constant surface that defines the elevation of the hull.
In Section 2.6, it is explained how the reaction forces are computed as the
Riemann-sum over the reconstructed hull of the pressure-area product, and how
the information of the inclination is used to account for the three-dimensionality
of the surface.
As has been pointed out in Section 2.3, the reconstruction procedure is based
on the intersection of the blueprint ship with the verticals that pass through
the subcells centers. This makes the algorithm exact when it approximates
horizontal surfaces, while it misses vertical surfaces; the inclined surfaces are
in between in terms of accuracy, the points that approximate a given area
decrease in proportion to the inclination with respect to the horizontal plane.
As a consequence, the horizontal forces are computed in very few points, not
enough to provide accurate values.
A solution to this problem is the use of a surface that has elements on the
vertical sides. Thanks to the collaboration with the BAW, a triangulated
surface of a model ship is interfaced with the model. This surface is read
from a file in the STL format, in which a series of triangles are defined by the
coordinates of the vertices and by the components of the normal vector. This
input ship, called Referenzschiff, can be visualized in Figure 2.29, while its
real-world equivalent is the model ship shown in Figure 2.30. The STL input
ship is used directly in substitution to the reconstructed ship for the forces
computation, where each triangle is represented by its barycenter. Thanks to
the STL input ship, the precision of the horizontal forces and the torques has
drastically improved, while for the vertical force only a marginal difference was
observed.

The reconstructed ship is also a key element in the fluid-structure interaction,
because each tile of the surface sets the upper bound of the depth function H
in its cell. This implies that the reconstructed ship determines the volumes
of water displaced during its motion. Considering that the reconstruction
process is more accurate for the ship horizontal components by construction,
it was decided to not upgrade a volume computation done directly on the
STL input ship. As shown by the verification of the heaving motion and by
the limited improvement to the vertical force, the volume described by the
reconstructed ship seems precise enough for the intended application. Also,
doing computations on the reconstructed ship is quicker than doing them on
the STL input ship, simply because there are less elements.
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Figure 2.29. View of the Referenzschiff, composed of 18918 triangles.

The decision of maintaining the reconstructed ship requires a procedure to
create it starting from the STL input ship. In particular, the algorithm expects
a set of connected layers and edges as explained in Section 2.3. The procedure
consists of the following steps:

• For each of the triangles of the STL input ship, the barycenter is deter-
mined.

• The barycenters are divided based on their elevation in a number of
groups equal to the number of layers of the reconstructed ship.

• For each group of point, only the most external points are kept. The
selection is done by a convex hull algorithm, specifically the Graham scan
algorithm [66].

• A point in the center of the ship is selected. This point is computed as
the barycenter of all the input points.

• The central point is the origin for the lines that will define the edges of
the reconstructed ship. The lines are drawn by dividing the round angle
in a number of parts defined by the number of edges. The choice of each
angle is influenced by the general dimensions of the ship, so that even
for an elongated object like a ship the edges are uniformly spread along
the ship hull.

• The intersections of these lines with each convex hull are the points in
the edge/layer format.
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Figure 2.30. This model ship represents a typical inland ship and is the ship that is
approximated in Figure 2.29. It is used in laboratory experiments to
collect data for validation purposes. (Source: Lahbib Zentari, SHINING
2022).

2.17 Parallelization

The application of a Cartesian grid where different dynamics happen at different
scales has a disadvantage, which is that the simulation of small objects in a
large domain requires many computational cells. This translates in a large
system that needs to be solved each time iteration, which in turn increases the
computational time. In order to improve the performance, the processing power
has been increased by using multiple core processors working in coordination.
To do that, the domain has first to be decomposed in different parts and
each part is assigned to a process. Every process has complete knowledge of
the variables inside its subdomain; only a few variables are known globally.
Since each subdomain needs boundary conditions at their borders, neighbor
subdomains exchange the values of the variables at the borders.
In the implementation, the domain is splitted horizontally in rectangles com-
posed of the same number of cells, in order to balance the computational load;
the algorithm is also informed of the ratio between the number of cells in the
two directions, so that the perimeter of each subdomain is minimized and with
it the number of variable in the communication halo. The communication is
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handled by the Message Passing Interface (MPI) communication protocol.
The parallelization is most effective when the number of cells is high. Indeed, if
each processor is still adequately challenged by its share of computations even
when the computational load is divided among many processors, the additional
communication cost remains a small percentage of the total computational
time.
Some words have to be spent for the floating object. To simplify the imple-
mentation, the entire ship region in known by all the processes. Since its size
relative to the domain is usually small, the amount of data to be exchanged
is not excessive. Each processor does the same ship reconstruction, forces
computation and evolution of the position. This is inefficient in principle, but
it is not a huge concern because these operations are generally quick to be
performed. Also, since at different points of the algorithm the processes have
to synchronize, doing the ship-related computations only in some of the subdo-
mains would unbalance the computational load, leaving the other processes to
wait.

To provide a quantitative measure of the efficiency of the model and its
implementation, the total computational time is reported in Table 2.1 for a
test case run in different configurations. This test case, which is labeled C-V1
in Section 3.4, involves a ship towed in a canal with a maximum speed of
2.384 m/s. The table is divided in three main parts: a base case "b" with no
subgrid and running in serial mode, a case "s" with a subgrid and a case "p"
running in parallel. For each part, four simulations with increasing number of
computational cells are run.
The domain is 1600 m in the x direction and 60 m in the y direction. The
end time of the simulations is 650 s. The timestep is 0.1 s, which is always
below the CFL condition. Generation of outputs has been suppressed for these
simulations. The CPU running the tests is a 12th Gen Intel(R) Core(TM)
i7-12700H 2.70 GHz.
In Table 2.1, Np is the number of processes running in parallel. NNoavg and
NNiavg are the average number of iterations of the outer and inner loops during
the application of the nested Newton algorithm; they are connected to the
transition to pressurized and dry cells, respectively. CGavg is the average
number of iterations of the conjugate gradient algorithm.
A series of considerations emerges from the observation of these results:

• The parameter that governs the computational time is the number of cells,
not only because it corresponds to the number of unknowns, but also
because NNoavg and CGavg grow with it, increasing the computational
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ImaxJmax Subgrid Np Total time [s] NNoavg NNiavg CGavg

b1 400x30 1x1 1 250 3.081 1.114 32.476
b2 800x30 1x1 1 521 3.973 1.150 46.284
b3 1600x30 1x1 1 1310 4.363 1.157 76.491
b4 1600x60 1x1 1 6400 4.540 1.207 89.995

s1 400x30 4x4 1 581 4.335 1.111 33.841
s2 800x30 4x4 1 1617 4.725 1.132 46.964
s3 1600x30 4x4 1 3182 5.024 1.181 73.690
s4 1600x60 4x4 1 7769 5.312 1.171 93.666

p1 400x30 1x1 6 234 3.081 1.113 32.478
p2 800x30 1x1 6 401 3.973 1.149 46.294
p3 1600x30 1x1 6 845 4.363 1.157 76.494
p4 1600x60 1x1 6 1469 4.540 1.206 89.998

Table 2.1. Measurements of the computational time, the number of iterations for the
outer and inner loops in the nested Newton algorithm and the number
of iterations in the conjugate gradient algorithm. The number of cells,
subcells or processes vary in each line of the table.

cost of each time iteration.

• The subgrid, which increases the number of subcells by a factor of 16,
causes a smaller increase in the time, usually by a factor between 2 and
3.

• Running the script in parallel is more efficient with a high number of
cells. For coarser grids, the additional costs of communication between
the processors become significant.

• NNoavg, NNiavg and CGavg are the same in the serial and parallel execu-
tions "b" and "p", as they should be.

2.18 Frictional resistance

In this Section we introduce the frictional resistance, or skin friction, that is
generated at the interface between the hull and the water due to the relative
motion of one over the other.
The lack of frictional resistance in the model could cause the underestimation
of the waves, squat and return current of a ship moving in a confined space.
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Indeed, the skin friction induces a stress on the flow directed as the ship speed,
and the current below the ship modifies accordingly; at steady state, this means
that the return current at the ship’s sides must get stronger. A stronger current
could increase the drawdown and with that the squat.
Different methods have been developed to model the skin friction [12, 71].
We choose to adopt the method proposed by the International Towing Tank
Conference, or ITTC [94, 96]. The frictional resistance is thought as a function
of the water density ρw, the wetted-ship surface S, the ship velocity relative to
the water ur and a resistance coefficient CT .

RT = 1
2 ρw u2

r

�
S

CT dA (2.101)

The integral is discretized on the STL when available, otherwise on the recon-
structed ship.
The total resistance coefficient CT is equal to

CT = CF + ∆CF + CA + CR (2.102)

where the residual resistance coefficient CR is takes as zero, in absence of data
from a resistance test.
The ITTC57 Model-Ship Correlation Line CF is:

CF = 0.075
(log10 Rex − 2)2 (2.103)

where Rex is the Reynolds number based on the distance xbl from the point
where the boundary layer starts to form. Such point is taken as the first ship
point encountered on the relative-velocity axis, front side.

Rex = urxbl

ν
(2.104)

∆CF is called the roughness allowance and it considers the additional resistance
due to the hull roughness:

∆CF = 0.044
[(

kS

Ls

)1/3
− 10 · Re−1/3

x

]
+ 0.000125 (2.105)

where Ls is the ship length. In absence of case-specific data, we use the ITTC-
recommended value of kS = 150 · 10−6 for the roughness of the hull surface.
The effects of surface roughness in shallow waters was recently investigated by
Song et al. [105]; they concluded that sinkage is independent of the roughness
condition.
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The correlation allowance CA is the coefficient that corrects for the difference
between the model and the full-scale results:

CA = (5.68 − 0.6 log Rex) · 10−3 (2.106)

The skin friction works against the ship motion so it has to be included in the
force F used in the ODE that determines the next position of the center of
mass.
The same skin friction is also transferring energy between the ship and the
water, so the water flow is also affected. We then add the local wall shear stress
τ∗

w to the momentum equation, and we discretize it as an explicit term.

τw = 1
2 ρw u2

r CT τ∗
w = τw

ρw
(2.107)

Since we are using the equations with the momentum as the unknown, the
skin-friction term has to be multiplied by a length. This length cannot be the
whole water column H because we expect that after a certain value of H the
skin friction should be constant and it should affect only the superficial part of
the water body. For these reasons, we choose the depth ∆z∗, which has the
property that

� l
b ∆z∗ = δ99, where b represents the bathymetry, l the ship hull

and δ99 = 0.37 · x · Re
−1/5
x is 99% the turbulent boundary layer thickness [102].

In multi-layer simulations, the length ∆z∗ is split among the vertical k-layers
in the range [l − δ99,l], which are the layers close to the ship hull; outside this
range, ∆z∗

k = 0. The skin-friction term updates the vector of the known terms,
as shown in equation (2.108).

En =


∆zM q∗

M + ∆tγT ∆zM ua + ∆t∆z∗
M γsf τ∗

w

∆zM−1q∗
M−1 + ∆t∆z∗

M−1γsf τ∗
w

...
∆zmq∗

m + ∆t∆z∗
mγsf τ∗

w

 . (2.108)

The skin-friction term is modulated by a calibration factor γsf , which allows
to modify the friction to better match some reference data.
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3 Numerical results

All the following results are obtained applying the implementation of the 3D
model in form of a Fortran code and the results are visualised using ParaView
[3, 4].

3.1 Water flow
In this Section, we verify the model features and capabilities applying it to
a selection of academic standard test cases. At the beginning, we verify the
model applied for flows without floating objects and compare the results to
available exact solutions.

Each test case is useful to highlight and verify specific features of the model:

• Dam-break problems over wet and dry bed (3.1.1): shock capturing,
wetting and drying, importance of the momentum conservative discretiza-
tion.

• Uniform flow (3.1.2): Dirichlet and Neumann boundary conditions, bot-
tom friction.

• Oscillations in a lake (3.1.3): wetting and drying, non-trivial bottom
with subgrid, numerical dissipation.

Throughout this section we make use of the SI system of units.

3.1.1 Dam-break problems over wet and dry bed
The first validation is a classical test problem in CFD, namely the so-called
Riemann problem or dambreak problem for shallow water flows. We consider
two cases here, one dambreak over wet bed and another one over dry bed. In
both cases the bottom is flat (b = 0 m). In order to properly validate the
2Dxz model, we carry out each simulation with a single layer ∆z > H and
with a number of z-layers of maximum size of ∆zk = 0.1 m, apart from the
uppermost layer, whose size is dynamically adjusted in order to fit the free
surface. Since the vertical viscosity coefficient is set to ν = 0 m2/s, the vertical
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velocity profile is constant and therefore the 1D model and the 2Dxz model
must produce the same results.

Dambreak over wet bed The initial condition of the first Riemann problem
consists in still water over flat bottom, with left water depth HL = 2 m
and right water depth HR = 1 m. A constant time step of ∆t = 1 · 10−3

s is used on a uniform Cartesian mesh composed of 100 cells in x direction.
No-flux boundary conditions are applied on the left and right boundaries.
In the left panel of Figure 3.1 the obtained numerical solution is compared
against the exact solution provided by Stoker [110], and also available in the
textbook of Toro [115]. The numerical results obtained with the mass and
momentum conservative semi-implicit scheme agree well with the reference
solution, capturing both the wave heights and the wave propagation speeds
in a correct manner. We also observe that the solution obtained with the 1D
model and the 2Dxz model coincide, as expected.

Dam-break over dry bed In the initial condition of the second Riemann
problem the downstream side is dry. The comparison is made with Ritter’s
solution [100], which is formulated for a frictionless wide horizontal channel. Its
biggest merit is simplicity, so it is a quick test to see if the wet/dry transition is
treated appropriately. However, it is not in good agreement with experimental
data because it does not consider friction, turbulence, vertical acceleration and
non-hydrostatic pressure, see [30]. The exact solution of the Riemann problem
can be found in [100], or in the textbook [115]. In the numerical simulation
the boundary conditions are no-flux, the Strickler coefficient is set to kSt = 100
m1/3/s so that bottom friction can be essentially neglected, the initial location
of the dam is in x0 = 0 m, the initial water heights on the left and on the right of
the dam are HL = 1 m and HR = 0 m, respectively, the initial velocity is zero in
the entire domain, a constant time step of ∆t = 1·10−3 s is used and the number
of cells is set to Imax = 100. The results are shown in the right panel of Figure
3.1. There is a good agreement between the numerical results and the analytical
solution. We highlight that the numerical solution is a rarefaction wave thanks
to the conservative discretization of the mass and momentum conservation
equations, see also [77, 109] for the importance of momentum conservation
in rapidly varied flows. For an alternative nonconservative discretization of
the shallow water equations, unphysical solutions are obtained. Again, the 1D
model and the 2Dxz model agree perfectly well with each other, as expected.
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3.1 Water flow

Figure 3.1. Two dam break problems. Dambreak over wet bed (left): Comparison of
the new momentum conservative semi-implicit scheme with the analytical
solution of Stoker(1957); comparison between the 2Dxz model with
maximum layer size ∆z = 0.1 m and the 1D model with only one
layer of maximum size ∆z = 2.5 m. Dambreak over dry bed (right):
Comparison of the new momentum conservative semi-implicit scheme
with the analytical solution of Ritter(1892); comparison between the
2Dxz model of maximum layer size ∆z = 0.1 m and the 1D model with
only one layer of maximum size ∆z = 1.5 m.

3.1.2 Uniform flow

With the introduction of bottom friction in the model, it is possible to compute
a numerical test case of the uniform flow in an open channel, proving the ability
of the model to maintain it. In a uniform flow, both time derivative and the
advection term vanish, so there exists a characteristic equilibrium between the
pressure gradient and the friction term. The conditions for this flow to realize
are that the inflow discharge remains constant in time and that the shape of
the channel does not change in the direction of the flow. These are essentially
never met in a real-world scenario; nonetheless, this flow condition is of great
interest as a reference point and also because it can give insights about a river
free-surface elevation as a function of flow velocity and average bottom slope.
The equation that governs the flow is the Gauckler-Manning-Strickler formula
[59, 87]:

u = kSt R
2
3
h s

1
2 (3.1)

where s is the constant bottom slope s = −bx. Under the assumption of wide
and rectangular channel, an explicit formula for the uniform water depth Hu
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can be derived:

Hu =
(

q

kSt
√

s

) 3
5

. (3.2)

Another parameter of interest is the critical water depth Hc, the depth of the
transcritical flow at a given discharge:

Hc = 3

√
q2

g
(3.3)

With the background theory set in place, a simulation of a subcritical flow is
presented. The initial conditions are a constant flux and a water height lower
than the uniform one. On the west side, the Neumann boundary condition is
constant in time and it is the initial water discharge q0, on the east side the
Dirichlet boundary condition imposes the water depth Hu. The parameters
of the chosen computational test problem are q0 = 4.42 m2/s for the inflow
discharge, H0 = 1.27 m the initial water height, Hc = 1.26 m the critical depth,
Hu = 1.4 m the uniform flow depth, kSt = 40 m1/3/s the Strickler coefficient,
s = 4 · 10−3 the constant bottom slope and Imax = 100 the number of cells.
The results are shown in Figure 3.2, at time t = 30 when the ascending wave
is in the middle of the domain. At this instant the transition to uniform flow
is in progress, which makes visible that it is a smooth transition. On the east
side of the wave, the water depth and velocity are approaching the expected
values and the flow is successfully maintained without generating instabilities.

Figure 3.2. Numerical simulation of the uniform flow, starting from non-uniform
flow conditions. At this timestep, the transition from initial to uniform
conditions is still in progress, with a wave ascending from east to west
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3.1.3 Oscillations in a lake
The model is also tested in a domain with a non trivial bathymetry. Specifically,
the bottom is shaped as a parabola

b(x) = H0

[
1
a2

(
x − L

2

)2
− 1

]
, (3.4)

where H0 is the water depth at vertex coordinate, L = xE − xW is the domain
width, and a is a parameter for the shape of the parabola. At each time the
water depth and velocity are:

H(t, x) =


−H0


[

1
a

(
x − L

2

)
+ B̃√

2gH0
cos

(√
2gH0
a

t

)]2

− 1

 for x1(t) ≤ x ≤ x2(t)

0 otherwise
(3.5)

u(t, x) =
{

B sin
√

2gH0
a t for x1(t) ≤ x ≤ x2(t)

0 otherwise
(3.6)

with B̃ =
√

2gH0/(2a). This particular configuration is intended to reproduce
a case for which Thacker found an analytical solution for a frictionless bottom
[113] in 2D, while the solution for the simplified 1D case was first provided by
Delestre et al. in [46]. The positions of the wet/dry interfaces are denoted by
x1(t) and x2(t) and read:

x1(t) = −1
2 cos

(√
2gH0
a

t

)
− a + L

2 , x2(t) = −1
2 cos

(√
2gH0
a

t

)
+ a + L

2 .

(3.7)
For our simulations, we use the following setup. The water depth at the parabola
vertex is set to H0 = 0.5 m, the initial velocity is set to zero throughout the
computational domain, the Strickler coefficient is chosen as kSt = 20000 m1/3/s
so that friction can be neglected, the maximum time step is ∆tmax = 1 · 10−3 s,
the computational domain is Ω = [0, 4] m, discretized with Imax = 100 uniform
cells and the parabola shape parameter is set to a = 1 m. Two times after
approximately five oscillations is shown in Figure 3.3. The numerical model
and the analytical solution are in good agreement, but the former does not
reach the same elevation at x1 and x2, due to numerical dissipation.
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Figure 3.3. Flow of water in a parabolic lake. The cells get wet and dry cyclically.
Comparison with Delestre et al. solution [46].

3.1.4 Nonhydrostatic pressure
In this Section, the Boussinesq-type dispersive term introduced in Section 2.12
is applied.

3.1.4.1 Dambreak

The dambreak-over-wet-bed test case of Section 3.1.1 is repeated. Compared
to said previous simulation, the initial heights are lowered to HL = 0.02 m and
HR = 0.01 m and the grid has been refined, so to make the effect of dispersion
more evident. The reference solution is again the analytical solution of the
hydrostatic case.
Figure 3.4 shows the results of the application of the nonhydrostatic-pressure
term. Dispersion effects are visible at the front of the shock wave as oscillations
of the free surface.
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3.2 Vertical motion

Figure 3.4. Application of the Boussinesq-type dispersive term in the dambreak case.
Setup: ∆x = 0.002 m, ∆tmax = 0.001 s.

3.2 Vertical motion

In the following, we study the response of a ship in various simple fluid-structure
interaction situations concentrating on the vertical degree of freedom (heaving).
For a basic consistency-check of the method with elementary physics, the main
requirement is the straightforward test that when the ship is in static equilib-
rium in a still water body, its position in time should not change, which checks
if the method is well-balanced [11, 29]. Having checked this seemingly trivial
property, we proceeded to verify the heaving motion with a floating body set in
an unbalanced position. The use of a simplified hull geometry allows to obtain
an analytical solution of the damped-harmonic oscillator equation for the body
motion, which is compared to the results obtained with the numerical method
presented in this thesis.

Test cases in this section:

• Return to equilibrium in deep water (3.2.1): heaving response and waves
generation.

• Return to equilibrium in shallow water. (3.2.2): effects of the water
depth on the heaving response and the waves generation.

• Heaving due to incoming waves (3.2.3): response to external regular wave
field.
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Throughout this section we make use of the SI system of units.

3.2.1 Return to equilibrium in deep water
The aim of this test case is to verify the response of a floating body, which
can for example represent a passive ship with simplified geometry, which is
moved out from its equilibrium floating position at the free surface of a deep
water body. The oscillation pattern of the ship should be consistent with the
corresponding one in the reference solution, which is the well-known case of a
damped harmonic oscillator. At the initial time, the vessel with mass ms is out
of equilibrium in still water. The forces generated by gravity and hydrostatic
pressure move the vessel along the vertical direction, radiating waves. The
shape of the body representing a ship is a prism with rectangular base Ls∆y.
The total ship height is Hs, and the height below the centre of mass G is hs.
We choose hs = ms/(ρLs∆y), so that G will tend to the still water level (SWL).
The waves would reflect at the side boundary of the water body and return
to the ship, altering its oscillation pattern. To avoid this disturbance, the
domain must be larger than cw · tend + Ls, where cw is the wave speed, tend the
simulation end time, and Ls the width of the ship. In this test case, we choose
a large water depth H so that the effects of the added mass are reduced. It
is important to stress that although we are in deep water, the model behaves
equivalently to shallow water conditions. This means that the radiated waves
will travel at the same speed cw =

√
gH. We focus on the movement in the

vertical direction only (one degree of freedom, heaving) and we neglect viscosity.
The reference solution of the damped-harmonic-oscillator originates from the
balance of the forces in (3.8):

(ms + as)z̈G + bsżG + cszG = 0 (3.8)

where
bs = 2ρgcg

ω2

(
ξw

z0

)2
∆y cs = ρgAs (3.9)

ω = 2π

T
T = 2π

√
ms + as

ρgAs
. (3.10)

zG is the elevation of the ship centre of mass G, żG is the vertical velocity of
G, z̈G is its vertical acceleration. as is the added mass and in this case it is
positive. We compute it with the equation derived by Lannes [78]:

as = ρ dy

� x+

x−

(x − x̂)2

H
dx, with x̂ = 1� x+

x−

1
H

dx

� x+

x−

x

H
dx (3.11)
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where x− and x+ are the x coordinates of the two points P− and P+ where the
free surface η intersects the ship, whose coordinates are (x−, z−) and (x+, z+).
We also have x+ − x− = Ls, so that for this test case as = ρ∆yL3

s/(12H).
cs is the spring coefficient, derived from a combination of the Archimedes’
principle and Hooke’s law. The waterplane area As = Ls∆y is constant; bs is
the damping coefficient for the heave motion; its expression in (3.9) is derived in
linear wave theory considering the transfer of energy from the ship to the waves
[69]; ω is the undamped natural frequency; T is the ship oscillation period,
which in this test case is taken equal to the wave period. In shallow water the
group velocity cg is constant and equal to the wave speed cg = cw =

√
gH,

and thus the wavelength is Lw = T
√

gH; z0 is the ship oscillation amplitude
and it corresponds to the initial displacement, while ξw is the wave amplitude
and usually it is not known a priori. We observe that during a half-period the
volume of water displaced by the ship Vs must be equal to the volume of the
radiated wave Vw , so for this specific case we can derive an expression of the
amplitude ξw:

(2z0)Ls

2 ∆y = Vs = Vw = ξwLw∆y

π
=⇒ ξw = πz0Ls

Lw
(3.12)

We substitute cg, ω and ξw in (3.9) and obtain the damping coefficient bs

expressed in terms of known quantities:

bs = ρgL2
s∆y

2
√

gH
. (3.13)

We define σ = bs

2(ms + as) and we rewrite equation (3.8) in a canonical form:

z̈G + 2σżG + ω2zG = 0. (3.14)

The solution of (3.14) is

zG(t) = z0e−σt
[
cos (ωzt) + σ

ωz
sin (ωzt)

]
, (3.15)

with wz =
√

w2 − σ2. The velocity is then:

żG(t) = −z0e−σt

(
ωz + σ2

ωz

)
sin (ωzt). (3.16)

The simulation parameters are given in Table 3.1. The initial configuration can
be seen in Figure 3.5 and the results are in Figures 3.6 and 3.7. The oscillation
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Symbol Definition Value Unit

η0 Initial free surface elevation (SWL) 0 m
u Initial horizontal velocity 0 m/s
b Bottom -1000 m

kSt Strickler coefficient 100 m
1
3 /s

s Subcells in each cell 4 -
ϑ Implicitness factor 1 -

∆t Time step size (constant) 1 · 10−3 s
∆x Grid size along x 2.5 m
z0 Initial displacement of the ship -2 m
ms Ship mass 100000 kg
Ls Ship length 20 m
∆y Ship width 1 m
Hs Total ship height 10 m

Table 3.1. Data for the return to equilibrium in deep water test case.

pattern is in good agreement with the reference solution.
We want to provide an interpretation of how the fluid-structure coupling

dampens the oscillation implicitly. The dampening is the result of a restoring
force that is consistently smaller than what would be required to keep the
amplitude of oscillation constant. Such force is a function of the equilibrium
position zeq of the ship and the instantaneous value of η at the waterline, the
point of intersection of the ship and the waves. For the damped-harmonic-
oscillator reference solution, zeq is assumed at the SWL, and thus the instant
force is simply proportional to zeq −zG(t). What makes the oscillator "damped"
is the addition to the ODE of the radiation resistance force bsżG, and the
additional inertia of the motion in water is introduced by means of the added
mass as. On the contrary, with a fluid-structure coupling the radiated waves
move the position of the waterline, meaning that zeq is time dependent and
specifically it oscillates together with η, so the net vertical force is given by
(2.37). When the ship is accelerating upwards, η at the waterline decreases
and the pressure distribution is concave up. The vertical force is lower than it
would be if the equilibrium position was fixed at the SWL, so the oscillation is
damped. Of course, when the ship is accelerating downwards the opposite is
true: η at the waterline increases and its concavity is down, but the effect is
again a dampening of the oscillation. In this specific test case there is vertical
symmetry, so when the acceleration of the ship is zero the pressure η inside the
ship is almost horizontal everywhere. It follows that in this precise moment the
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Figure 3.5. Initial configuration of the return to equilibrium test case. The figure
shows only the area near the ship, even though the domain is larger and
higher

outgoing waves are at their minimum or maximum elevation, called trough and
crest. For our specific choice of hs, when the acceleration is zero it also means
that zG = η. We can relate the interpretation above to the results in Figure
3.7. We can see that while zG < η, which is when the ship is accelerating
upwards, η in the middle of the ship is lower than the η at the waterline, which
indicates that η is concave up. When zG ≈ η, the distribution of η is, in first
approximation, horizontal. When zG > η, η is concave down. We can also see
that for the first half of the oscillation period, η <SWL, which means that
the upward force on the hull is always smaller than it would be without the
fluid-structure interaction, and this causes the dampening. In the second half
oscillation period, η >SWL, the upward force on the hull is always bigger that
it would be without the FSI, so the downward descent is slowed down.
From the time evolution of η in Figure 3.7 we can also get information on the
generation of radiated waves, because η has the meaning of piezometric head in
the ship region, and of free-surface outside the ship region. The waves in this
test case start from the symmetry point, the centre of the ship, and radiate
outwards. We know the value of the wave amplitude from equation (3.12), and
we can expect that it will be damped of a factor e−σt, as the ship oscillation
amplitude. The envelope of η at the ship centre is computed from equation
(3.17):

Ξw(t) = ξwe−σt (3.17)

The value predicted by equation (3.17) corresponds to the numerical wave
trough and crest. We also observe that the curves of η in the middle of the
ship and η at the waterline are almost overlapping; this happens because the
wave speed cw is high, so the time delay (Ls/2)/cw between the two is small.
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Figure 3.6. Time evolution of the ship elevation in the test case of return to equilib-
rium in deep water. The elevation of the centre of mass zG is compared
to the expected value from the damped-oscillator solution

Figure 3.7. Time evolution of η in the middle of the ship and at the waterline, in
the test case of return to equilibrium in deep water. The zG curve is
shown only in the range of interest of the vertical axis, where we want
to highlight the points of intersection with the η curves; the full curve is
in Figure 3.6. The dashed lines are the envelope of the wave amplitude
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3.2.2 Return to equilibrium in shallow water

In this test case, we want to look at the effects of a smaller water depth H on
the oscillation pattern. The reference solution is formally equal to the solution
in Section 3.2.1. With a smaller water depth, the solid boundary is closer
to the ship, so we expect an increased contribution of the added mass [20].
The effect of as (it’s value is always positive), looking at the definitions of T
and σ in Section 3.2.1, is to increase the period of oscillation and reduce the
damping coefficient. However, this does not necessarily mean that the overall
damping is smaller, because from equation (3.13) we see that bs increases as
H decreases. In fact, generally the damping is stronger in shallow water [74].
The parameters for this test case are the same as in the previous one, Table
3.1, with the only exception of setting the bottom at b = −20 m. The time
evolution of zG is shown in Figure 3.8. In shallow water the oscillation is more
damped than it is in deep water, and we have a good agreement with the
analytical solution again. Figure 3.9 displays the time evolution of η in the
ship region. Most of the considerations done for the deep water test case in
Section 3.2.1 are still true, but there are some important differences. First, the
amplitude is bigger, which is the reason for the increased dampening. Second,
the wave speed is lower, which means that the peaks of the curves of η are
shifted in time. The consequence of this time delay is that the concavity of η
is much more pronounced. Also, in this time period the ship is heaving and
its motion seems to deform the outgoing wave, reducing its peaks; now, the
envelope of equation (3.17) predicts well only η in the middle of the ship.
An interesting observation can be done if we separate the dampening into two
components, one being the variation of η at the waterline and the second one
being the concavity of η. The former is equivalent to assuming that η is a
straight line connecting the intersection points P− and P+, the latter is the
deviation from this straight line. In this test case, thanks to the symmetry
of the problem, we can separate the two components also in the numerical
simulation: when computing the vertical force, we assume η constant inside
the ship and equal to the value at the waterline. If we do that, we are removing
the component due to the concavity of η. What we observe from the results in
Figure 3.10 is that this numerical solution matches the reference solution with
as = 0, meaning that the period of oscillation is smaller and the oscillation is
more damped. This experiment would suggest that the "linear" component
of η has the equivalent effect of the damping coefficient bs in the ODE, while
the curvature of η has the equivalent effect of the added mass as. We can do
one more observation on the concavity of η, which is related to its steepness.
From the momentum equation (2.13) we derive the expression (3.18) for the
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Figure 3.8. Time evolution of the ship elevation in the test case of return to equi-
librium in shallow water. The elevation of the centre of mass zG is
compared to the expected value from the damped-oscillator solution

gradient of pressure.
∆η

∆x
= q∗ − qn+1

gH∆t
. (3.18)

The gradient depends on the space and time flux derivatives and it is inversely
proportional to the water depth. It follows that in shallow water the curvature
of η is more pronounced, which is what we observed from the numerical
simulations.

3.2.3 Heaving due to incoming waves

In this test case, we analyse the response of a trapezoidal ship to the influence
of regular incoming waves produced by a wavemaker. The sinusoidal waves
are generated at the west boundary of the water body containing the ship,
forming a numerical wave tank. At the initial time, the ship floats in its
hydrostatic equilibrium position close to the west boundary of the tank. The
ship has a flat bottom of length Lbottom and oblique sides inclined of an angle
αs from the vertical. Due to the shape of the ship, the immersed volume is
not directly proportional to the vertical displacement. We choose the position
of the east boundary to make sure the reflected waves do not reach back the
ship during the simulation time. The water depth is the same used in the
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Figure 3.9. Time evolution of η in the middle of the ship and at the waterline, in
the test case of return to equilibrium in shallow water. The dashed lines
are the envelope of the wave amplitude

return-to-equilibrium in shallow-water test case, in Section 3.2.2. Again, we
concentrate on the ship movement with one degree of freedom, namely on the
vertical heaving. The physical reference case is a forced and damped oscillator,
described by the second order ODE (3.19), which is a generalization of equation
(3.8). ODE (3.19) allows for both rectangular and trapezoidal shapes of the
ship, an arbitrary initial still water level, an arbitrary relative position of the
centre of mass and a delayed external forcing by regular waves. We apply the
so-called small-body approximation [92], which states that the length of the
floating body is much smaller than the wave length (Lwl ≪ Tw · cw). The
solution is found numerically using a fourth-order Runge-Kutta scheme.

(ms + as)z̈G + bsżG + cszG − ϵz2
G = cs

(
η0 + Hw

2 sin(ωw(t − t0)) + hs

)
−ϵ
(
η0 + Hw

2 sin(ωw(t − t0)) + hs

)2
− msg

żG(t = t0) = 0
zG(t = t0) = η0 − Deq + hs

(3.19)
where ms is the ship mass, η0 is the free-surface elevation at the start of
simulation, Hw is the incoming wave height, ωw = 2π/Tw is the wave frequency,
hs is the vertical distance between the centre of mass G and the bottom of
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Figure 3.10. Effect of the concavity of η on the ship motion. If only the linear
component of η is used to compute the vertical force, the numerical
results agree with the reference solution with as = 0

the ship. The added mass as and the damping coefficient bs are defined as
in Section 3.2.1. For bs, we use the water depth defined by the current free-
surface elevation near the ship, and as length the length at the water level
Lwl = Lbottom +2 tan(αs)Deq, where the draft at equilibrium Deq is the solution
of:

tan(αs)D2
eq + LbottomDeq − ms

ρ∆y
= 0 (3.20)

The terms cs and ϵ are:

cs = ρg∆y

[
Lbottom + 2 tan(αs)

(
η0 + Hw

2 sin(ωw(t − t0)) + hs

)]
(3.21)

ϵ = ρg∆y tan(αs) (3.22)

The reference solution is delayed in time because the incoming waves generated
at the west boundary reach the ship side at

t0 = 1
cw

[
xG −

(
Lbottom

2 + tan(αs)Deq

)
− xW

]
.

When the waves pass by the ship position, the instantaneous equilibrium
position changes in time and a restoring force acts on the hull, but the ship

88



3.2 Vertical motion

stays outside the position of equilibrium. As a result, the wave elevation and
the ship response are shifted in time of tws. This delay in time can be obtained,
with accuracy sufficient for our purposes, from the analytical solution of an
equivalent problem with a rectangular ship:

tws = 1
ωw

arctan
(

bsωw

(ms + as)ω2
w − 0.5ρg∆y(Lwl + Lbottom)

)
(3.23)

It is possible to show, by substituting the value of bs in (3.23) and assuming
ωw and tan(αs)Deq are small, that this time delay is approximately the time
necessary for the wave to travel half of the ship length at the waterline:

tws ≈ − 1
cw

(
Lbottom

2 + tan(αs)Deq

)
(3.24)

To check the presence of the time delay tws, we will plot the motion of a ship
always in equilibrium with the current wave elevation at the west ship side,
which is equivalent to a simple harmonic oscillator with a heave amplitude and
period equal to the ones of the incoming wave:

zG(t) = zG(0) + Hw

2 sin(ωw(t − t0)) for t ≥ t0 (3.25)

The data for the simulation are summarized in Table 3.2, while a view of the
initial conditions is shown in Figure 3.11. The numerical results are compared
to the reference solutions in Figure 3.12. The numerical and reference solution

Figure 3.11. Initial configuration of the heaving due to incoming waves test case.
The figure shows only the area near the ship, even though the domain
is larger and higher

agree fairly well with each other. This is true starting from the first oscillation,
when the ship has to adjust to a sinusoidal motion from the initial equilibrium
conditions. We observe that there is the time delay between the wave passage
and the ship response, which for this test case was predicted as tws = 1.33 s.
We notice that the oscillation pattern has the same amplitude of the incoming
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Symbol Definition Value Unit

η0 Initial free surface elevation (SWL) 0 m
u Initial horizontal velocity 0 m/s
b Bottom -20 m

kSt Strickler coefficient 100 m
1
3 /s

s Subcells in each cell 4 -
ϑ Implicitness factor 1 -

∆t Time step size (constant) 0.01 s
∆x Grid size along x 1 m
z0 Initial vertical displacement of the ship 0 m
ms Ship mass 100000 kg

Lbottom Ship length at bottom 20 m
Ltop Ship length at top 40 m
∆y Ship width 1 m
Hs Total ship height 10 m
Hw Wave height 1 m
Tw Wave period 24 s

Table 3.2. Data for the heaving due to incoming waves test case.

Figure 3.12. Time evolution of the ship elevation in a test case with incoming waves
in shallow water. The elevation of the centre of mass zG is compared to
the expected value from the forced and damped oscillator solution. In
addition, the simple oscillator solution shows the time delay between
the wave elevation and the ship response

waves; the natural oscillation of the ship, whose time period is computed from
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3.3 Horizontal motion

equation (3.10) and is equal to Ts = 5.7 s, is damped. There are small errors
at the highest and lowest elevation points. Namely, the oscillation amplitude
is slightly smaller compared to the reference solution. The probable cause is
that the problem solved with the new model is more general than the reference
problem. Some additional physical and numerical processes deform the waves in
the simulation: first, the waves that hit the ship are partially reflected back, so
less pressure acts on the hull; second, even though the small-body assumption
holds, in the ship region we never have uniform values of the piezometric head,
which means its average value is never as high as the value in the reference
problem; third, while the waves are travelling from the west boundary to the
ship, they are affected by numerical dissipation and their peaks are damped.
These three effects, which would slightly reduce the oscillation amplitude, are
not included in the reference ODE (3.19).

3.3 Horizontal motion

In this Section, we show the application of the ideas introduced in Section 2.13
and their effect on the pressure oscillation.
We start from the problem of Section 2.13.1 and we activate one of the algo-
rithms, one at the time. This helps to recognize and understand in isolation
the mechanisms of action of the algorithms and have a qualitative measure of
their consequences. We remind here the main test parameters, valid for the
Sections from 3.3.1 to 3.3.6: grid size of ∆x = 6 m, timestep size of ∆t = 0.2
s, ship speed of us = 5 m/s moving left, the subgrid is equivalent to the grid.
At the boundaries, non-reflecting Dirichlet boundary conditions are applied.
The ship is in hydrostatic equilibrium at the start of the simulation. The only
allowed motion is horizontal, i.e. no vertical translation or rotations.
For an easier interpretation of the numerical results, every test case is compared
with the same two results. The first reference case is the original test of Section
2.13.1, which is a generic setup with no modifications. The second reference
is the particular case of Section 2.13.2, where the relationship us = ∆x/∆t
holds by choosing ∆t = 1.2 s. These two test cases manifest the biggest and
smallest η oscillations; they will be referenced later and in the figures/methods
as "void" and "gridspeed" cases, respectively.

3.3.1 Smooth ship movement

Figure 3.13 shows the results of the application of the smooth-ship-movement
algorithm of Section 2.13.3. Given our test parameters, the ship enters a new
cell every 6 time iterations. At first approximation, we can say that the volume
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3 Numerical results

Figure 3.13. Application of the smooth-movement algorithm. In this setup, the
ship moves in a new cell every six time iterations. Setup: ∆x = 6 m,
∆t = 0.2 s.

displaced from each cell is divided in six parts and at every time iteration one
part is pushed out of the ship region. In the absence of this algorithm, we had
the six parts all pushed out in one time iteration, while during the other five
iterations the volume of water in the cell remained constant.
The amplitude of the pressure oscillation is smaller. The bow wave amplitude
decreases. The generation of the void below the ship is greatly reduced and
remains constant in time.
Given these results, the smooth-ship-movement algorithm seems worth keeping
always active.

In Figure 3.14, the results from the application of the smooth-movement
algorithm are compared with the results of a subgrid convergence study. The
grid remains always the same. It can be seen how as the subgrid is refined, the
results converge towards those of the smooth-movement simulation. Indeed,
with a fine subgrid the displaced volume computation gets more precise.
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3.3 Horizontal motion

Figure 3.14. Convergence of the subgrid solution to the smooth-movement solution.
The subgrid solution is shown for the choice of 4, 20 and 1000 subcells
per cell.

3.3.2 Roof relaxation
Figure 3.15 shows the results of the application of the roof-relaxation algorithm
of Section 2.13.4. Here, the water is allowed to penetrate the hull in proportion
to the pressure and the relaxation’s intensity. We chose to apply the relaxation
to the first 5 cells near the waterline, with space-varying intensity. At the
waterline it is the strongest and it decays going inside. Since the ship region is
composed of 20 cells, there are 10 cells in the middle that are unaffected by
the relaxation and consequently are fully-pressurized.
We notice that the roof relaxation is effective in the stabilization of the pressure
and is able to prevent the growth of the void below the hull.
Due to the mechanism of action of the relaxation, the position of the b+H line
is peculiar. The water entered the ship volume especially at the bow, where the
pressure is high. At the stern, the occupied volume is much lower; nonetheless,
it is enough to keep the water close to the hull, which is the behavior seen at
grid convergence.

In Figure 3.16, a grid convergence study is performed with the roof-relaxation
algorithm active. It can be seen in particular how the region interested by the
relaxation shrinks with the cell size.
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3 Numerical results

Figure 3.15. Application of the roof relaxation.

Figure 3.16. Grid convergence of the roof-relaxation method. The solid lines are the
free-surface elevations; in the ship region they can penetrate the hull
because the relaxation alters the depth function. Setup: variable ∆x,
∆t = 0.2 s.

94
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3.3.3 Smooth ship shape
Figure 3.17 shows the results of the application of the modification of the
input hull, as explained in Section 2.13.5. The hull’s shape is obtained after 5
smoothing iterations with a filter of size 5. The profile becomes more rounded
and the total jump of the original vertical wall is split in many parts.
The alteration of the shape impacts the equilibrium position of the ship, which
would be lower, so it is is impossible to keep both the immersed volume and the
initial draft equal to the ones of the other test cases. Here we are not interested
in the floating dynamics, so we choose to maintain the same initial draft, which
means the volume displaced during the horizontal motion is almost the same.
The results suggests a good ability of this solution to reduce the pressure peaks
at the bow. Contrarily to the other test cases, the free-surface behind the
ship is undulated; every small jump at the bow generates a small pressure
peak and this pattern emerges. Although smoothing the shape is beneficial
to the suppression of the oscillations, it seems insufficient if applied by itself,
because a portion of the solution converges differently than what we expected.
Considering that it also changes the floating dynamics of the ship, we suggest
to not use this smoothing as first choice.
One may consider the case in which this rounded hull is not the product of
a smoothing but is the input hull. In this case, the application of the other
techniques is enough to suppress these shape-induced undulations. To test that,
we applied the smooth-shape and the smooth-movement algorithms together.
The results can be seen in Figure 3.18.

In Figure 3.19, a grid convergence study is done with the smooth-shape
algorithm. As the cell size decreases, the smoothed shape gets closer and closer
to the original shape. Also, the unusual oscillations seen for the coarser grid
disappear in the other cases.
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3 Numerical results

Figure 3.17. Application of the smooth-shape algorithm. The input shape is rectan-
gular. Setup: ∆x = 6 m, ∆t = 0.2 s.

Figure 3.18. Concurrent application of the smooth-shape and smooth-movement
algorithms. The undulation of the free-surface seen in Figure 3.17 is
now under control.
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3.3 Horizontal motion

Figure 3.19. Grid convergence of the smooth-shape algorithm. The solid lines are
the ship hulls; they converge to the input shape as the grid is refined.
Setup: variable ∆x, ∆t = 0.2 s.
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3.3.4 Cell merging
Figure 3.20 shows the results of the application of the cell-merging method,
as explained in Section 2.13.6. We remind that before the nested-Newton
algorithm starts to find the solution of the system, the newly-displaced volume
term is removed from pressurized cells and it is added to the nearest free-surface
cell.
The results are very promising, the pressure oscillations are strongly reduced
and the void below the hull is stably filled with water. If we compare the η
profile with the grid-speed solution and the other methods’ solutions, it appears
that our choice of destination cell as the nearest is adequate to maintain the
physical relevance of the results.

In Figure 3.21, a grid convergence study is done in conjunction with the
application of the cell-merging method. The results show little differences in
terms of free-surface profile, demonstrating a good efficacy of the cell-merging
method.
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Figure 3.20. Application of the cell-merging technique.

Figure 3.21. Grid convergence of the cell-merging technique. Setup: variable ∆x,
∆t = 0.2 s.

99



3 Numerical results

3.3.5 Rusanov dissipation
In this Section, we apply the Rusanov dissipation algorithm, as explained in
Section 2.13.7.
This technique adds additional numerical dissipation to the scheme and penal-
izes pressure gradients. It requires a somehow arbitrary choice of the parameter
αd. In Figure 3.22 we computed multiple simulations where increasing values
of αd are used to give an idea of the parameter sensibility and the differences it
induces in the solution. For a sufficiently high αd coefficient, the amplitude is
so small that the pressure on the hull is always positive and the void-generation
is completely removed.

The results illustrated in Figure 3.23 are interesting because they show a
strong potential of the dissipation to influence the solution, especially in the
ship region. Indeed, for a sufficiently high αd, the pressure η gets close to being
a straight line connecting the waterline points at the opposite sides of the ship,
and the oscillations have a smaller amplitude. This is a behavior that was not
achieved by the other methods, whose typical profile was a quick drop at the
bow followed by a constant value.
Outside of the ship region the free-surface elevation is overall consistent with the
other results, with the bow wave converging towards the gridspeed bow-wave
elevation. A small but not negligible difference can be observed behind the
ship, where the level does not return to the equilibrium elevation but it stops
at a lower level; also, in the front the convergence is from the top, while in the
other cases it was from the bottom. These two statements suggest that the
dissipation, in its reduction of the pressure gradients, is restricting the flow
below the ship.
In terms of stability during the horizontal motion, the Rusanov dissipation is
the best among these five tools in keeping the solution self-similar, i.e. there are
not much oscillations when a new cell is entered. The possibility to choose the
Rusanov-dissipation intensity is a strength, but it is also a weakness because it
is not a feature that can simply be turned on or off. Its use requires a choice
whenever the problem parameters vary sensibly. This choice can be guided
by an observation of the stability of the solution or by the comparison with
reference pressure data.

In Figure 3.24, the Rusanov dissipation is applied at different grid resolutions.
The results outside of the ship region are very consistent with each other. In
the ship region, the pressure converges non-monotonically.
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3.3 Horizontal motion

Figure 3.22. Comparison of η for different values of αd. Setup: ∆x = 6 m, ∆t = 0.2
s.

Figure 3.23. Application of the Rusanov dissipation. Setup: ∆x = 6 m, ∆t = 0.2 s,
αd = 2.
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3 Numerical results

Figure 3.24. Grid convergence of the Rusanov dissipation. Setup: variable ∆x,
∆t = 0.02 s, αd = 2.
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3.3.6 Combination
Figure 3.25 shows the results of the concurrent application of all the techniques
studied from Section 2.13.3 to Section 2.13.7. In Section 2.13.8 we gave an
overview of the mechanisms of interation of the different solutions.
Thanks to the results of the individual applications provided in the Sections
from 3.3.1 to 3.3.5, we can recognize the use of some of the techniques from a
simple visual observation of Figure 3.25; in particular: the absence of vertical
walls thanks to the smooth-shape algorithm, the penetration of the water at
the bow due to the roof-relaxation method, and the straightening of η in the
ship region from the application of the Rusanov dissipation. The influence of
the smooth-movement algorithm and the cell-merging method is less evident.
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Figure 3.25. Concurrent application all the techniques developed to attenuate the
pressure oscillations. Setup: ∆x = 6 m, ∆t = 0.2 s.

3.4 Validation of the waves, squat and return flow

In this Section, we apply the frictional resistance as explained in Section 2.18.
The test case we choose is the passage of a ship in a straight canal.
We recreate the setup of the field experiment performed by BAW in 2002 in
Wesel-Datteln Kanal (WDK) in the German federal state of North Rhine-
Westphalia. Here, a ship with length of 105 m, width of 11 m and draft of 2.8
m was moved at different speeds and it was placed at different distances from
the mid-channel axis, for a total of nine configurations. They measured the
sinkage, the current velocity and the ship-induced waves height. Measurements
like these have great value to us because they allow us to validate our model.
The channel cross section is trapezoidal. The central part has a width of 33.4 m,
while the banks have a slope of 1 : 2.43. The maximum water depth is 3.95 m.
Figure 3.26 shows the channel’s bathymetry and the initial positions of the ship.

In the numerical implementation, the water is initially at rest, and the ship is at
hydrostatic equilibrium on one side of the domain. To avoid the generation of a
large bow wave due to a sudden acceleration, the speed of the ship is increased
gradually up to the target value. The boundary conditions are non-reflecting
Dirichlet. We always make use of the smooth-movement algorithm of Section
2.13.3. Horizontal viscosity is disabled. We perform 2Dxy simulations, i.e.
with one vertical layer. We use a Gauckler-Strickler coefficient of kSt = 40
m

1
3 /s. The total duration of the simulation and the domain size are chosen

to reach a condition of stationarity, meaning that the target speed has been
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3.4 Validation of the waves, squat and return flow

Figure 3.26. Axonometric view of the cross section and the two ship positions for
the WDK test cases. Grid values in meters.

reached, the velocity field around the ship is fully developed and the ship has
a stable vertical position. The free-surface elevation is sampled close to the
exit boundary, at the distance of 21.5 m from the mid-channel axis. We make
use of the Referenzschiff’s STL, whose main dimensions have been adjusted
to correspond to the ship used in the field. Among the nine position/velocity
configurations of the field experiment, we show here the results for the four
extremes, as summarized in Table 3.3.

Case Distance from Speed [m/s] Froude number [-]
mid channel [m]

C-V1 0 2.384 0.383
C-V3 0 2.621 0.421

OBT-V1 11.46 2.179 0.350
OBT-V3 11.46 2.677 0.430

Table 3.3. Description of the position/velocity combinations we used to test our
model, as done by Doychev et al. [48].

3.4.1 WDK without skin friction

In this Section, we show the results of the four test cases described in Table 3.3
without the application of the frictional resistance of Section 2.18. We present
the comparison between the field measurements and our numerical results. In
Table 3.4 there are the squat and return-flow velocity, while in Figures 3.32,
3.33, 3.34 and 3.35 the free-surface elevation at the gauge point is shown. A
top view of the velocity field is shown in Figures 3.27, 3.28, 3.29 and 3.30.
The behavior of the squat, return flow and ship-generated waves with the ship
speed is credible, as their proportionality is physically correct. We observe a
general underestimation of all these three variables. This correlation is not

105
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Figure 3.27. Velocity field at stationary conditions. Test case C-V1 without skin
friction. Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s.

surprising in itself, as they are related to each other: if we are at steady
state and the drawdown is smaller than expected, the cross-sectional wet area
is larger and then the velocity of the return current lowers; with a smaller
drawdown and a lower velocity, the squat also lowers. However, the origin of
this underestimation is not completely clear, further mesh refiements do not
bring great improvements.
For all the test cases, the wave-passage duration is in perfect agreement with
the reference data, which is roughly equivalent to the ratio of the ship length
and the ship speed Ls/us.
When the ship is closer to one of the banks, the ship-bank interaction is evident
in a loss of symmetry of the flow field.

Case Measured Computed Measured return-flow Computed return-flow
squat [m] squat [m] velocity [m/s] velocity [m/s]

C-V1 0.28 0.21 1.00 0.72
C-V3 0.48 0.29 1.90 0.90

OBT-V1 0.17 0.18 1.30 0.80
OBT-V3 0.49 0.36 1.60 (0.80-2.60)

Table 3.4. Comparison of the measured and computed squat and return-flow velocity.
Test cases without skin friction. Measured data from Doychev et al. [48].

For the test case C-V1, Figure 3.36 shows the results of a grid refinement and
the application of the nonhydrostatic algorithm. The refining of the grid in
the hydrostatic case and the inclusion of dispension effects for the coarser grid
slightly improve the drawdown elevation. The simulation with a fine grid and
dispersion effects displays strong oscillations at the stern wave that are related
to the appearance of vortices, as seen in Figure 3.31.
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3.4 Validation of the waves, squat and return flow

Figure 3.28. Velocity field at stationary conditions. Test case C-V3 without skin
friction. Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s.

Figure 3.29. Velocity field at stationary conditions. Test case OBT-V1 without skin
friction. Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s.

Figure 3.30. Velocity field at stationary conditions. Test case OBT-V3 without skin
friction. Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s.

Figure 3.31. Velocity field at stationary conditions in the case of grid refinement and
application of the nonhydrostatic algorithm. Test case C-V1 without
skin friction. Setup: ∆x = 0.8 m, ∆y = 1 m, subgrid 3x3, ∆tmax = 0.5
s.
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Figure 3.32. Free-surface elevation compared to the value measured at the gauge.
Test case C-V1 without skin friction. Setup: ∆x = 1.6 m, ∆y = 2 m,
subgrid 4x4, ∆tmax = 0.5 s.

Figure 3.33. Free-surface elevation compared to the value measured at the gauge.
Test case C-V3 without skin friction. Setup: ∆x = 1.6 m, ∆y = 2 m,
subgrid 4x4, ∆tmax = 0.5 s.
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Figure 3.34. Free-surface elevation compared to the value measured at the gauge.
Test case OBT-V1 without skin friction. Setup: ∆x = 1.6 m, ∆y = 2
m, subgrid 4x4, ∆tmax = 0.5 s.

Figure 3.35. Free-surface elevation compared to the value measured at the gauge.
Test case OBT-V3 without skin friction. Setup: ∆x = 1.6 m, ∆y = 2
m, subgrid 4x4, ∆tmax = 0.5 s.
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Figure 3.36. Comparison of the free-surface elevations in the case of grid refinement
and/or application of the nonhydrostatic algorithm. Test case C-V1
without skin friction. ∆tmax = 0.5 s. Setup "coarse": ∆x = 1.6 m,
∆y = 2 m, subgrid 4x4. Setup "fine": ∆x = 0.8 m, ∆y = 1 m, subgrid
3x3.
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3.4.2 WDK with skin friction
In this Section we repeat the test cases of Section 3.4.1, but with the skin
friction explained in Section 2.18. We explained there that the skin friction
has the potential to affect the three variables we consider for this validation.
For every test case, the skin friction parameter γsf is calibrated to get a good
comparison with the reference wave pattern.
It is clear that the application of the skin friction has a substantial impact
on the numerical results. The ship-generated waves are generally improved,
with values of the drawdown that are close to the measurements. The return
flow varies more spatially, getting near the reference values. The ship squat is
the only variable that seems to be negatively affected by the use of the skin
friction.
The additional resistance draws more water to the front, generating a big bow
wave. After the initial ship acceleration, the ship and the wave profile arrive to
a balance where the drag action of the frictional force is in equilibrium with the
action of the free-surface gradient. This mechanism explains why, compared
to the frictionless case, the bow wave is higher and the stern wave is lower.
There is a proportionality between this difference in free-surface elevation and
the γsf we use. However, an analysis of the generated waves shows that it is
highly nonlinear. Starting from γsf = 0, which is the friction-less case, and
increasing its value, there is a weak effect on the solution. Then, by getting
closer to a critical value γsf,crit, the solution changes dramatically and a deep
trough emerges in the stern region. This γsf,crit varies with the setup. As γsf

continues to increase the trough deepens, but not indefinitely; after a certain
point the solution is virtually insensible to an increase of γsf .
Another effect of the skin friction is the prolongation of the wave passage,
which is more extended than the friction-less case, especially for the stern wave.
If we observe the velocity field behind the ship, a pattern of vortices becomes
visible, and it resembles a von Kármán vortex street. It is only visible when
the ship is in the middle of the channel; when it is closer to the bank, the
ship-bank interaction inhibits the formation of the vortices.
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Figure 3.37. Velocity field at stationary conditions. Test case C-V1 with skin friction.
Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s, γsf = 45
(constant).

Figure 3.38. Velocity field at stationary conditions. Test case C-V3 with skin friction.
Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s, γsf = 180
(constant).

Figure 3.39. Velocity field at stationary conditions. Test case OBT-V1 with skin
friction. Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s,
γsf = 65 (constant).

Figure 3.40. Velocity field at stationary conditions. Test case OBT-V3 with skin
friction. Setup: ∆x = 1.6 m, ∆y = 2 m, subgrid 4x4, ∆tmax = 0.5 s,
γsf = 120 (constant).
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Case Measured Computed Measured return-flow Computed return-flow
squat [m] squat [m] velocity [m/s] velocity [m/s]

C-V1 0.28 0.15 1.00 (0.60-1.25)
C-V3 0.48 0.21 1.90 (0.70-1.40)

OBT-V1 0.17 0.15 1.30 0.65
OBT-V3 0.49 0.20 1.60 (0.60-2.00)

Table 3.5. Comparison of the measured and computed squat and return-flow velocity.
Test cases with skin friction. Measured data from Doychev et al. [48].

Figure 3.41. Free-surface elevation compared to the value measured at the gauge.
Test case C-V1 with skin friction. Setup: ∆x = 1.6 m, ∆y = 2 m,
subgrid 4x4, ∆tmax = 0.5 s, γsf = 45 (constant).
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Figure 3.42. Free-surface elevation compared to the value measured at the gauge.
Test case C-V3 with skin friction. Setup: ∆x = 1.6 m, ∆y = 2 m,
subgrid 4x4, ∆tmax = 0.5 s, γsf = 180 (constant).

Figure 3.43. Free-surface elevation compared to the value measured at the gauge.
Test case OBT-V1 with skin friction. Setup: ∆x = 1.6 m, ∆y = 2 m,
subgrid 4x4, ∆tmax = 0.5 s, γsf = 65 (constant).
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Figure 3.44. Free-surface elevation compared to the value measured at the gauge.
Test case OBT-V3 with skin friction. Setup: ∆x = 1.6 m, ∆y = 2 m,
subgrid 4x4, ∆tmax = 0.5 s, γsf = 120 (constant).
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3.5 Validation of the reaction forces
In this Section, we compare the results of our model to measurements done in
a laboratory in a resistance test. The tests were conducted at the Development
Centre for Ship Technology and Transport DST [67].
In the experiment, a model ship is towed in a open channel at a constant speed
of 0.556 m/s and fixed elevation. The researchers modified the depth-to-draft
ratio and the drift angle and measured the forces and torques acting on the
bare hull.
In the numerical implementation, the boundary conditions are non-reflecting
Dirichlet on all four sides. The hull shape is defined by the Referenzschiff STL.
The body of water is initially at rest. The bottom bathymetry is an horizontal
plane and its elevation is defined by the depth-to-draft ratio. At the initial
time, the ship’s draft is 0.2188 m, it is only allowed to move horizontally and its
speed is constant throughout the simulation. The smooth-movement algorithm
of Section 2.13.3 is used in all the simulations.

3.5.1 Drift without skin friction
In this Section, we show the results of the towed-ship test case where the skin
friction is not applied.
In Table 3.6, the horizontal reaction forces are compared with the experimental
values. Both forces are expressed in the ship frame of reference. Satisfactory
results are obtained for the sway force Fy, which gets very close to the reference
data. As expected, for a null drift angle the force is also null. The model tends
to slightly underestimate the sway force for higher drift angles. As assessed
in the experiments, the force lowers when the height-to-draft ratio increases.
Conversely, the surge-force prediction is unreliable, a variation of the drift
angle has no sensible effect on the results.
In Table 3.7, the yaw torque comparison is made. The torque predicted by the
model is plausible but strongly underestimated, especially at low depth-to-draft
ratios.
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Figure 3.45. Velocity field at stationary conditions. Test case of α = 0o, H/T = 1.2
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

Figure 3.46. Velocity field at stationary conditions. Test case of α = 4o, H/T = 1.2
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

Figure 3.47. Velocity field at stationary conditions. Test case of α = 8o, H/T = 1.2
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

Figure 3.48. Velocity field at stationary conditions. Test case of α = 12o, H/T = 1.2
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.
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Figure 3.49. Velocity field at stationary conditions. Test case of α = 0o, H/T = 1.5
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

Figure 3.50. Velocity field at stationary conditions. Test case of α = 4o, H/T = 1.5
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

Figure 3.51. Velocity field at stationary conditions. Test case of α = 8o, H/T = 1.5
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

Figure 3.52. Velocity field at stationary conditions. Test case of α = 12o, H/T = 1.5
without skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s.

118



3.5 Validation of the reaction forces

H/T Drift Measured Computed Measured Computed
angle [◦] Fx [N] Fx [N] Fy [N] Fy [N]

1.2 0 -2.61 -20 -0.98 1
1.2 4 -6.36 -22 51.97 55
1.2 8 -4.78 -21 128.78 128
1.2 12 4.14 -20 230.86 210

1.5 0 -5.08 -16 2.43 -0.3
1.5 4 -6.79 -16 16.87 15.5
1.5 8 -8.44 -16 50.02 40
1.5 12 -8.62 -15 86.33 70

Table 3.6. Comparison of the measured and computed horizontal forces. Test cases
without skin friction. Measured data from the DST research institute.

H/T Drift Measured Computed
angle [◦] τz [Nm] τz [Nm]

1.2 0 -1.75 -5
1.2 4 94.93 5
1.2 8 229.86 55
1.2 12 510.08 103

1.5 0 4.91 -1
1.5 4 36.79 29
1.5 8 84.46 62
1.5 12 129.58 95

Table 3.7. Comparison of the measured and computed yaw torque. Test cases without
skin friction. Measured data from the DST research institute.
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3.5.2 Drift with skin friction
In this Section, we show the results of the towed-ship test case where the skin
friction is applied. The calibration of the γsf factor is done on Fy in the case
of depth-to-draft ratio of 1.2 and drift angle of 12o; an optimal factor γsf = 35
is determined.
In Table 3.8, the horizontal reaction forces are compared with the experimental
values. The considerations on the general behavior are similar to the ones
done for the frictionless case of Section 3.5.1. The sway force is predicted well
overall. In the specific case used for the calibration, there is a perfect match
by design; in the other cases, the skin friction application has lead to a slight
overestimation of the sway force. Quite surprisingly, the surge force Fx is
mostly unaffected by the skin friction and remains a poor prediction of the
measured force.
In Table 3.9, the yaw torque τz comparison is made. The torque predicted by
the model is still strongly underestimated. The effect of the skin friction is
opposite depending on the depth-to-draft ratio. For the lower H/T ratio the
torque has increased compared to the frictionless case, while for the higher
ratio it has decreased.

H/T Drift Measured Computed Measured Computed
angle [◦] Fx [N] Fx [N] Fy [N] Fy [N]

1.2 0 -2.61 -20 -0.98 1.5
1.2 4 -6.36 -22 51.97 70
1.2 8 -4.78 -21 128.78 147
1.2 12 4.14 -21 230.86 231

1.5 0 -5.08 -18 2.43 0
1.5 4 -6.79 -18 16.87 26
1.5 8 -8.44 -15 50.02 53
1.5 12 -8.62 -15 86.33 83

Table 3.8. Comparison of the measured and computed horizontal forces. Test cases
with skin friction. Measured data from the DST research institute.

Figures from 3.53 to 3.56 show the velocity field and elevation profile in the
case of H/T= 1.2 for different drift angles, while Figures from 3.57 to 3.60 refer
to the H/T= 1.5 case. The decrease of flow speed for higher depth-to-draft
ratios is quite evident, as is the recirculation caused by the drift angle and
proportional to it. The effect of the skin friction is mostly indicated by a
general intensification of the velocities magnitude.
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Figure 3.53. Velocity field at stationary conditions. Test case of α = 0o, H/T = 1.2
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).

Figure 3.54. Velocity field at stationary conditions. Test case of α = 4o, H/T = 1.2
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).

Figure 3.55. Velocity field at stationary conditions. Test case of α = 8o, H/T = 1.2
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).

Figure 3.56. Velocity field at stationary conditions. Test case of α = 12o, H/T = 1.2
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).
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Figure 3.57. Velocity field at stationary conditions. Test case of α = 0o, H/T = 1.5
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).

Figure 3.58. Velocity field at stationary conditions. Test case of α = 4o, H/T = 1.5
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).

Figure 3.59. Velocity field at stationary conditions. Test case of α = 8o, H/T = 1.5
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).

Figure 3.60. Velocity field at stationary conditions. Test case of α = 12o, H/T = 1.5
with skin friction. Setup: ∆x = 0.2 m, ∆y = 0.08 m, subgrid 4x4,
∆tmax = 0.05 s, γsf = 35 (H/T calibrated).
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H/T Drift Measured Computed
angle [◦] τz [Nm] τz [Nm]

1.2 0 -1.75 -2
1.2 4 94.93 21
1.2 8 229.86 70
1.2 12 510.08 110

1.5 0 4.91 -0.5
1.5 4 36.79 11
1.5 8 84.46 48
1.5 12 129.58 82

Table 3.9. Comparison of the measured and computed yaw torque. Test cases with
skin friction. Measured data from the DST research institute.
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4 Conclusions and outlook

In this thesis a novel staggered semi-implicit finite volume scheme for the
numerical solution of fluid-structure-interaction problems is presented. In
particular, the interaction of hydrostatic geophysical free surface flows with
floating ships is studied. The ship is considered as a moving rigid body
with 6 degrees of freedom and its dynamics is described at the aid of a first
order system of ordinary differential equations. The PDE and ODE systems
communicate with each other through the nonlinear volume function in the
discrete hydrodynamics equations and the pressure field which provides the
forces for the rigid body dynamics.
The approach presented in this thesis is based on - but not limited to - the
hydrostatic pressure assumption and is therefore computationally very efficient
compared to a fully non-hydrostatic 3D CFD simulation of the flow around
floating ships and with a moving free surface. The mathematical model for the
free surface flows based on the depth function including the wetting and drying
process as integral part of the algorithm makes it possible to study natural
bodies of water ranging from rivers and lakes to the open sea.
Mass and linear momentum conservation is ensured globally and locally at all
time steps.
The main contributions of this thesis are the coupling of the pressurized model
of Casulli and Stelling [41] with the ODE system that describes the motion of
a ship, the verification of the vertical motion, the development of tools for the
stabilization of the horizontal motion and the validation of the model in terms
of ship-generated waves, squat, return flow and reaction forces.

4.1 Grid, subgrid and domain decomposition
The model is designed for applications at the geophysical mesoscale typical
for inland waterways where objects like a ship represent a small portion of
the domain. In such setting, capturing the physical phenomenae in the ship
surroundings requires a fine grid, while for the river flow far from the vessel a
coarser grid could suffice. In simulations with different spatial scales and where
considerable parts of the domain are always dry, a good choice could be an
unstructured grid. However, if the ship moves horizontally the grid would need
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do be redefined to follow the floating object. Remeshing can be computationally
expensive and an appropriate algorithm covering the domain between the river
banks to the ship waterline is not trivial to implement. Also, even if the object
moves only vertically, the spatial accuracy is always limited to first order due
to the transition from fine to coarse cells. For these reasons, a Cartesian grid
was a preferred choice compared to an unstructured grid. With a Cartesian
grid, the locally-needed fine grid would extend everywhere and the number of
computational cells would become large, causing an excessive computational
effort. To overcome this disadvantage of the Cartesian grid, the efficiency and
code speed have been improved using subgrid and high performance computing
(HPC) techniques based on MPI parallelization.
The subgrid incorporates the bottom bathymetry and the geometry of the ship,
allowing to maintain a coarse grid and, at the same time, to compute the water
volumes with higher precision. Detailed input does not determine the grid
resolution but still has a direct influence on the results through the subgrid,
which retains the information provided by the Digital Elevation Models (DEM)
of the terrain and the fine tessellations that define the ship hull. The subgrid
modifies the depth function, especially where its first derivative has jump
discontinuities. Intermediate states of cell pressurization and filling with water
(dry/wet state) are explicitly taken into account, making the transition between
states smoother. Applying the subgrid requires some additional computational
resources which are, however, usually noticeably smaller than those required for
an equivalently-fine full grid. With subgrids the gap between different scales of
the river and the ship is bridged, resulting in a balance of accuracy, speed, and
flexibility.
Even with the subgrid, the number of computational cells could be high for a
single processor core. The parallelization of the code with the integration of
the message passing interface (MPI) allows to run the simulations on massively
parallel distributed memory supercomputers. The parallel execution of the
program fits well with the requirements of this model and the intended applica-
tions. It is still possible to improve the implementation, especially for the cases
with a high number of ever-dry cells. In such situations, an introduction of con-
nectivity tables similar to the approach in unstructured grids would be required.

4.2 Dispersion effects
The range of applications of the model is extended with a non-hydrostatic
update of the hydrostatic pressure. Dispersive effects are introduced by a
higher-order Boussinesq-type term in the momentum equation.
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The nonhydrostatic algorithm has also been tested in the validation case of a
ship towed in a confined channel. In this case, ambiguous results have been
obtained depending on the grid resolution: for a coarser resolution, the solution
is similar to the hydrostatic one, with a slightly improved drawdown prediction,
while for a finer resolution the vortices originating at the stern get stronger and
make the wave profile more oscillatory than the reference solution. At this stage
of the analysis, it is not clear if this last result is acceptable; in the reference
case the ship had a propeller which could have prevented the vortices formation.

4.3 Horizontal motion
The numerical instability generated during the horizontal motion of the ship
was one of the main challenges that were faced during the development of the
SIFSI model. The need to reduce the pressure oscillations gave the opportunity
to analyze the role of the ∂ [H(η)] /∂t derivative term from different perspec-
tives and led to the development of multiple tools.
The smooth-movement algorithm (Sections 2.13.3 and 3.3.1), and the subgrid as
well (Section 2.2), highlighted the importance of transitioning cells smoothly to
the pressurized state. Compared to how the displaced volumes were previously
computed, the smooth-movement algorithm is superior in terms of stability
because it considers the fluid-structure interaction in each time iteration.
The roof-relaxation method (Sections 2.13.4 and 3.3.2) proves useful in the
suppression of the oscillations but it also affects the wave generation and the
ship-floating condition negatively, which may cause erroneous results. This
risk was limited by applying the relaxation only near the waterline and for
a fixed amount of cells; in this way, the relaxations acts only as a transition
buffer and its influence reduces with grid refinements.
The smoothing of the input geometry (Sections 2.13.5 and 3.3.3) spreads the
displaced volume among multiple cells and thus increases the transition time
to the pressurized state for a cell in consideration. With forcing terms divided
among a larger number of computational cells, the solution system converges
to a smoother pressure distribution, and the oscillations are dampened. If the
forces are computed directly on the modified shape, its draft at equilibrium
changes, altering also the ship-induced waves. To reduce the impact of this
problem, the smoothing is applied locally, limiting its action to an area close
to the vertical-walls, and causing this area to shrink with grid refinements. As
an alternative approach, one could compute the forces on the input shape and
use the smoother shape only when computing the water depth.
The cell-merging technique (Sections 2.13.6 and 3.3.4) leverages the under-

127



4 Conclusions and outlook

standing of what causes the oscillations to avoid them. In the example shown
in this thesis the cell-merging technique was successful, the oscillations were
reduced and the wave profile was similar to the reference profile. However,
this technique relies on the prediction of the destination cell. The choice of
displacing the volumes in the closest free-surface cell seems accurate enough for
objects that travel in a straight line; its behavior should be verified for more
generic ship maneuvers.
The introduction of a Rusanov-type dissipation in the scheme (Sections 2.13.7
and 3.3.5) showed the greatest potential for the control of the oscillations
and the pressure function smoothness in general. With no limitation on the
dissipation-term intensity, the smoothing effect can be so strong that the
pressure becomes the plane that best fits the waterline points. This impacts
heavily the waves generation and the reaction forces on the hull. The use of
the Rusanov-type dissipation should be calibrated to the ship characteristics
and speed in order to reach the optimum of accuracy and stability.
Among the suggested solutions, the smooth movement algorithm is the only
one which seems to be the most advantageous. Other solutions are effective in
the smoothing of the oscillations, but they require ad-hoc adjustments and/or
they affect the solution negatively. Since all these methods can work concur-
rently, their use with the smooth-movement algorithm or with a sufficiently
fine subgrid can be considered, for example if the void below the hull persists
and grid refinement results in unacceptable computational resource usage.

4.4 Verification and validation
An important part of the model development was the verification done in
Section 3.2 against theoretical solutions known for simplified cases. When
there are no floating objects, the model provides the results that would be
expected from a usual shallow water model. It can be shown that when we
include floating objects, their response is consistent with the solution of the
reference problems for the case of the vertical degree of freedom. Additionally,
the damping and the added mass forces are naturally included, without the
need to model them. An approximate knowledge of the added mass is needed
in case the added mass exceeds the actual mass of the ship, which would make
the interaction unconditionally unstable [79]. The parameters of the waves
generated by the fluid-structure interaction, tested in the case of the heaving
ship motion, are coherent with the analytical value for this case.
The verification is an important step because it shows how the model behaves
and it helps in the correction of the implementation. It reassures that the
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numerical prediction is in line with the theory on which the model is based.
However, every theory has assumptions, limitations and a range of validity, so
the verification per se does not reassure that its predictions can be trusted for
real-world applications.
Actually, in order to assess limitations of the model, a comparison with ex-
perimental data was carried out in Sections 3.4 and 3.5. The measurements,
provided by BAW, involved a full-scale ship moving at different speeds and
positions relative to the waterway, and a model ship moving at constant speed
but at variable drift angles. In the numerical simulation, the precise geome-
try of the vessel (read directly from a STL file) was directly applied for the
computation of the reaction forces, while for the displaced volumes the input
shape has been simplified to a series of piecewise-constant elements. The use of
the detailed ship geometry from the STL file, which obviously has elements on
the vertical sides, significantly improves the accuracy of the horizontal forces
computation.
For the test cases concerning ship-generated waves the results delivered a cor-
rect prediction of the duration of the wave passage. The wave profile responds
in a plausible way to the variation of the vessel speed and it is sensitive to the
position of the ship within a confined waterway. The amplitude of the bow and
stern wave is underestimated in general. However, a calibration of the drag
forces yields noticeably better results.
The squat prediction was evaluated by letting the ship move horizontally and
allowing the free adjustment of the ship position in the vertical direction ac-
cording to balance of the weight force and the vertical forces acting on the hull.
Once the acceleration phase ends, the primary-wave system around the ship
stabilizes, and the sinkage can be evaluated. The squat, influenced also by the
smaller-than-expected wave amplitude, is underestimated but it varies in the
correct direction depending on the vessel speed. It must be noticed that more
accurate results can be obtained in the case without the application of skin
friction.
The lateral return flow follows the same underestimation trend of the ship-
generated waves and squat variables. For this variable, however, it is not
specified if the measured value is an instant velocity or if it is a time-average,
which could be relevant because the flow speed is not constant in the lateral
region. When the drag forces are included, the wave profile changes, and since
we are at steady conditions there are local flow accelerations. If the spatial
variability of the velocity is considered, the experimental value falls between
the minimum and maximum numerical values.
The validation of the reaction forces was done in the presence of sub-critical
flows for the surge and sway forces, and for the yaw torque. The total resis-

129



4 Conclusions and outlook

tance registered by the model is due mainly to the wave profile and the water
flow around the ship, which provide the boundary conditions for the pressure
function in the ship region. In our calculations the pressure resistance is the
main component of the total resistance, while the friction resistance is a smaller
component. Strangely, the skin friction seems to affect only the sway force. The
sway force is predicted well by the numerical model for different drift angles
and depth-to-draft conditions. Contrarily, the surge force is not sensitive to the
different configurations of the problem. The yaw torque responds correctly to
the variation of the drift angle and the depth-to-draft ratio, but it is strongly
underestimated.
Considering that the model described in this thesis is designed for applications
in the mesoscale, the comparison of experimental and numerical primary-wave
system is satisfactory, even if generally underestimated. The reaction forces
computed from the model do not seem to be accurate enough in order to be
trusted in applications concerning ship maneuvers. One possible explanation is
the absence of turbulence, which may be important considering the generation
of eddies in the drift test case. Another explanation could be the insufficient
number of elements in the input geometry of the ship. Indeed, since the sides
of the ship have low curvature there are not many elements that describe them,
which may impact the force estimation for a large portion of the hull. It is
also possible that a very fine grid is needed; in this case, to avoid excessive
computational costs it may be worthwhile to consider alternative methods, for
example those that base the forces prediction only on some parameters as the
ship speed and the drift angle. Additionally, in order to assess the possible
influences of the horizontal motion instabilities and the algorithms applied to
diminish them, the test cases should be repeated in the galilean-invariance
setup. Consequently, there is a clear need for further research concerning the
modelling of horizontal reaction forces.

4.5 Computational efficiency
Securing the computational efficiency has always been one of the guiding
principles of the SIFSI model development. This requirement is a necessity
dictated by the different scales that are coupled: the dimension of the domain
is determined by the river-stretch extension and by the type of ship maneuvers,
while the dimension of the cell depends on the ship geometry. These two scales
usually differ by order of magnitudes, which makes 2Dxy or 3D simulations
computationally demanding. For this reason, efficiency characterizes many of
the aspects of the model: the three-dimensional free-surface model of Casulli and
Cheng [38] made the implementation very flexible, because the same program
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can be used for 3D, 2Dxy, 2Dxz and 1D simulations, simply by controlling the
number of computational cells in each direction. Also, even for 3D simulations
the size of the solution system is independent of the number of vertical layers,
which makes their use cost-effective. Each tridiagonal linear system of the
vertical components can be solved by a direct method, such as the Thomas
algorithm.
The semi-implicit discretization allowed to remove the most influential terms
from the CFL condition, the wave celerity and the vertical component of the
viscosity, increasing the admissible timestep. Hovewer, using the semi-implicit
method adds the cost of solving an (implicit) equation system, which fortunately
is a mildly-nonlinear system that can be solved by a nested-Newton-type
algorithm. During each iteration, the system is linearized and preconditioned,
allowing to use a matrix-free conjugate gradient method.
The introduction of a subgrid allowed to maintain a reasonable accuracy for
coarser grids. Since a consistent part of the time is spent to find the solution
of the nonlinear system, the reduction in the number of computational cells
speeds up the convergence of the conjugate-gradient algorithm. Also, a coarser
grid is subject to a milder CFL condition, increasing the allowed timestep.
The choice of using Fortran for the implementation was based on its speed and
on its compatibility with the MPI standard, which made it possible to use the
domain-decomposition method to split the computational load among many
cores and processors.
The Boussinesq-type solution, being based on a depth-averaged model, is not
excessively demanding in terms of computational time.

4.6 Outlook on future research
In the following, a brief outlook on the recommended future work and improve-
ments is provided. Starting from the mathematical model and the numerical
scheme developed and implemented in this thesis, it is possible to progress in
many ways:

• Obtain a more realistic ship dynamics model, considering propulsion and
steering.

• Investigate in more depth the generation of ship-bank effects, ship induced
waves interacting with banks, the squat of a ship in motion, ship-ship
interactions [118] and the interactions affecting a ship within a lock on a
waterway.

• Validate the model in the case of river flows, using simulations with input
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data (bathymetry, friction coefficients, shape and mass distribution of
the ship, boundary conditions) from real test cases. The ship geometry
could be read, for example, in the form of a surface triangulation (STL
file) and the river bathymetry defined from available Digital Elevation
Models (DEM) at the subgrid level of varying accuracy.

• Improve the dispersion relation by the use of the Madsen-Sørensen model,
instead of Peregrine-Abbott model. Such model includes a higher spatial
derivative of the pressure ηxxx, which would need to be taken as an
implicit term. The coefficients of this model are calibrated to obtain the
best fit with Stokes first-order theory.

• Update the hydrostatic pressure with a fully non-hydrostatic pressure
correction approach according to the seminal work of Casulli [31], which is
in principle similar to the SIMPLE method of Patankar and Spalding [91],
but with a particularly sophisticated initial guess for the pressure based
on the efficient solution of the underlying hydrostatic problem. It would
be very interesting to compare it with the Boussinesq-type solution in
terms of computational costs and accuracy, and determine the operating
conditions that produce similar results.

• Increase the space-time order of accuracy of the method, for example
using IMEX schemes [16] as well as higher order discontinuous Galerkin
finite element methods [111].

• Removing the ever-dry mesh cells from the computation.

• Improve the reaction forces, which become important for the dimensioning
of waterways for ship maneuvers in the presence of external currents.
The introduction of turbulence with a k-ϵ or k-ω model could be a
first promising attempt, even though they are computationally intensive.
The chosen solution must work for relatively coarse grid resolutions.
Alternatively, the computation of the Riemann sum on the hull could be
avoided and the maneuvers could be controlled by another model; the
current standard is the Abkowitz-type model [2, 121, 122].
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