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A B S T R A C T

This paper explores the relationship between environmental, social and governance (ESG) information and
systemic risk, an increasingly important issue for both regulators and investors. While ESG ratings are widely
used to assess a company’s non-financial performance, the impact of these factors on financial stability and
systemic risk is still under debate. By extending the Forecast Error Variance Decomposition (FEVD) method
with a double regularization on both the underlying vector autoregressive (VAR) parameters and the covariance
matrix of the VAR residuals, we are able to address the curse of dimensionality within each estimation. This
allows us to examine how vulnerable a company is and how much systemic impact a company has given its
specific ESG. Looking at a larger sample of European stocks over the period 2007–2022, we empirically show
that both the best and worst ESG performers have the largest impact on the financial system in normal times.
However, during a crisis, companies with the best ESG ratings generate significant spillovers throughout the
system. These findings highlight the importance of incorporating ESG factors into systemic risk assessments
and monitoring companies’ ESG performance to ensure financial stability. Policymakers can benefit from this
research by supporting investment in high ESG companies to mitigate relevant spillovers during stressed market
conditions, when such companies are more interconnected.
1. Introduction

Accurate understanding of the factors that impact or hinder finan-
cial stability is of utmost importance, not only for regulators to foster
stability, but also for investors and practitioners. Recently, investors
have become increasingly interested in non-financial information, par-
ticularly regarding sustainability, to accurately gauge the performance
and risk profiles of companies. This phenomenon has increased the
relevance of environmental, social and governance (ESG) ratings, which
are employed to evaluate a company’s non-financial performance and
the degree of transparency reporting (Refinitiv, 2023). This is espe-
cially important in regards to the Corporate sustainability reporting
which entered force in the beginning of 2023 (European Commission,
2023). Despite ongoing debate about the relationship between ESG
information and corporate performance and risk, ESG scores are com-
monly determined by various rating providers, including Bloomberg
and Reuters, using a range of criteria, measurements, and quantitative
and qualitative methods. These scores are typically ranged between 0
and 100, with higher scores indicating more responsible ESG behavior,
and are often grouped into rating classes (e.g., A, B, C, D) based on pre-
defined thresholds or quartiles established from the ESG score values.
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Relevant sources on this topic include the studies by Bhattacharya and
Sharma (2019) and Berg and Lange (2020).

Research on the impact of ESG factors on financial stability and
systemic risk is still limited and, as the special issue by Battiston et al.
(2021) shows, many open questions and research gaps remain. How-
ever, some recent studies found that companies with higher ESG scores
generally have lower financial distress and default risk (Boubaker et al.,
2020) and contribute less to systemic risk (Eratalay and Cortés Ángel,
2022). Furthermore, by providing a tool to assess the exposure of a
given portfolio to transition risk, Alessi et al. (2021) showed that,
in times of stress, when greener and more transparent companies
outperform brown stocks, losses would be incurred at the global level.
In addition, ESG funds may be more resilient to contagion in periods
of lower volatility (Cerqueti et al., 2021). In the banking sector, higher
ESG scores are associated with a lower probability of sanctions for
Italian banks, and lower environmental costs and risks may help pro-
mote financial stability during crises (Murè et al., 2021). In addition,
according to Kanas et al. (2023), banks are negatively related to CO2
emissions, suggesting the development of a lower carbon economy in
this sector. While previous research has shown that ESG data can help
capture the systemic risk of different firms (Bax et al., 2022), questions
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about spillovers remain unanswered. However, recently, Iqbal et al.
(2022) showed that negative returns transmitting more strongly, espe-
cially during the COVID-19 crisis. Additionally, Chen and Lin (2022)
find that extreme spillovers exhibit asymmetric characteristics and are
more significant than median spillovers, with the Northern American
and European markets being the main risk transmitters. Furthermore,
socially responsible stock markets possess lower risk than conventional
ones, with varying contributions to systemic risk across regions and
market phases, particularly during financial crises (Ameur et al., 2020).

To gain further insights into the impact of ESG factors on financial
stability and systemic risk, we leverage on the Forecast Error Vari-
ance Decomposition (FEVD) method introduced by Diebold and Yılmaz
(2014), which has been widely cited and employed in the financial
literature (Alter and Beyer, 2014; Apostolakis and Papadopoulos, 2015;
Chevallier et al., 2018; Xu et al., 2019; Bostanci and Yilmaz, 2020;
Iwanicz-Drozdowska et al., 2021; Andrieş et al., 2022; Greenwood-
Nimmo et al., 2023; Pham et al., 2023). We estimate the spillovers
among a large set of companies, and assess whether their systemic
impact and vulnerability degree are affected by their ESG score. We
adopt regularization techniques to deal with high-dimensional prob-
lems, where the number of variables is large compared to the sample
size. Specifically, on the one hand, we resort to the approach proposed
by Demirer et al. (2017) and Gross and Siklos (2019), who penalized
the parameters of the underlying Vector Autoregressive (VAR) model,
using the Least Absolute Shrinkage and Selection Operator (LASSO)
and the Elastic Net (ELNET) introduced by Tibshirani (1996) and Zou
and Hastie (2005), respectively. On the other hand, we point out the
fact that the FEVD estimation also depends on the covariance matrix
of the VAR residuals. Therefore, we need to address the curse of
dimensionality when estimating such covariance matrix, in addition to
the VAR coefficients. For this purpose, we correct the ill-conditioned
sample estimator typically adopted in the FEVD estimation using the
sparse estimator introduced by Rothman (2012).

As a result, from a methodological viewpoint, we extend the FEVD
estimation by proposing a double regularization on both the VAR
parameters and the covariance matrix of the VAR residuals. To the
best of our knowledge, this is the first study which estimates the FEVD
model building on this double regularization.

From an empirical point of view, we find important results. The
relationship between both the systemic impact and the degree of vul-
nerability of companies and their ESG score is not obvious. It is time-
dependent, and the evidence from stable periods is significantly dif-
ferent from that observed during tail events. Indeed, systemic impact
and vulnerability tend to be increasing functions of ESG scores during
stressed market conditions. In contrast, there is a kind of U-shape dur-
ing stable periods as previously investigated by Bax et al. (2022). These
findings allow us to highlight important policy implications. Shocks to
firms characterized by higher ESG scores could have relevant spillovers
throughout the system, especially during extreme adverse events such
as financial crises, when the stronger co-movements among firms and
the associated risk of contagion threaten the stability of the entire
economy. The take-home message for policymakers is that encouraging
investment in shares of companies that are more responsible from an
ESG perspective could be an important policy measure to prevent or
mitigate relevant spillovers during stressed market regimes when such
companies are more interconnected.

We enrich our empirical analysis by comparing our method with
alternative approaches in terms of selection process, validation and out-
of-sample predictive accuracy, evaluating the stability of the resulting
solutions. Moreover, we show that our main findings are confirmed by
using different datasets, characterized by a larger cross section and ob-
tained from a different data provider. We also find interesting results by
considering potential size effects and by conducting an industry-level
analysis.

The paper is structured as follows. Section 2 provides the details
2

on the methodology we propose to estimate the regularized FEVD
model. Section 3 describes the data and the implementation choices
for our methodology. We report and discuss the empirical results in
Section 4, and develop a rich set of robustness checks in Section 5.
Finally, Section 6 concludes the paper.

2. Regularized forecast error variance decomposition

Let 𝒚𝑡 =
[

𝑦1,𝑡 ⋯ 𝑦𝑁,𝑡
]′ be an 𝑁 × 1 vector, the entries of which are

the returns of 𝑁 stocks observed at time 𝑡, with 𝑡 = 1,… , 𝑇 . We study
the presence, propagation and dynamics of spillovers among these
stocks by employing the Forecast Error Variance Decomposition (FEVD)
method (Diebold and Yılmaz, 2014), which builds on the estimation
of the following covariance-stationary Vector Autoregressive (VAR)
model:

𝒚𝑡 = 𝝂 +
𝑝
∑

𝑘=1
𝝓𝑘𝒚𝑡−𝑘 + 𝝐𝑡, (1)

where 𝝓𝑘 is an 𝑁 ×𝑁 matrix of slope parameters, 𝝂 =
[

𝜈1 ⋯ 𝜈𝑁
]′ is an

𝑁 × 1 intercept vector and 𝝐𝑡 ∼  (𝟎,𝜮) is the vector of errors, with
(𝝐𝑡𝝐′𝑠) = 0 and 𝑠 ≠ 𝑡 (Pesaran and Shin, 1998; Lütkepohl, 2007).

The covariance-stationary VAR model given in Eq. (1) can be rewrit-
ten as the infinite moving average representation:

𝒚𝑡 = 𝝁 +
∞
∑

𝑘=0
𝜳 𝑘𝝐𝑡−𝑘, (2)

where 𝝁 is the unconditional expected value of 𝒚𝑡, and the 𝑁 × 𝑁
parameter matrix 𝜳 𝑘 is a function of 𝝓1,… ,𝝓𝑝, being obtained from
the following recursive relationship:

𝜳 𝑘 = 𝝓1𝜳 𝑘−1 + 𝝓2𝜳 𝑘−2 +⋯ + 𝝓𝑝𝜳 𝑘−𝑝, (3)

with 𝜳 0 = 𝑰𝑁 and 𝜳 𝑘 = 𝟎 for 𝑘 < 0, where 𝑰𝑁 is the 𝑁 × 𝑁 identity
matrix, whereas 𝟎 is a zero matrix (Pesaran and Shin, 1998).

We use the generalized impulse response function proposed by Pe-
saran and Shin (1998), that, in contrast to the orthogonalized impulse
responses, is not affected by the ordering of the variables in the
underlying VAR model. Specifically, the entry placed on the 𝑖th row and
𝑗th column of the ℎ-step generalized variance decomposition matrix is
defined as follows (Pesaran and Shin, 1998; Diebold and Yılmaz, 2014):

𝜃𝑔𝑖,𝑗 (ℎ) =
𝜎−1𝑗𝑗

∑ℎ
𝑙=0

(

𝒆′𝑖𝜳 𝑙𝜮𝒆𝑗
)2

∑ℎ
𝑙=0

(

𝒆′𝑖𝜳 𝑙𝜮𝜳 ′
𝑙𝒆𝑖

)
, (4)

where ‘𝑔’ stands for ‘generalized’, 𝜎𝑗𝑗 is the 𝑗th diagonal element of
𝜮, and 𝒆𝑗 is an 𝑁 × 1 selection vector with one as entry 𝑗 and zeros
elsewhere.

𝜃𝑔𝑖,𝑗 (ℎ) given in Eq. (4) is the proportion of the ℎ-step ahead forecast
error variance of variable 𝑖 which is accounted for by the innovations
in variable 𝑗, with 𝑖, 𝑗 = 1,… , 𝑁 . 𝜃𝑔𝑖,𝑗 (ℎ) depends on: (i) 𝜳 𝑙, which, in
turn, is a function of 𝝓1,… ,𝝓𝑝; and (ii) 𝜮: the covariance matrix of 𝝐𝑡.

𝝓1,… ,𝝓𝑝 are typically estimated by implementing the Ordinary
Least Squares (OLS) method on each of the 𝑁 equations of the VAR
model defined in Eq. (1); see, among others, Lütkepohl (2007). Let
𝝓𝑘,𝑗 be the 𝑗th row of 𝝓𝑘, we define the vector 𝜷𝑗 =

[

𝜈𝑗 𝝓1,𝑗 ⋯𝝓𝑝,𝑗
]′,

which includes all the parameters specific to equation 𝑗 of the VAR
model given in Eq. (1), where the response variable is 𝑦𝑗,𝑡, whereas the
regressors are 𝒚𝑡−1,… , 𝒚𝑡−𝑝. The OLS estimate of 𝜷𝑗 is then obtained as
the solution of the following optimization problem:

argmin
𝜷𝑗

𝑇
∑

𝑡=𝑝+1

(

𝑦𝑗,𝑡 − 𝜈𝑗 −
𝑝
∑

𝑘=1
𝝓𝑘,𝑗𝒚𝑡−𝑘

)2

,

for 𝑗 = 1,… , 𝑁 .
In our study, we deal with high-dimensional problems in which

𝑇 < 𝑁 . In this framework, OLS estimates would exhibit high variance
due to the large number of covariates compared to the sample size. For

this reason, we introduce regularization techniques, that outperform
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the OLS method by trading off a small increase in bias for a large
decrease in variance (Bonaccolto et al., 2023). Other studies in the
financial literature estimated FEVDs by regularizing the coefficients of
the underlying VAR models. For instance, we refer to Demirer et al.
(2017), who adopted the Least Absolute Shrinkage and Selection Op-
erator (LASSO) introduced by Tibshirani (1996), and Gross and Siklos
(2019), who used the Elastic Net (ELNET) introduced by Zou and Hastie
(2005). We aim at identifying the most important companies which
have the strongest impact on the entire network. For this purpose,
we prefer LASSO to ELNET, as the former has a greater shrinkage
impact and leads to sparser solutions. However, we take into account
the fact that LASSO typically provides biased estimates, overshrinking
the retained variables (Fan and Li, 2001). We address this issue using
the post-LASSO method described below.

In a first step, we use LASSO to select the variables in 𝒚𝑡−1,… , 𝒚𝑡−𝑝
which have a relevant impact on 𝑦𝑗,𝑡. For this purpose, we minimize
the following loss function:

𝐿
(

𝜷𝑗
)

=
𝑇
∑

𝑡=𝑝+1

(

𝑦𝑗,𝑡 − 𝜈𝑗 −
𝑝
∑

𝑘=1
𝝓𝑘,𝑗𝒚𝑡−𝑘

)2

+ 𝜆𝑗‖𝜷𝑗‖1, (5)

where ‖𝜷𝑗‖1 is the sum of the absolute values of the entries of 𝜷𝑗
(i.e. the 𝓁1-norm penalty), whereas 𝜆𝑗 ≥ 0 is the tuning parameter
which determines the intensity of the penalization: the greater 𝜆𝑗 , the
greater the number of coefficients approaching zero, leading to sparser
solutions (Hastie et al., 2009; Murphy, 2012).

We then identify those regressors which are LASSO-selected. Specif-
ically, a regressor is LASSO-selected if its corresponding slope coeffi-
cient, resulting from the minimization of 𝐿

(

𝜷𝑗
)

in Eq. (5), is different
from zero. In a second step, we estimate the slope coefficients of
the LASSO-selected covariates by minimizing again the loss function
in Eq. (5), but now discarding the regressors which are not LASSO-
selected and setting 𝜆𝑗 = 0. Note that the solution obtained in this
second step coincides with the output of the standard OLS method im-
plemented on a linear regression model in which the response variable
is 𝑦𝑗,𝑡 and the explanatory variables are the ones that are LASSO-
selected in the first step. In contrast, the slope coefficients of the
regressors which are not LASSO-selected in the first step are set equal
to zero. We denote the post-LASSO estimate of 𝜷𝑗 as 𝜷𝑗 , for 𝑗 = 1,… , 𝑁 .

After obtaining 𝜷1,… , 𝜷𝑁 , we aggregate these estimates by lag
order, building the VAR coefficient matrices 𝝓̂1,… , 𝝓̂𝑝. From such post-
LASSO estimates, we then compute the residual vector of the VAR
model in Eq. (1), denoted as 𝝐̂𝑡. According to Belloni and Chernozhukov
(2011) and Hautsch et al. (2014), among others, the post-LASSO esti-
mation provides relevant improvements and outperforms the standard
LASSO. Furthermore, we use 𝝓̂1,… , 𝝓̂𝑝 to derive the estimate of 𝜳 𝑙,
denoted as 𝜳̂ 𝑙.

As said before, in addition to 𝜳 𝑙, FEVD also depends on 𝜮, which
is typically estimated using the sample covariance matrix:

𝑺 = 1
𝑇 − 𝑝

𝑇
∑

𝑡=𝑝+1

(

𝝐̂𝑡 − 𝝐
) (

𝝐̂𝑡 − 𝝐
)′ , (6)

here 𝝐 = (𝑇 − 𝑝)−1
∑𝑇

𝑡=𝑝+1 𝝐̂𝑡.
Nevertheless, the sample estimator defined in Eq. (6) is typically

unsatisfactory or ill-defined when 𝑁 approaches to or is greater than
𝑇 − 𝑝 (Meucci, 2005; Riccobello et al., 2022). For this reason, we
introduce the sparse estimator of 𝜮 proposed by Rothman (2012) in
the statistical literature, that is positive definite and performs well
in high-dimensional settings. Here, a LASSO-type penalty is adopted
to encourage sparsity and a logarithmic barrier function is used to
enforce positive definiteness. Specifically, following Rothman (2012)
we propose the following correlation matrix estimator:

𝜞 = argmin
𝜞≻𝟎

(

‖𝜞 −𝑹‖

2
𝐹 ∕2 − 𝜏 log |𝜞 | + 𝛿|𝜞 −

|1
)

, (7)

where 𝜞 ≻ 𝟎 points out that 𝜞 is symmetric and positive definite,
𝑹 denotes the sample correlation matrix of 𝝐̂ , 𝛿 ≥ 0 is the tuning
3

𝑡

parameter which encourages sparsity, 𝜏 > 0 is fixed at a small value, |𝜞 |

s the determinant of 𝜞 , 𝜞 − = 𝜞 − 𝜞 +, where 𝜞 + is a diagonal matrix
ith the same diagonal as 𝜞 , |𝜞 −

|𝑞 = ‖ vech (𝜞 −) ‖𝑞 is the 𝑞-norm of the
ector formed by stacking the columns of 𝜞 −, ‖𝜞−𝑹‖𝐹 is the Frobenius
orm of 𝜞 −𝑹.

Building on the estimator given in Eq. (7), the covariance matrix
stimator takes the following form:

̂ =
(

𝑺+)1∕2 𝜞
(

𝑺+)1∕2 , (8)

here 𝑺+ is a diagonal matrix with the same diagonal as 𝑺.
As explained by Rothman (2012), regularizing on the correlation

cale enables us to prove a faster convergence rate bound and produces
covariance estimator 𝜮̂ that is invariant to scaling of the variables.

o the best of our knowledge, this is the first study in which FEVD
s estimated by regularizing both 𝜳 𝑙 and 𝜮. The estimate of 𝜃𝑔𝑖,𝑗 (ℎ)
efined in Eq. (4) that we obtain using 𝜳̂ 𝑙 and 𝜮̂ is denoted as 𝜃𝑔𝑖,𝑗 (ℎ). As
ighlighted by Diebold and Yılmaz (2014) and Gross and Siklos (2019),
ums of forecast error variance contributions are not necessarily unity.
herefore, we normalize the sum of all row entries in the variance
ecomposition matrix as follows:

𝑔
𝑖,𝑗 (ℎ) =

𝜃𝑔𝑖,𝑗 (ℎ)
∑𝑁

𝑗=1 𝜃
𝑔
𝑖,𝑗 (ℎ)

⋅ 100 (9)

o that each 𝛾̂𝑔𝑖,𝑗 (ℎ) ranges between 0 and 100, providing a quantitative
easure for the pairwise directional connectedness from company 𝑗 to

ompany 𝑖 (Gross and Siklos, 2019).
Following Diebold and Yılmaz (2014), we compute the following

hree indicators. First, the total directional connectedness from others
o company 𝑖:

(ℎ)
𝑖←∙ =

1
𝑁 − 1

𝑁
∑

𝑗=1
𝑗≠𝑖

𝛾̂𝑔𝑖,𝑗 (ℎ), (10)

hich measures the vulnerability of company 𝑖.
Second, the total directional connectedness to others from company

:

(ℎ)
∙←𝑗 =

1
𝑁 − 1

𝑁
∑

𝑖=1
𝑖≠𝑗

𝛾̂𝑔𝑖,𝑗 (ℎ), (11)

hich measures the systemic impact of company 𝑗.
Third, the total connectedness or spillover index of the overall

ystem:

(ℎ) = 1
𝑁(𝑁 − 1)

𝑁
∑

𝑖,𝑗=1
𝑖≠𝑗

𝛾̂𝑔𝑖,𝑗 (ℎ). (12)

3. Data description and empirical setup

In our work, we use the daily logarithmic return, daily market
capitalization and annual environmental, social and governance (ESG)
data, provided by Refinitiv, of 𝑁 = 294 European (EU) companies.
Specifically, these 𝑁 = 294 companies are the constituents of the EURO
STOXX 600 index for which we have data availability from January 2,
2007 to May 3, 2022. We classify the companies of our dataset into
four ESG categories based on their ESG performance. Specifically, a
company with an ESG score between 75 and 100 receives an A rating.
Companies with a score between 50 and 75 have a B rating. C-rated
companies are the ones with an ESG score between 25 and 50. Finally,
we assign a D rating to the companies with a score below 25.

Our dataset spans a period of 16 years, and the ESG score of each
company is provided with an annual frequency. In our empirical anal-
ysis, we perform both an annual and a full-sample analysis. In the first
case, we estimate a given regularized variance decomposition matrix
using the data taken from a single year. As a result, we obtain 16 differ-

𝑔
ent time-varying values of 𝛾̂𝑖,𝑗 (ℎ) defined in Eq. (9), for 𝑖, 𝑗 = 1,… , 294.
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Fig. 1. Trend of the total spillover index 𝐶 (10)
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or each year, we cluster the 294 companies according to their ESG
cores observed for that specific year. Therefore, the composition of
uch four clusters changes over time. In the second case, we estimate a
nique regularized variance decomposition matrix using the full-sample
ataset of daily returns. In this case, we compute the average ESG score
f each company; that is, the mean of the 16 ESG scores observed
or company 𝑗 from 2007 to 2022, for 𝑗 = 1,… , 294. We then obtain

294 × 1 vector of average ESG scores, from which we cluster the
ompanies into four classes, following the criterion described above.
pecifically, Class A includes those companies with average ESG scores
etween 75 and 100. Class B (C) includes those companies with average
SG scores between 50 and 75 (25 and 50). In contrast, the companies
elonging to class D have an average ESG score lower than 25.

As for the lag order of the VAR model defined in Eq. (1) and the
EVD temporal horizon in Eq. (4), we follow Gross and Siklos (2019)
nd set 𝑝 = 2 and ℎ = 10 in our empirical analysis. The optimal
alue of the tuning parameter 𝜆𝑗 in Eq. (5) is chosen by five-fold
ross-validation, which is widely used in applied machine learning
ue to its good performance and flexibility; see, among others (Hastie
t al., 2009; Murphy, 2012). Likewise, we select the optimal value of 𝛿
iven in Eq. (7) using the tuning parameter selection method proposed
y Rothman (2012), setting the number of random splits equal to five.
s recommended by Rothman (2012), we set 𝜏 = 10−4 in Eq. (7), as

his value leads to a stable solution of the optimization algorithm.
From the FEVD estimation, we obtain a directed and weighted

etwork, that we analyze using the 𝖱 package ‘igraph’. The nodes of
this network are the 294 EU companies in our dataset. The size of
node 𝑗 is proportional to 𝐶 (ℎ)

∙←𝑗 defined in Eq. (11), which quantifies the
systemic relevance of company 𝑗, for 𝑗 = 1,… , 294. The width of the
link which connects node 𝑗 to node 𝑖 is proportional to 𝛾̂𝑔𝑖,𝑗 (ℎ) defined
in Eq. (9), for 𝑖, 𝑗 = 1,… , 294 and 𝑖 ≠ 𝑗. We employ the Fruchterman
and Reingold’s (1991) algorithm to define the layout of the graph.
This algorithm belongs to the class of force-directed algorithms, which
typically use a physical simulation where some kind of attractive force
are used to attract nodes connected by edges together. As a result,
tightly connected clusters of nodes will show up close to each other, and
4

those that are loosely connected will be repulsed towards the outside.
4. Empirical findings

In this section, we present the findings obtained from the empirical
analysis. We initiate our discussion by examining the time-varying
analysis in Section 4.1, wherein we showcase the estimates obtained for
each specific year from 2007 to 2022. In Section 4.2, our focus shifts
to the outcomes derived from the comprehensive full-sample analysis.

4.1. Time-varying estimation

In this section, we focus on the time-varying analysis. In particular,
for each year from 2007 to 2022, we cluster the 𝑁 = 294 EU companies
of our dataset according to their year-specific ESG scores. By doing so,
it could happen that a given company has a different ESG classification
from year to year. Therefore, the results presented in this section allow
us to check whether and to what extent the relationships between the
systemic impact and the vulnerability degree of the 294 EU companies
are affected by their time-varying ESG scores across different market
regimes. The three indicators defined, respectively, in Eqs. (10)–(12)
are then denoted as 𝐶 (10)

𝑗←∙,𝑤, 𝐶 (10)
∙←𝑗,𝑤 and 𝐶 (10)

𝑤 , for 𝑗 = 1,… , 294 and
= 2007,… , 2022.
We first analyze the trend of the total spillover index 𝐶 (10)

𝑤 in Fig. 1.
ig. 1 reflects the effects of important events, such as the subprime
risis and the lockdown due to the COVID-19 pandemic. Interestingly,
he relevance of such tail events also emerges from the trend of the
omposite Indicator of Systemic Stress (CISS) provided by the European
entral Bank (see Fig. A.10 in Appendix). The greatest peak in Fig. 1

s observed in 2011, highlighting the impact of the EU sovereign debt
risis. In contrast, the effects of such event are less evident in Fig. A.10.
nother important peak in Fig. 1 is observed in the year 2015, when

he complicated negotiations between the Greek government and its
nternational creditors threatened the risk of default and the potential
xit from the monetary union.

We now assess the contribution of the different ESG classes to the
verall spillover index. Starting from the systemic impact, for each
ear, we cluster the 𝐶 (10)

∙←1,𝑤,… , 𝐶 (10)
∙←294,𝑤 values into four groups: A, B,

C and D. Specifically, 𝐶 (10) ∈  if company 𝑗 has ESG rating  in
∙←𝑗,𝑤
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Fig. 2. Annual systemic impact and vulnerability degree clustered by ESG class.
year 𝑤, where  coincides with one of the four categories A, B, C or
D. For each class and for each year, we then compute the first, second
and third quartiles of the selected 𝐶 (10)

∙←𝑗,𝑤 values. We display the results
in the top panel of Fig. 2. Here, the solid lines reproduce the annual
medians (or second quartile) of the four classes, whereas the ribbons
are designed according to their respective first and third quartiles.
Likewise, we cluster the vulnerability degrees 𝐶 (10)

1←∙,𝑤,… , 𝐶 (10)
294←∙,𝑤 using

a similar approach, and show the results in the bottom panel of Fig. 2.
The A-rated companies tend to produce the greatest systemic impact in
many years from 2007 to 2022. Interestingly, the D-rated companies
have the greatest impact in six out of the 16 considered years, and
their distance from the firms with a different rating becomes greater
during stable periods, such as the years 2014 and 2018, when the
CISS index approaches zero (see Fig. A.10). Another interesting result
is the monotonic behavior from D to A in 2008, a year characterized
by relevant stress according to the CISS index. The distances among the
four ESG classes are less evident when looking at the vulnerability index
(bottom panel of Fig. 2). In general, the ranking of the four ESG classes
determined by the vulnerability degree is similar to the one determined
by the systemic impact. For instance, we again observe the monotonic
increasing trend from D to A in 2008.

The analysis of the indicators depicted in Fig. 2 can be further
explored by identifying the composition of the other ESG classes to-
wards which the systemic links in the top panel are directed, and the
composition of the other ESG classes from which the vulnerability links
in the bottom panel come from. Figs. 3 and 4 allow us to extend the
analysis of such systemic and vulnerability links, respectively. We can
see from Fig. 3 a clustering effect: the systemic impact of a given ESG
class tends to be directed towards the same ESG class. This evidence
is clearer in the top-left (bottom-left) panel of Fig. 3, where the A-
rated (C-rated) companies have, on average, a greater impact to the
companies of the same A (C) class. This clustering phenomenon is also
present in the right panels of the same figure, in which we focus on
the B- and D-rated companies, even if the distances among the four
classes are less evident. The role of the A-rated companies emerges
more clearly in Fig. 4. Here, we can see that the four ESG classes
are particularly exposed to the impact of the A-rated companies. In
some specific years, the greatest links come, on average, from the D-
5

rated companies. In contrast, the C-rated companies tend to produce
the lowest impact. The difference in the ranking between Figs. 3 and
4 is due to the fact that the rows of the variance decomposition
matrix—which determine the vulnerability degrees—are normalized to
sum up to one, whereas this is not true for the columns of the same
matrix—which determine the systemic effects.

In addition to the analysis described above, we shed additional light
on the relationships between systemic impact, vulnerability degree and
ESG score with a regression approach. In particular, starting from the
systemic impact, we estimate for each year 𝑤 a regression model in
which the values of the response variable are 𝐶 (10)

∙←1,𝑤,… , 𝐶 (10)
∙←294,𝑤, while

the values of the explanatory variable are the ESG scores specific to year
𝑤, for 𝑤 = 2007,… , 2022. We estimate a local regression between the
two variables of interest to emphasize the effects at the different regions
of the ESG domain. Moreover, we make the trend of the estimation
output clearer, cleaning it from the effect of noisy observations, by
setting the span parameter of the local regression (which controls the
degree of smoothing) equal to one. For each year from 2007 to 2022,
Fig. 5 shows the fitted values (red lines) as well as the corresponding
confidence intervals (shaded areas).

Fig. 5 highlights important results. First, the relationship between
systemic impact and ESG score changes over time. We find an increas-
ing trend during the years 2008 and 2009, which are characterized
by the maximum level of distress according to Fig. A.10, due to the
strong effects of the US subprime crisis. Therefore, during these years,
the higher the ESG score is, the higher the systemic impact. In both
years, the fitted value of the systemic impact ranges from a minimum
value of around 0.25 corresponding to the minimum ESG score to a
maximum value of around 0.40 corresponding to the maximum ESG
score. The confidence bands are larger at the left and right tails of
the ESG distribution, due to the relatively low number of companies
characterized by low and high ESG scores during the years 2008 and
2009 (see Fig. A.11). This increasing trend is also observed in 2010
when focusing on the medium-high ESG values; in contrast, the curve
is quite flat at low ESG values. Afterwards, in the following years, this
increasing trend disappears, leaving room for the U shape discussed
above, which becomes clear during the year of maximum stability
(i.e. 2014; see Fig. A.10). After intermediate years in which the curve
is quite flat, we again observe, mainly at medium-high ESG values, an

increasing trend in 2020: the year of the outbreak of the COVID-19
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Fig. 3. Systemic impact of the A, B, C and D ESG classes to the A, B, C and D ESG classes.
Fig. 4. Vulnerability degree of the A, B, C and D ESG classes from the A, B, C and D ESG classes.
andemic, the effects of which are also clear in Fig. A.10. Interestingly,
rom 2007 to 2022, the confidence bands become larger at low ESG
alues and tighter at high ESG values, reflecting the fact that the ESG
cores of the 294 companies in our dataset tend to increase over time.
herefore, a greater uncertainty in the estimates is associated to a lower
umber of observations, and vice versa.

We now focus on the relationship between the ESG scores and the
ulnerability degree. We estimate the same regression model discussed
6

above, with the difference that the values of the response variables are
now the 𝐶 (10)

1←∙,𝑤,… , 𝐶 (10)
294←∙,𝑤 indicators. We show the resulting estimates

in Fig. 6. Interestingly, we find concave curves from 2008 to 2011.
Here, the vulnerability degree is an increasing function of the ESG
score, mainly at low and medium ESG values.

The curves are quite flat and become slightly decreasing at high ESG
values. However, the vulnerability degree corresponding to high ESG
scores is significantly greater than the one associated to low ESG levels.
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Fig. 5. Systemic impact defined by the 𝐶 (10)
∙←𝑗,𝑤 indicator as a local function of the ESG score, for each year from 2007 to 2022 (the confidence interval is delimited by the shaded

rea). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
n contrast to Fig. 5, where the curve of the year 2011 is more similar to
he U-shaped curves of the following years, the fitted values in Fig. 6 in
he year 2011—a year characterized by market turmoils due to the EU
overeign debt crisis—follow the same trend of the estimates obtained
uring the time interval 2008—2010. As a result, if an increasing trend
s mainly associated to stressed periods, while U-shaped curves are
btained during stable phases of the markets, it means that the effects
f the EU sovereign debt crisis emerge when looking at the vulnerability
f the 294 EU companies. From the year 2012, there is a U shape,
hich is particularly evident in 2014, similar to the evidence drawn

rom Fig. 5. Again, the curves become quite flat in the most recent
ears.

All in all, the results discussed in this section point out that the
elationships between ESG score, systemic impact and vulnerability
egree change over time. We find a clear distinction between stressed
eriods, where the systemic impact and the vulnerability degree are
ncreasing function of the ESG scores, and stable periods, where the U
hape is predominant. As a result, shocks to A-rated companies could
roduce relevant spillovers throughout the overall system, especially
uring tail events, such as financial crises. As highlighted by Bonaccolto
t al. (2019), among others, the co-movements among firms increase
uring such periods, and the risk of contagion threatens the stability of
he entire economy due to more relevant spillover effects.

.2. Full-sample analysis

We continue the empirical analysis by describing the results ob-
ained from the full-sample data. This additional analysis provides
7

an overall picture of the connections among the 294 EU companies
described in Section 3 derived from a long time interval, which spans
16 years, characterized by the occurrence of relevant tail events as well
as stable periods (see Fig. A.10).

We display in Fig. 7 the network of the 294 companies clustered
by average ESG score. The size of the nodes indicates the relative
impact. The four panels of Fig. 7 show the same network. However,
they emphasize with the red color the role and impact of the different
ESG classes: A (Fig. 7(a)), B (Fig. 7(b)), C (Fig. 7(c)) and D (Fig. 7(d)).
In each panel, the nodes representing the companies belonging to a
given ESG class, as well as the links that start from them, are depicted
in red, whereas the remaining nodes and links are depicted in gray.

We can see from Fig. 7 that most companies belong to the A and B
ESG classes. Specifically, classes A, B, C and D include, respectively,
71, 158, 59 and 6 companies. This evidence is due to the fact that
companies improved their average ESG score from 2007 to 2022 as
shown in Fig. A.11 given in Appendix. This behavior can be either
due to an improvement in the ESG dimensions or due to an increased
awareness of more disclosure data. For this reason, the red links in
Figs. 7(a) and 7(b) play a dominant role. However, we highlight an
important difference between Figs. 7(a) and 7(b). In Fig. 7(a), A-rated
companies are predominantly located in the central part of the network,
and their outgoing links are mainly directed towards other central
nodes highlighting their importance. In contrast, B-rated companies are
scattered throughout the network, and their presence and impact are
more evident in the periphery of the same network. Indeed, the central
region of the network given in Fig. 7(b) presents a more evident gray
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area with respect to Fig. 7(a), despite the number of B-rated companies
is significantly larger than the number of A-rated firms.

Despite there are only six D-rated companies, they play an impor-
tant role (see Fig. 7(d)). Indeed, four of them are placed in the central
part of the network, and their size (reflecting their systemic impact) is
noticeable compared to the other nodes of the graph. In general, we
observe the same phenomenon in the overall network: the greater the
size of nodes, the more central they are within the graph. Therefore,
systemically important firms tend to be more interconnected and show
greater impact. Finally, we examine the role of C-rated companies in
Fig. 7(c). These companies are scattered throughout the network, with
a relatively small presence in its central region. A few of them have
a noticeable size and their outgoing links are mainly directed towards
peripheral nodes.

The analysis described above reveals important information about
the distribution of the nodes and links within the overall network.
Nevertheless, it is difficult to evaluate the strength or magnitude of such
links as well as the distinction between ingoing and outgoing links from
Fig. 7. We then pair Fig. 7 with Fig. 8, in which we show the boxplots of
the 𝐶 (10)

𝑖←∙ and 𝐶 (10)
∙←𝑗 values, in cyan and red, respectively, clustering the

294 nodes into the four ESG classes. We remind the reader that 𝐶 (10)
𝑖←∙

and 𝐶 (10)
∙←𝑗 reflect, respectively, the vulnerable and systemic degrees of

the nodes given in Fig. 7, summing up the edge weights of the adjacent
edges for each vertex.

We can observe in Fig. 8 an interesting U-shape distribution of the
eighted degrees across the ESG classes. The D-rated companies tend to
8

ake greater weighted degrees, followed by the A-rated companies. This
is an interesting result which supports the evidence provided by Fig. 7.
That is, despite the number of A- and D-rated companies is significantly
lower compared to the B- and C-rated companies (71 + 6 = 77 versus
158 + 59 = 217), the firms belonging to the two extreme classes (A
nd D) tend to have a greater impact on the overall network. Indeed,
- and D-rated companies are mainly positioned in the central area of

he network displayed in Fig. 7, being more interconnected with the
ther nodes of the graph, especially the ones characterized by a greater
ize. Despite the B-rated companies are the most numerous, providing a
arger number of links, their impact is relatively small. Therefore, such
ompanies have many interconnections, whose strength is, however,
imited. We then find a clear coherence between Figs. 7 and 8: stronger
inks are mainly concentrated in the central area of the network,
here the presence of B- and C-rated companies is relatively limited.
nother interesting evidence provided by Fig. 8 is that each of the four
SG classes presents similar distributions of systemic and vulnerable
eighted degrees. A greater difference between the distributions of
(10)
𝑖←∙ and 𝐶 (10)

∙←𝑗 is observed for the D-rated companies.
Summing up the results discussed in this section, the A- and D-rated

companies exhibit a greater impact within the estimated network, with
a U-shape distribution across the different ESG classes. As highlighted
by Bax et al. (2022), A- and D-rated firms might be attracting more
attention from investors due to the positive and negative screening
investment policies, respectively: best in class and worst in class are
two investment criteria commonly used to decide which assets to

focus on. The role of the A-rated companies becomes more critical, as
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Fig. 7. The role of the different classes of companies (highlighted in red), clustered by average ESG score, within the network estimated from the full-sample data observed from
January 2, 2007 to May 3, 2022. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
they are more numerous than D-rated companies.1 Indeed, in a world
characterized by greater attention to sustainability issues, companies
keep improving their ESG performance. A-rated companies are then
subject to a greater pressure, as investors have great expectations for
them. The take-home message for EU policymakers is that they should
be aware that not only shocks to D-rated firm but also to A-rated
firms could produce intensive spillovers throughout the overall system,
due to their increasing presence as well as to their strong degree of
interconnections.

5. Robustness analysis

In this section, we present the results of seven robustness checks.
In Section 5.1, we compare the method employed in our study with
alternative well-known approaches in terms of selection process. We
assess the stability of the selection process in Section 5.2, whereas
Section 5.3 focuses on the validation procedure. Section 5.4 takes into
account potential size effects. We present the results obtained from
a dataset characterized by a larger cross section in Section 5.5. In
Section 5.6, we develop an industry-level analysis. Finally, we study the
results derived from the ESG scores and the return time series obtained
from a different data provider in Section 5.7.

1 This result is consistent with the findings obtained from the time-varying
analysis described in Section 4.1. Moreover, the relevance of the A-rated
companies becomes more evident when conducting a sector analysis (see
Section 5.6).
9

5.1. Comparison with alternative methods

An important input of the regularized FEVD presented in our study
is 𝜳 𝑙 in Eq. (4), which, in turn, depends on 𝝓𝑘 given in the VAR
model defined in Eq. (1). We estimate 𝝓𝑘 by employing the post-
LASSO method. That is, in a first step, we LASSO-select the relevant
covariates of each VAR equation. In a second step, we estimate the
slope parameters of the selected variables. In contrast, we set the slope
coefficients of the regressors which are not LASSO-selected equal to
zero. As a result, the selection made by LASSO in the first step plays a
critical role, as it determines the sparsity of the final solutions and the
magnitude of the spillover index.

In our study, we focus on LASSO. However, other alternative ap-
proaches are available in the literature. The most known could be
classified into Mutual Information based methods, wrapper methods,
sequential selection algorithms, classifiers, and embedded methods.
Detailed information about such methods are provided by Langley
(1994), Kohavi and John (1997), Guyon et al. (2002), Guyon and
Elisseeff (2003), Alpaydin (2004), Law et al. (2004), Ding and Peng
(2005), Chuang et al. (2008) and Lazar et al. (2012). Therefore, it is
interesting to assess the similarity of the solutions provided by LASSO
and other alternative methods. In our study, we first consider the
Minimum Redundancy-Maximum Relevance (MRMR) approach intro-
duced by Ding and Peng (2005). MRMR offers an efficient selection
of relevant and non-redundant features, ranking them by maximizing
the mutual information with the response variable and minimizing the
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Fig. 8. Distribution of the 𝐶 (ℎ)
∙←𝑗 (systemic weighted degree) and 𝐶 (ℎ)

𝑖←∙ (vulnerable weighted degree) indicators defined in Eqs. (11) and (10), respectively, clustered by ESG class.
For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
verage mutual information with all the covariates which are selected
n previous iterations (Jay et al., 2013). Second, we also employ the
andom Forest (RF) method introduced by Breiman (2001). RF offers
ubstantial gains in classification and regression accuracy by using
nsembles of trees. The final results are then obtained by aggregating
ver the ensemble (Biau, 2012).

We compare LASSO, MRMR and RF for each equation of the VAR
odel in (1). This exercise is expensive in terms of computational time.
herefore, for simplicity, we set the lag order 𝑝 in Eq. (1) equal to
ne when implementing the three alternative approaches, so that their
omparison is made under the same conditions. We use the full-sample
ata employed in Section 4.2. Focusing on equation 𝑗 of the VAR model,
e employ LASSO and build a 294 × 1 vector of binary data, denoted as
LASSO
𝑗 , that is defined as follows. Element 𝑖 of 𝐷LASSO

𝑗 takes the value
f one if regressor 𝑖 is LASSO-selected in equation 𝑗, and the value of
ero otherwise, with 𝑖, 𝑗 = 1,… , 294. We denote as 𝑁𝑆𝑗 the sum of the

entries of 𝐷LASSO
𝑗 (i.e. the number of selected regressors in equation 𝑗),

with 𝑗 = 1,… , 294.
We also obtain the ranking provided by MRMR of the 294 regressors

n equation 𝑗 of the VAR model, from 1 (that corresponds to the
ost relevant regressor) to 294 (that corresponds to the least relevant

egressor). We then build a 294 × 1 vector of binary data, denoted as
𝐷MRMR

𝑗 , where element 𝑖 takes the value of one if its ranking score is less
than or equal to 𝑁𝑆𝑗 , and the value of zero otherwise. We repeat this
rocedure for 𝑗 = 1,… , 𝑁 , then identifying the top-ranked regressors
or all 294 equations of the VAR model. Likewise, we build the vectors

RF
1 ,… , 𝐷RF

294 building on the ranking provided by RF.
The vectors 𝐷LASSO

𝑗 , 𝐷MRMR
𝑗 and 𝐷RF

𝑗 allow us to identify the selected
or top-ranked regressors of equation 𝑗, for 𝑗 = 1,… , 294. We evalu-
ate their similarity by employing the Tanimoto and Simple Matching
measures described by Härdle and Simar (2019). These measures range
from zero (i.e. zero similarity) to one (i.e. maximum similarity). They
are specifically designed to assess the similarity between two objects
having a binary structure and well capture the impact of the co-
occurrences of both the 0 and 1 values. We display in Fig. 9 the boxplots
of the Tanimoto and Simple Matching values, computed for each pair of
alternative methods and for all 𝑁 = 294 equations of the VAR model.
10
Fig. 9. Similarity between the LASSO, MRMR and RF methods.

In general, we find high similarities between the three methods. On
average, the Simple Matching measure leads to a greater similarity. The
distributions across the pairs of alternative methods are similar for both
the Simple Matching and Tanimoto measures.

5.2. Stability assessment

Another important point, strictly related to the one discussed in
Section 5.1, concerns the stability of the selection made by the method
employed in our study: LASSO. In this context, the subsampling-based
strategy turns out to be very useful and informative. Building on this
strategy, we generate a large number of subsamples from the entire
population, and then compute a measure of robustness (Lazar et al.,
2012). As explained in Section 3, our dataset spans a long period
from January 2, 2007 to May 3, 2022, characterized by stable and

stressed phases of the financial markets. Therefore, it is interesting to
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dynamically evaluate the impact of such changes of regimes on the
stability of the selection made by LASSO. We can conduct this dynamic
evaluation using a rolling window scheme, which allows us to generate
a large number of rolling subsamples.

Specifically, we define the first subsample as the one which spans
the time periods 𝑡 = 1,… , 1000. From time to time, we remove the
ldest observations and add the new ones, so that we keep constant the
ample size. Therefore, the second subsample includes the time periods
= 2,… , 1001, and so on until we use our entire dataset. Overall, we
btain 3002 rolling subsamples. For simplicity, we estimate our VAR
odel with a lag order equal to one, as done in Section 5.1.

Following Lazar et al. (2012), for each equation of the VAR model,
e evaluate the overall stability of the selection made by LASSO
y computing the average over all pair-wise comparisons between
ifferent solutions:

𝑡𝑜𝑡,𝑗 =
2
∑3002

𝑠=1
∑3002

𝑧=𝑠+1 𝑅(𝑓𝑗,𝑠, 𝑓𝑗,𝑧)
3002 ⋅ 3001

, (13)

where 𝑓𝑗,𝑠 is the outcome of LASSO applied to the 𝑗th VAR equation
and subsample 𝑠, and 𝑅(𝑓𝑗,𝑠, 𝑓𝑗,𝑧) is a similarity measure between 𝑓𝑗,𝑠
and 𝑓𝑗,𝑧 (Lazar et al., 2012), for 𝑗 = 1,… , 294.

We create a connection with Section 5.1 by defining 𝑓𝑗,𝑠 as 𝐷LASSO
𝑗,𝑠 ,

which is a 294 × 1 vector of binary data, where element 𝑖 is equal to
one if regressor 𝑖 is LASSO-selected in equation 𝑗 and subsample 𝑠, and
he value of zero otherwise. Again, we use the Tanimoto and Simple
atching similarity measures to be consistent with the analysis devel-

ped in Section 5.1. We display the values of 𝑅𝑡𝑜𝑡,1,… , 𝑅𝑡𝑜𝑡,294 defined
n Eq. (13) in the top (Tanimoto) and bottom (Simple Matching) panels
f Fig. A.12 given in Appendix. The high values displayed in Fig. A.12
oint out the stability in the selection made by LASSO. Focusing on
he Tanimoto similarity measure, the minimum and maximum values
f 𝑅𝑡𝑜𝑡,𝑗 (𝑗 = 1,… , 294) are equal to 0.66 and 1.00, respectively, with
irst and third quartiles of 0.93 and 0.98. When considering the Simple
atching similarity measure, the minimum and maximum values of
𝑡𝑜𝑡,𝑗 (𝑗 = 1,… , 294) are equal to 0.79 and 1.00, respectively, with first
nd third quartiles of 0.96 and 0.99. In both cases, the medians take
igh values: 0.96 and 0.98, respectively.

.3. Validation

The choice of the tuning parameter 𝜆𝑗 in Eq. (5) plays a crucial role
in our study. Indeed, it determines the variables that are selected in
the first step of our post-LASSO method and, hence, the sparsity of the
final solutions. The parameters of the LASSO-selected variables are then
estimated in a subsequent second step, and could be used to provide
predictions from the VAR model. Therefore, the choice of 𝜆𝑗 has an
mportant impact on both the model selection and the out-of-sample
erformance prediction. As highlighted by Guyon and Elisseeff (2003),
ne should first distinguish the problem of model selection from that of
valuating the final performance of the predictor. For that last purpose,
t is important to set aside an independent test set. The remaining data
s used both for training and performing model selection.

In our study, the model selection depends on the value of 𝜆𝑗
n Eq. (5). We determine the value of this parameter using the five-
old cross-validation (5F-CV) method. Other approaches are available
n the literature. For instance, we mention the leave-one-out procedure,
hich, however, typically provides estimates affected by high vari-
nce and is expensive in terms of computational time (Vapnik, 2006;
uyon and Elisseeff, 2003; Hastie et al., 2009). Another possibility

s to increase the number of folds, so that we can consider ten-fold
ross-validation (10F-CV), which is also widely used in the litera-
ure (Hastie et al., 2009). Likewise, Akaike Information Criterion (AIC)
nd Bayesian Information Criterion (BIC) are also well-known methods;
ee, among others, Hurvich (1985), Hastie et al. (2009) and Torri et al.
2018).

In this section, we compare the out-of-sample performance of 5F-CV,
11

0F-CV, AIC and BIC in terms of prediction accuracy. Building on the
same window size of 1000 observations employed in Section 5.2, we
consider a first subsample which spans the time periods 𝑡 = 1,… , 1000.
rom this subsample, we define the first training set starting at day
= 1 and ending at day 𝑡 = 980, from which we conduct different model
elections based on 5F-CV, 10F-CV, AIC and BIC, respectively. Again,
imilar to Sections 5.1 and 5.2, we implement LASSO by setting 𝑝 = 1
n Eq. (5) for computational simplicity. For each method taken sepa-
ately and keeping the data of the first training set, we then estimate
he final slope coefficients of the LASSO-selected variables in the second
tep of our post-LASSO method. Building on the parameters estimated
rom the first training set, we then predict the values of the response
ariable from 𝑡 = 981 to 𝑡 = 1000, so that we use the overall information
f the first subsample. By doing so, as recommended by Guyon and
lisseeff (2003), we separate the first training set (𝑡 = 1,… , 980) from
he first validation set (𝑡 = 981,… , 1000). From the first validation set,

we then compute, for each competing method, the mean squared error
(MSE). We repeat this procedure with three additional non-overlapping
training and validation sets. The second training and validation sets
span the time intervals 𝑡 = 1001,… , 1980 and 𝑡 = 1981,… , 2000,
respectively. The third training and validation sets include the time
intervals 𝑡 = 2001,… , 2980 and 𝑡 = 2981,… , 3000, respectively. Finally,
the fourth training and validation sets span the time intervals 𝑡 =
3001,… , 3980 and 𝑡 = 3981,… , 4000, respectively. For each method, we
then aggregate the MSE values computed from the four validation sets.

We display the boxplots of the MSE values resulting from the 𝑁 =
294 VAR equations in Fig. A.13 given in Appendix. 10F-CV, 5F-CV and
BIC provide a similar out-of-sample performance across the 𝑁 = 294
VAR equations, whereas AIC leads to the worst predictions. On average,
5F-CV slightly outperforms the competing approaches, with a mean
value of 0.0263%, followed by 10F-CV (0.0266%), BIC (0.0269%) and
AIC (0.0337%).

5.4. Size effect

In this section, we take into account the possibility that the relation-
ship between the systemic impact and the ESG scores could be affected
by a latent size effect. That is, the possibility that companies with larger
size invest more in variables linked to responsibility and sustainability
issues and hence have a higher ESG score. Thus, these companies would
be categorized into the better rated (A-rated) cluster. As a result, the
real driver of the systemic impact would be the size of companies rather
than their ESG score. We shed light on this point by estimating, for each
year from 2007 to 2022, a standard regression model which includes
both the ESG score and size as regressors, whereas the response variable
is the systemic impact. Specifically, the values of the response variables
are the systemic indicators 𝐶 (10)

∙←1,𝑤,… , 𝐶 (10)
∙←294,𝑤, where 𝑤 denotes the

reference year, for 𝑤 = 2007,… , 2022. As for the regressors, we
highlight the fact that the ESG score and the size level have a different
scale. We then standardize, for each specific year, their values so that
the magnitude of their coefficients is comparable. We denote the values
of the first regressor as ESG⋆

1,𝑤,… ,ESG⋆
294,𝑤, which are obtained from

the standardization of the original ESG1,𝑤,… ,ESG294,𝑤 scores. As for
the second regressor (i.e. size), we compute the mean of the daily
market capitalization values specific to company 𝑗 and year 𝑤, denoted
as MC𝑗,𝑤, for 𝑗 = 1,… , 294 and 𝑤 = 2007,… , 2022. We then obtain
MC⋆

1,𝑤,… ,MC⋆
294,𝑤: the standardized values of MC1,𝑤,… ,MC294,𝑤.

For each 𝑤 = 2007,… , 2022, we then estimate the following regres-
sion model:

𝐶 (10)
∙←𝑗,𝑤 = 𝛼0 + 𝛼1ESG⋆

𝑗,𝑤 + 𝛼2MC⋆
𝑗,𝑤 + 𝜂𝑗,𝑤, (14)

where 𝜂𝑗,𝑤 is the error term, whereas 𝛼0, 𝛼1 and 𝛼2 are scalar parame-
ters, whose OLS estimates are denoted as 𝛼0, 𝛼1 and 𝛼2, respectively.

We report the OLS estimates of the parameters given in Eq. (14),
along with their p-values, in Table 1. These results highlights at least
two interesting points. First, ESG⋆

𝑗,𝑤 is statistically significant at the
5% level in nine out of the overall 16 years. Interestingly, these years
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Table 1
Estimation of the regression model defined in Eq. (14).

Year ESG Size |𝛼1|/|𝛼2|

𝛼1 (%) 𝑝-value (%) 𝛼2 (%) 𝑝-value (%)

2007 2.4468 0.8486 −0.5652 54.0872 4.3287
2008 3.4631 0.0000 −0.5880 32.7637 5.8902
2009 3.6766 0.0004 −0.6797 38.5581 5.4092
2010 3.7288 0.0008 0.4415 59.0371 8.4464
2011 1.8298 0.8719 1.1969 8.5166 1.5288
2012 1.0979 17.8746 0.7804 33.8800 1.4068
2013 2.4005 0.1513 0.1502 84.1279 15.9783
2014 1.7546 1.4791 0.3878 58.8292 4.5248
2015 2.3583 0.0374 0.7302 26.5855 3.2295
2016 0.4954 54.8387 1.4343 8.2969 0.3454
2017 1.3754 8.5722 1.3254 9.7686 1.0378
2018 −0.4476 58.0405 0.4373 58.9173 1.0236
2019 −1.4947 5.3162 1.0532 17.2373 1.4192
2020 2.0948 1.1275 0.3054 71.0304 6.8591
2021 0.5350 46.8794 1.1144 13.1871 0.4801
2022 −0.4220 68.6564 1.6129 12.3700 0.2616

Notes: For each year from 2007 to 2022 (first column), the table reports the results of
the estimation of the regression model in which the response variable is the systemic
impact of the companies in our dataset, whereas the regressors are the standardized
ESG scores (ESG) and the standardized size (SIZE) of the same companies. The bold
values indicate the significant values at a 5% significance level.

include the US subprime crisis, the EU sovereign debt crisis and the
outbreak of the COVID-19 pandemic, supporting the evidence found in
Section 4.1: the relationships between the ESG score and the systemic
impact become more relevant during tail events. Second, MC⋆

𝑗,𝑤 is never
significant at the 5% level. Therefore, the ESG score is the relevant
driver of the systemic impact during particular time periods, net of
the size effect. This evidence is supported by the ratio |𝛼1|/|𝛼2|, which
is almost always greater than one, pointing out a greater impact, in
absolute value, of the ESG score on the systemic impact with respect to
the size of the 294 companies.

5.5. Increasing the cross section dimension

We develop the empirical analysis in Sections 4.1 and 4.2 building
on a cross section of 𝑁 = 294 EU companies: the constituents of the
EURO STOXX 600 index for which we have data availability from
January 2, 2007 to May 3, 2022. It is now interesting to replicate
this analysis by considering a shorter time interval, which provides the
availability of a larger number of companies. Specifically, we now con-
sider a new dataset which spans the trading days from January 4, 2016
to December 31, 2021, thereby allowing us to include a larger number
of EU companies, equal to 𝑁 = 454. By doing so, on the one hand, we
exclude important events, such as the 2007—2009 US subprime crisis
and the EU sovereign debt crisis. However, on the other hand, we are
also aware that, after the Paris Agreement and the introduction of the
EU Directive for reporting non financial information, the availability
of ESG scores increases. Moreover, a larger cross section allows us to
perform an accurate industry-level analysis (see Section 5.6).

We display in Fig. A.14 reported in Appendix the trend of the
overall spillover index obtained from the time-varying estimates, with
𝑁 = 454. Similar to Fig. 1, the effects of the COVID-19 pandemic are
also evident in Fig. A.14.

Again, the most systemically relevant companies are the ones with
ratings A and D. The A-rated companies exhibit the highest systemic
impact in 2016, a particular year which comes immediately after the
adoption of the Paris Agreement in 2015. In the subsequent years,
the D-rated companies take the lead in producing the most significant
systematic influence (see Fig. A.15 in Appendix). Similar to the findings
discussed in Section 4.1, the distances among the four ESG classes are
less evident when looking at the vulnerability index (bottom panel of
Fig. A.15).
12

f

Once more, we find an evident clustering effect (Fig. A.16). From
Fig. 3, we had already observed that the systemic impact exerted by a
specific ESG class predominantly targets companies within the same
ESG class. This pattern is also pronounced in the top-left panel of
Fig. A.16, where the A-rated companies, on average, exert the most
influence on companies of their own A rating. This effect is also shown
strong for the years 2018–2020 for the D-rated companies in line with
the impact shown in Fig. A.15. Furthermore, this clustering tendency
is also discernible in the other panels, where, however, the distinctions
between the classes are weaker. In Fig. A.17, one can see that all four
ESG classes are impacted by the D-rated companies, as shown by their
larger vulnerability degree. This is especially pronounced starting from
year 2017.

Following the same approach described in Section 4.1, and starting
from the systemic impact, we now model, for each year 𝑤 (with 𝑤 =
2016,… , 2021), a local regression where 𝐶 (10)

∙←1,𝑤,… , 𝐶 (10)
∙←454,𝑤 are the

response variable values, whereas the explanatory variable values are
the ESG scores observed in year 𝑤. We display the estimates derived
from this regression in Fig. A.18 given in Appendix. We again find that
the relationship between the response and the explanatory variables is
not constant, changing over time. For every year, we see a U-shape in
Fig. A.18, which is also present in many panels of Fig. 5. We find a
similar evidence by comparing Figs. 6 and A.19.

We now focus on the full-sample analysis. Similar to Figs. 7, A.20
given in Appendix shows the (larger) network of the 𝑁 = 454 compa-
nies of our new dataset clustered by average ESG score. Here, we have
171 A-rated companies, 231 B-rated companies, 48 C-rated companies
and only 4 D-rated companies. The distribution of the 𝑁 = 454
companies across these four classes highlights their improvements in
terms of ESG scores over time. Fig. A.20 corroborates our prior findings.
The distinctions between Figs. A.20(a) and A.20(b) remain consis-
tent. In Fig. A.20(a), companies with rating A are centralized within
the network, with their outgoing links predominantly connecting to
other central nodes, underscoring their pivotal role. Conversely, the
B-rated companies disperse more broadly across the network, with a
pronounced influence and footprint on its periphery.

We then refer to Fig. A.21 where we present the boxplots of 𝐶 (10)
𝑖←∙

nd 𝐶 (10)
∙←𝑗 in cyan and red, respectively. The 454 assets are grouped into

our ESG classes. We remind the reader that 𝐶 (10)
𝑖←∙ and 𝐶 (10)

∙←𝑗 denote the
ulnerability and systemic degrees of nodes, respectively. Similar to the
-shape we already observed in Fig. 8, we find a similar magnitude,
rder, and shape in Fig. A.21. Once again, we observe a minimal
ifference between the systemic and vulnerable weighted degrees. The
argest difference is noticed among D-rated companies. Both A- and D-
ated companies are predominantly positioned in the central area of the
etwork, as depicted in Fig. A.20. Notably, even though the number
f D-rated companies is much smaller than that of A-rated companies,
heir presence in the central region is significant. On the other hand,
- and C-rated companies display the least impact, even if they have a

arge number of connections. This reaffirms our earlier observation that
tronger links are mainly found in the network’s central area, where B-
nd C-rated companies are comparatively scarce.

.6. Industry-level analysis

The larger cross section (𝑁 = 454) considered in Section 5.5 allows
s to conduct an accurate industry-level analysis. In particular, we
stimate the regularized FEVD for each individual economic sector.
he 454 companies of our dataset are classified into 10 sectors: basic
aterials (49 firms), consumer cyclicals (63 firms), consumer non-

yclicals (40 firms), energy (18 firms), financials (87 firms), healthcare
32 firms), industrials (81 firms), real estate (20 firms), technology
40 firms) and utilities (24 firms). We show in Fig. A.22 the weighted
egrees resulting from each sector. It is interesting to note that all
our ESG classes appear in only two sectors: consumer cyclicals and

inancials. Class C is absent in the energy sector, whereas class D does
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Fig. A.10. Annual median (red line) of the Composite Indicator of Systemic Stress provided (with a daily frequency) by the European Central Bank (the shaded area is delimited
by the first and third quartiles, computed for each year, of the original daily values).
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Fig. A.11. ESG development over time.

ot appear in the remaining sectors. The A-rated companies have the
reatest impact in the majority of the analyzed sectors. The D-rated
ompanies exhibit the largest 𝐶 (ℎ)

∙←𝑗 and 𝐶 (ℎ)
𝑖←∙ values within the consumer

yclicals sector, followed by the A-rated companies, providing then a
shape similar to the one showed in Fig. 8. This is the only case in

hich we observe the U shape. Indeed, there is a decreasing trend from
lass A to class D in the energy and financials sectors. In general, this
ecreasing trend appears in many other sectors.

.7. Results with a different data provider

We are aware that the disagreement across different data providers
n ESG is a well-known issue. Therefore, it is interesting to compare
he main findings discussed above with the outcome resulting from
he return time series and ESG ratings obtained from a different data
rovider. More specifically, we employ the Bloomberg ESG score, which
s founded on Bloomberg’s perspective on ESG financial materiality.
his score functions as a weighted generalized mean (power mean) of
illar Scores, where the respective weights are ascertained by the pillar
riority ranking. The values within this scoring model range from 0 to
0, with 10 being the most favorable score. Specifically, we classify
he companies of this new dataset into three different classes: (i) the
13
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class of companies with rating CCC (which corresponds to a ESG score
lower than or equal to 1.429); the class of companies with rating from
B to BBB (which includes the ESG scores greater than 1.429 and lower
than or equal to 5.714); and (iii) the class of companies with rating
from A to AAA (which includes the ESG scores greater than 5.714). We
still focus on the ESG scores and return times of the constituents of the
EURO STOXX 600 index (observed from January 4, 2016 to December
31, 2021), the number of which is equal to 𝑁 = 469.

For simplicity, we focus on the full-sample analysis.2 We display the
estimated network in Fig. A.23 given in Appendix. Similar to Fig. 7,
the companies with more extreme rating scores have a central position
within the network in Fig. A.23, whereas the ones in the middle class
are scattered throughout the same graph.

Fig. A.24 in Appendix displays the boxplots of the 𝐶 (10)
𝑖←∙ and 𝐶 (10)

∙←𝑗
alues, in cyan and red, respectively, clustering the companies of the
ew dataset into the three ESG classes. We remind the reader that 𝐶 (10)

𝑖←∙
nd 𝐶 (10)

∙←𝑗 reflect, respectively, the vulnerable and systemic degrees of
he nodes given in Fig. A.23. Interestingly, we observe from Fig. A.24
great systemic relevance of companies with the highest ESG rating,

upporting the industry-level findings discussed in Section 5.6.

. Concluding remarks

This paper provides evidence of the importance of considering ESG
actors in systemic risk assessment while also being the first to estimate
he FEVD model based on a double regularization. We handle high-
imensional problems by penalizing the parameters of the VAR model
hile also correcting the ill-conditioned sample estimator typically
sed in FEVD estimation with a sparse estimator.

We find evidence that the relationship between both the systemic
mpact and the degree of vulnerability of companies and their ESG
core is time-dependent and large differences between stable periods
uring tail events exists. Overall, systemic impact and vulnerability
end to be increasing functions of ESG scores during stressed market
onditions. Furthermore, we show that firms with the best and worst
SG ratings have the highest vulnerability and potential systemic im-
act in normal times. Moreover, we show that the best and worst ESG
erformers can have a significant impact on the financial system in

2 The results obtained from the time-varying estimates are available upon
equest.
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Fig. A.12. 𝑅𝑡𝑜𝑡 values computed on each of the 𝑁 = 294 equations of the VAR model, using the Tanimoto and Simple Matching similarity measures. Notes: the red solid and
ashed lines represent the median, first and third quartiles of the 𝑅𝑡𝑜𝑡 values displayed in each panel.
Fig. A.13. Mean squared errors provided by four different validation methods: ten-
old cross-validation (10F-CV), five-fold cross-validation (5F-CV), Akaike Information
riterion (AIC) and Bayesian Information Criterion (BIC).

ormal times, while companies with the best ESG ratings have larger
pillover effects throughout the system during crises. Our main findings
re supported by a rich robustness analysis, in which we compare our
election process with alternative approaches, assess its stability across
large set of rolling subsamples and test the impact of our validation
ethod in terms of predictive accuracy. These findings are consistent
ith the ones derived from different datasets, characterized by a larger

ross section and obtained from a different data provider. We also find
nteresting results by considering size effects as well as by conducting
n industry-level analysis.

Overall, this study provides important insights into the role of
SG factors in systemic risk and highlights the need for policymakers,
nvestors and other stakeholders to monitor and integrate ESG infor-
ation into their decision-making processes, especially during extreme

ail events such as financial crises, when strong co-movement across
14
firms exists and the associated risk of contagion threaten the stability
of the entire economy. Policymakers should encourage investment
into companies with high ESG scores to prevent or mitigate relevant
spillovers during stressed market regimes when such companies are
more interconnected. By doing so, they can help promote financial
stability and mitigate potential risks to the financial system.

In conclusion, this research underlines the importance of integrating
ESG information into decision-making processes in order to promote
financial stability and reduce potential risks to the system as a whole.
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Fig. A.14. Trend of the total spillover index 𝐶 (10)
𝑤 estimated from our dataset which includes 𝑁 = 454 companies and spans the time interval from January 4, 2016 to December

31, 2021.

Fig. A.15. Annual systemic impact and vulnerability degree clustered by ESG class, estimated from our dataset which includes 𝑁 = 454 companies and spans the time interval
from January 4, 2016 to December 31, 2021.



Journal of Financial Stability 72 (2024) 101221

16

K. Bax et al.

Fig. A.16. Systemic impact of the A, B, C and D ESG classes to the A, B, C and D ESG classes, estimated from our dataset which includes 𝑁 = 454 companies and spans the time
interval from January 4, 2016 to December 31, 2021.

Fig. A.17. Vulnerability degree of the A, B, C and D ESG classes from the A, B, C and D ESG classes, estimated from our dataset which includes 𝑁 = 454 companies and spans
the time interval from January 4, 2016 to December 31, 2021.
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Fig. A.18. Systemic impact defined by the 𝐶 (10)
∙←𝑗,𝑤 indicator as a local function of the ESG score. Notes: these estimates are obtained from our dataset which includes 𝑁 = 454

companies and spans the time interval from January 4, 2016 to December 31, 2021. The confidence intervals are delimited by the shaded area.

Fig. A.19. Vulnerability defined by the 𝐶 (10)
𝑖←∙,𝑤 indicator as a local function of the ESG score. Notes: these estimates are obtained from our dataset which includes 𝑁 = 454 companies

and spans the time interval from January 4, 2016 to December 31, 2021. The confidence intervals are delimited by the shaded area.
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Fig. A.20. The role of the different classes of companies (highlighted in red), clustered by average ESG score, within the network estimated from our dataset which includes
𝑁 = 454 companies and spans the time interval from January 4, 2016 to December 31, 2021. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Fig. A.21. Distribution of the 𝐶 (ℎ)
∙←𝑗 (systemic weighted degree) and 𝐶 (ℎ)

𝑖←∙ (vulnerable weighted degree) indicators defined in Eqs. (11) and (10), respectively, clustered by ESG
class. Notes: these estimates are obtained from our dataset which includes 𝑁 = 454 companies and spans the time interval from January 4, 2016 to December 31, 2021. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. A.22. Distribution of the 𝐶 (ℎ)
∙←𝑗 (systemic weighted degree, red color) and 𝐶 (ℎ)

𝑖←∙ (vulnerable weighted degree, cyan color) indicators defined in Eqs. (11) and (10), respectively,
estimated from the 𝑁 = 454 companies belonging to our dataset clustered by ESG class and economic sector. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. A.23. The role of the different classes of companies (highlighted in red), clustered by average ESG score, within the network estimated from the full-sample data observed
from January 4, 2016 to December 31, 2021. Notes: these networks are estimated using the return time series and the MSCI ESG ratings provided by Bloomberg. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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