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3.1 This figure is taken from [48]. Systems that can be used for linear two-state

interferometry: a) archetypical optical Mach-Zehnder interferometer as in Refs [64,

60], b) double-well system as implemented in recent experiments on squeezing in

BECs [27, 38, 75], and c) system of single wells as in ion traps [56, 49]. In the first

two cases each of the N particles lives in the subspace of the two states labelled

by a and b, corresponding to momentum states in case a) and to the left and the

right well in case b). In case c), there is one particle per well, and particle k

in trap k has the two internal degrees of freedom ak and bk (displayed are trap

states, while in ion traps typically internal states of the ions are used [49]). The

interferometer operations acts on the a-b subspace in the cases a) and b) and

identically on the subspaces ak-bk in case c). In the latter case, the particles are

accessible individually via the different traps in principle. They can be treated as

distinguishable particles labelled by the trap number k if the spacial wavefunctions

of the particles in the different traps do not overlap [70]. . . . . . . . . . . . . . 93

3.2 The detuning δ/~, as a function of distance d, calculated with VCP(x1; d) (dashed

black line), V thCP(x1; d) at T = 300 K (solid blue line) and at T = 600 K (dotted red

line). Error bars around the dashed black line show the corresponding sensitivity

from Eq.(3.20) of a fit to k = 10 equally spaced points in the first Rabi period

with m = 10 measurements at each time point. The uncertainty includes the effect

of residual atom-atom interactions and limited resolution of the measurement of

population imbalance (see text for details). The input state is the classical spin

coherent state. The inset shows the trap configuration for measurement of the

Casimir-Polder force. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

3.3 The sensitivity
√
m∆δ as a function of time, in units of δ. Solid black, dashed

red and dotted blue lines correspond to ξ2 =1.0, 0.5, 0.017, respectively. The

sensitivity is optimal at EJ

~
t = π. Here, N = 2500 and δ2

E2
J

= 0.007. . . . . . . . . 106

3.4 Schematic representation of the interferometric procedure. First, a relative phase

θ is imprinted between the wells. Then, the BECs are released from the trap and

form an interference pattern. The detectors (symbolically represented as open

squares) measure the positions of atoms. . . . . . . . . . . . . . . . . . . . . . . 112
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3.5 Sensitivity
√
m∆θ of the phase estimation from the fit to the density, as a function

of |ψin〉 ∈ A (solid black line) with N = 100 particles. The blue dashed line rep-

resents the shot-noise limit. The horizontal dotted red line indicates the position

of the coherent state. Clearly, the sensitivity is bounded by the shot-noise. The

inset shows the behavior of the sensitivity in the vicinity of the coherent state. . 114

3.6 The sensitivity
√
m∆θ (black solid lines), calculated by numerical integration of

the Eq.(3.47) for various k, as a function of |ψin〉 ∈ A with γ < 0 and N = 8. The

two limits,
√
m∆θSN and

√
m∆θHL are denoted by the upper and lower dashed

blue lines, respectively. The optimal sensitivity, given by the QFI, is drawn with

red open circles. The inset magnifies the vicinity of the coherent state, showing

that the sub-shot-noise sensitivity is reached starting from kmin = 4. . . . . . . . 118

3.7 The sensitivity
√
m∆θ (black solid line) calculated with Eq.(3.53), as a function

of |ψin〉 ∈ A with γ < 0 and N = 100. The values of
√
m∆θSN and

√
m∆θHL

are denoted by the upper and lower dashed blue lines, respectively. The optimal

sensitivity, given by the inverse of the QFI, is drawn with the red dot-dashed line. 120

3.8 The sensitivity
√
m∆θ (black solid line) calculated with Eq.(3.56), as a function

of |ψin〉 ∈ A with γ < 0 and N = 100. The values of
√
m∆θSN and

√
m∆θHL are

denoted by, respectively, the upper and the lower dashed blue line. The three solid

lines correspond to the phase sensitivity for estimation of the center-of-mass with

different number of particles. For k = 100, the sensitivity is below the shot-noise

and tends to
√
m∆θHL for |ψin〉 → NOON. As soon as k 6= N , the sub-shot-noise

sensitivity is lost and the value of
√
m∆θ increases dramatically. . . . . . . . . . 121

3.9 (a) The sensitivity
√
m∆θ calculated with Eq.(3.61) for three different expansion

times t, as a function of |ψin〉 ∈ A with γ ≥ 0, with N = 100 and θ = 0. The

solid black line corresponds to the situation shown in (b), where t = 0 and the

wave-packets don’t overlap. The dashed red line corresponds to (c), where t = 3

and the wave-packets start to overlap. The dot-dashed green line corresponds to

(d), where t = 10 and the wave-packets strongly overlap. Clearly, the sensitivity

is largely affected by any non-vanishing overlap. The values of
√
m∆θSN and

√
m∆θHL are denoted by respectively the upper and the lower dashed blue line. 124
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Motivation

Since their experimental realization in 1995, Bose-Einstein condensates (BECs) of ultracold

atoms have attracted a lot of interest from different communities. One reason can be seen

in the fact that these systems contain features giving rise to many outstanding physical phe-

nomena, combined with a remarkable “cleanness”. The latter means both a deeper theoretical

understanding (than, for instance, for condensed matter systems), and also a greater control

and flexibility of experimental trapping and probing tools. Apart from allowing for a cleaner

and more controlled observation of phenomena which have already been studied in completely

different fields, ultracold BECs give access to novel regimes, and can for instance be employed

as quantum simulators for the realization of a chosen Hamiltonian.

Therefore, both fundational and technological problems, either coming from the field of con-

densed matter, optics, etc., or related to novel unexplored regimes, are being studied in the con-

text of ultracold BECs. This dissertation is devoted in particular to two among these, namely

i) superfluidity: Josephson effects, critical velocities and dissipation dynamics, and ii) quantum

interferometry. As we shall see, even though these phenomena have been largely studied before

the realization of condensates with ultracold atoms, in this new context they manifest novel

features which are essentially related to the peculiar properties of the ultracold BEC systems.

Though historically two clearly separate fields, superfluidity being investigated mostly with

helium II and (quantum) interferometers being implemented with light, they can both be studied

with ultracold atomic BECs. Indeed, the BECs macroscopic phase coherence allows on the one

hand for quantum oscillations between two coupled reservoirs (Josephson effects), and, BECs

having also a condensate fraction much larger than superfluid helium, on the other hand for

high contrast interference and an enhanced coherent interaction with external fields, which are

essential in a good interferometer. Moreover, what makes dilute BECs very special systems is

the nature of atom-atom interactions. Ultracold atomic condensates are indeed dilute, therefore

cleaner than strongly interacting systems, and yet interactions give rise to non-trivial nonlinear-

ities, which, for instance, make a BEC a proper superfluid, with a finite critical velocity below
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which it shows no viscosity. These nonlinearities are also extremely relevant for quantum in-

terferometry, since they allow for the creation of entangled states (with non-classical particle

correlations), which can be employed to largely enhance the interferometer precision. In addi-

tion, Feschbach resonances are a most valuable experimental tool, by which the strength of the

atom-atom interaction can be fine-tuned through external magnetic fields.

The aims of this dissertation are twofold. Firstly, the study of superfluidity, presented in

the first part, has more a fundational character, since we investigate some well known problems,

already raised in the context of superfluid helium, in order to gain a deeper understanding, by

exploiting the cleannes of dilute BECs systems, as well as analyzing the new features emerging

from the unique dilute BECs properties. We study the BEC flow through weak-links, first

analyzing the various regimes of transport by the current-phase relation and the Josephson

plasma oscillations, and then turning to the superfluid instability, determining critical velocities

and examining the dissipation dynamics in different geometries and dimensionalities. Secondly,

the analysis of quantum interferometry, given in the second part, has instead a more technological

character, since we propose two possible implementation of interferometric protocols in double-

well traps, with application to the measurement of weak-forces, and study their sensitivity in

detail, especially in relation to its possible quantum enhancement.
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Part I

Superfluidity in Bose-Einstein

Condensates
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Superfluidity in short

Superfluidity manifests itself in different ways, related to both stationary and dynamical prop-

erties of a system, and it would be difficult to define it as one single phenomenon [50]. However,

the basic ingredients giving rise to superfluidity are essentialy two: i) macroscopic phase coher-

ence, and ii) interaction among the system constituents. As noted by London, the macroscopic

coherence is enforced by the presence of a BEC, which, even if involving a tiny but finite portion

of the constituents, allows to assign an order parameter, and in turn a phase, to the macro-

scopic system. This is why superfluidity appears in bosonic liquids1 cooled to a sufficiently low

temperature.

The first experimental observation of superfluidity dates back to 1938, and was simultaneously

performed by Kapitza in Moscow and Allen and Misener in Cambridge, who used liquid 4He.

When cooled below the so called “lambda temperature” Tλ ∼ 2.17K, the fluid suddenly showed

practically no viscosity. This most straightforward manifestation of superfluidity, as noted above,

is just one of many which have later been observed with helium, and it is not the aim of this

brief introduction to give an organic treatment of the matter.

In what follows, we will deal with the observation of superfluid phenomena in ultracold dilute

gases of bosonic atoms. As we shall see, these dilute BECs, are good systems where to study

superfluidity, being very flexible and clean, and also well described by simple theoretical models.

In particular, we will concentrate on two main aspects of this vast subject: i) Josephson Effect(s),

and ii) the existence of critical velocities below which the superfluid flow is stationary. The first

is the most direct manifestation of macroscopic phase coherence and the quantum nature of a

superfluid, as we shall discuss in chapter 1. The second aspect is directly related to the absence

of viscosity, and will be treated in chapter 2.

1we used the word “liquid” as opposed to “solid”, since in this last case no superfluid would be present.
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Chapter 1

Transport through weak links and

Josephson effects

1.1 Supercurrents and the Josephson-Anderson relation

One of the most striking manifestations of superfluidity is the presence of a non-zero stationary

mass current between two coupled reservoirs even in absence of any external drive, what can

be called a “supercurrent”. This is essentially related to an extended coherence, due to a non-

zero BEC fraction, allowing us to assign an order parameter to each piece of superfluid. In this

chapter, we will discuss the consequences of this coherence, essentially following the arguments

used by Anderson [7], in order to give a general derivation of the basic equations explaining the

Josephson effect(s). A useful definition of a superfluid1 is indeed the following:

〈ψ̂(r)〉 = f(r)eiφ(r) 6= 0, (1.1)

where f is a real function, and 〈〉 indicates the average value over some many-body state. In

Eq. (1.1), ψ̂ =
∑

i ϕiâi is the field operator, with {ϕi} forming a set of single particle basis

states and âi being the destruction operator corresponding to the i-th state. In order to have a

non-zero order parameter, the many body state must be written as a superposition:

|Ψ〉 =
∑

N

cN |ΨN〉, (1.2)

1along the line of what P. W. mantains [7], we consider this definition more useful than Off-Diagonal-Long-

Range Order [101], which nontheless has the advantage of avoiding the use of superpositions of states of different

numbers of particles, whose physical interpretation can be misleading.
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where cN are complex coefficients, and |ΨN 〉 is a many-body state of N particles. Therefore the

order parameter reads:

〈ψ̂(r)〉 =
∑

N

c∗N−1cNMN (r), (1.3)

where MN (r) = 〈ΨN−1|ψ̂(r)|ΨN 〉. In a perfect BEC, where the condensate fraction is 100%, we

have |ΨN〉 =
(â†0)N

√
N !

|0〉, where |0〉 is the vacuum state, and the matrix element MN (r) = ϕ0(r)
√
N

is maximal. On the other hand, in 4He, which is a strongly interacting system, this matrix element

is around 10% of its maximum value. This higher depletion of the condensate, as we shall discuss

below, does not imply that the system is ”less superfluid”. What is instead crucial to satisfy

Eq. (1.1) is the phase coherence between each coefficient cN in the superposition (1.2). Indeed,

choosing for instance the many-body state (1.2) as a coherent state

|Ψ(N̄ ;φ)〉 = e−N̄/2
∑

N

N̄N/2eiNφ√
N !

|ΨN 〉, (1.4)

with average total number N̄ and phase φ, one obtains, if N̄ ≫ 1,

〈ψ̂(r)〉 ≃ M̄(r)eiφ, (1.5)

where the M̄(r) =
∑

N |cN |2MN (r) is the mean value of the matrix element with respect to the

total number distribution.

Using |ΨN〉 (|Ψ(N̄ ;φ)〉), one can construct a number (phase) representation for the many-

body states of the system, where the total number operator N is conjugate to the phase operator

φ, insofar as N corresponds to −i ∂∂φ , and φ to i ∂∂N . This enables us to write the equations for

the average values of N and φ:

~
d

dt
〈N〉 = 〈∂H

∂φ
〉 (1.6)

~
d

dt
〈φ〉 = −〈∂H

∂N
〉. (1.7)

If we are in a superfluid state, the average value is to be taken over a coherent state (1.4) with

some N̄ and phase φ0. In the limit of N̄ ≫ 1, the fluctuations of number and phase can be

neglected, and we are left with two equations for N̄ and φ0, which are of uttermost importance

for superfluids:

~
dN̄

dt
=
∂E

∂φ0
(1.8)

~
dφ0

dt
= − ∂E

∂N̄
= −µ, (1.9)
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where we adopted the standard relation µ = ∂E
∂N̄

connecting the energy E and the chemical

potential µ. In the following, we will drop the N̄ notation, and use simply N .

Let us start with the current equation (1.8). Since the properties of an isolated quantum

system must be independent of global phases, the total particle number N of a superfluid is

conserved in absence of coupling to other systems. On the other hand, when two pieces of

superfluid S1 and S2, with phases φ1 and φ2, are connected, the particle number in each of

them can change in time. It is very instructive to consider these two parts as belonging to a

larger superfluid reservoir. According to our definition of superfluidity, the reservoir must be

phase coherent as a whole, that is, be described by something like a coherent state (1.4), with a

global phase φ. This implies that the coupling energy EJ between S1 and S2 must i) depend on

∆φ = φ1 − φ2, and ii) have a minimum when ∆φ = 0. Now, using Eq. (1.8), and neglecting the

coupling to other elements of the reservoir2, we can write the total flux as:

dN1

dt
= −dN2

dt
=

1

~

∂EJ

∂∆φ
. (1.10)

If S1, S2 were two macroscopic reservoirs connected by some link, the above equation would

describe the usual Josephson current across the link used for originally for superconductors [42].

However, let us once again consider the case where S1 and S2 are two infinitesimal neighboring

pieces of a superfluid reservoir, and rewrite Eq. (1.10) for the current in the spatial continuum

limit:

J =
1

~

δEJ[f,∇φ]

δ∇φ
, (1.11)

where J is the current, and now the energy EJ[f,∇φ] is a functional of the phase gradient and of

the amplitude f . Since EJ must have a minimum when |∇φ| = 0, we can approximately write:

EJ[f,∇φ] ≃
∫

d3rE(f)|∇φ|2, and thus:

J =
2

~
E(f)∇φ. (1.12)

Eq. (1.12) shows that a stationary current can be sustained by a spatially varying phase, which,

as we claimed at the beginning of this chapter, is one striking manifestation of superfluidity.

Moreover, the current (1.12) can be rightfully called a supercurrent, since it can exist in absence

of any external drive, as one can see from Eq. (1.9). The latter, often referred to as the Josephson-

Anderson relation, tells us indeed that the phase difference between the two superfluid elements

S1 and S2 must change in time in presence of a chemical potential difference:

d∆φ

dt
= −∆µ

~
, (1.13)

2including this coupling in the reasonment is not important for what is discussed here
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which also means that no chemical potential difference must be present in the system in the

steady state. In the spatial continuum limit, the above relation reads:

~
d∇φ

dt
= F, (1.14)

where F is the total force acting on the particles. We immediately see that a stationary current

in Eq. (1.12), implying a stationary gradient of the phase, in turn means, by Eq. (1.14), F = 0:

no net force applied to the system. The Josephson-Anderson relation provides also a definition

of the velocity of a superfluid particle. Since F = dp/dt = mdv/dt, we have by Eq. (1.14):

vs =
~

m
∇φ. (1.15)

The Josephson-Anderson relation (1.14), through the identity (1.15), shows how superfluid par-

ticles accelerate without friction in presence of any external drive. This identity3 can also be

substituted in the equation for the supercurrent (1.12), in order to link the coupling energy EJ

to the superfluid density ns:
δ2EJ

δ|∇φ|2 =
~

2

2m
ns (1.16)

Let us conlude this general section with some remarks. All the arguments provided so far

are based on the definition of a superfluid as a system which tends to preserve phase coherence

on a macroscopic scale. We formalized this statement by assuming that the many-body state of

the system was a coherent state of the form (1.4). As Anderson notes, an indication that such

kind of states are actually the ones occuring in superfluids comes directly from the existence

of the coupling energy EJ. Indeed, let us consider two coupled pieces of superfluid S1 and S2,

respectively in quantum states |Ψ1〉 and |Ψ2〉, and calculate the kinetic energy matrix element

for the transfer of one particle from S1 to S2:

(〈Ψ1| ⊗ 〈Ψ2|)K̂(|Ψ1〉 ⊗ |Ψ2〉) =
∑

N1,N2

c∗N1+1cN1c
∗
N2−1cN2K12, (1.17)

where K̂ is the kinetic energy operator, and K12 = (〈ΨN1| ⊗ 〈ΨN2|)K̂(|ΨN1〉 ⊗ |ΨN2〉) is its

matrix element on states with fixed total number of particles. We see that the kinetic energy

gain from the transfer of particles between the two pieces of superfluid is maximal when the

many-body state of S1,2 is a coherent state (1.4). In other words, the existence of a coupling

favors the presence of macroscopic phase coherence, by creating many-body states of the form

(1.4).

3we will not discuss here to what extent vs does correspond to an actual superfluid particle velocity [7]
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It is important to note that the existence of a superfluid in the way defined here, seems to

necessarily imply the existence of supercurrents of the kind (1.12). Indeed, macroscopic phase

coherence requires a coupling energy which is minimum when the phase difference between two

superfluid elements is zero, which in turn means the existence of currents (1.12). The backward

implication seems also to hold, since having a stationary current, i.e. dN/dt 6= 0 in a stationary

state4, requires the existence of a meaningful phase, being the latter the variable dynamically

conjugated to the number through ∂EJ/∂φ.

In this section, we have derived on general grounds the two basic equations which govern

superfluid transport, namely, the current equation (1.12) and the Josephson-Anderson relation

(1.13). As we shall discuss below, these two equations explain Josephson physics in both the

stationary regime (the phase does not change in time), referred to as the dc effect, and the

non-stationary regime, known as ac effect. They can be used to describe Josephson effects

in both superfluid bosonic liquids like 4He, superfluid fermionic liquids like 3He [70], and in

superconductors [13, 58, 57].

1.2 Superfluid hydrodynamics and equation for the order

parameter

In the previous section, we showed that phase and number are conjugate operators, and that,

as a consequence of phase coherence (i.e. the presence of a finite BEC fraction), the equations

for their mean values are meaningful and given by Eqs. (1.8) and (1.9). Let’s consider the

generalization of Eq. (1.9) to a non uniform system, with the assumption that the energy is a

functional of the particle density n(r) only. This means in particular that we are neglecting the

quantum kinetic energy coming from the curvature of the density, known as quantum pressure,

which is related to zero point motion and not to particle transport. This approximation, in the

context of dilute BECs, is often referred to as Thomas-Fermi approximation.

It is clear then that this local density approximation will be valid when the density variations

we want to describe are sufficiently slow. Thus we can write:

∂φ(r, t)

∂t
= −1

~

δE

δn(r)
=
∂ε(n)

∂n
, (1.18)

4here dN/dt 6= 0 because we are considering only two coupled superfluid volumes. A completely stationary

situation can be obtained in presence of a current generator [7], or by considering an two semi-infinite reservoirs

(see below)
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where ε(n) is the energy density. If we want to consider a superfluid having a non-zero velocity

field, the energy density can be calculated using a Galilean transformation, based on the approx-

imation that the fluid can be considered locally uniform, which restricts this derivation to slowly

varying velocity field [76, 72]. The energy density is then:

ε(n) = ε0(n) +
1

2
mnv2, (1.19)

where ε0(n) is the internal energy of the fluid, and v(r) is the local superfluid velocity field.

Notice that we are always assuming that the system is at zero temperature, otherwise, the

contribution of thermal excitations to the internal energy would need to be included, as well

as the Galilean term p · v, where p is the momentum carried by the excitations. Therefore,

when both the density and the superfluid velocity are slowly varying, by taking the gradient of

Eq. (1.18), we get:

m
∂v(r, t)

∂t
= −∇

(

µ0(n) +
1

2
mv2

)

, (1.20)

where we used the identity (1.15). Here µ0(n) = ∂ε0
∂n is the local chemical potential. The above

equation is exactly equivalent to the Euler equation for non-viscous classical isentropic flow [46],

plus the irrotationality condition:

∇ × v =
~

m
∇ × ∇φ = 0, (1.21)

coming from the fact that superfluid currents are induced by phase gradients. Eq. (1.20), plus

the continuity equation:
∂n

∂t
+ ∇(nv) = 0, (1.22)

expressing the conservation of mass, constitute what we shall call the superfluid hydrodynamic

equations. It’s interesting to observe that the conditions allowing for such description of a

superfluid are much different from the ones allowing for the same description of an ordinary liquid.

Indeed, in the case of a superfluid, hydrodynamic approximation assumes that the variations of

the density and velocity field we want to consider are slower than the characterstic length/time

scale over which the superfluid density changes. These characteristic scales are set by the so

called healing length and by the chemical potential, which are both depending on the particle

interactions. On the other hand, the usual assumption underlying a hydrodynamic description

of an ordinary liquid is that the collisions between particles are frequent enough that thermal

equilibrium is locally achieved much faster that the time scale of the variation we want to describe,

and also that these variations take place on a length scale much larger than the smallest distance

over which thermal eqilibrium is possible.
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The hydrodynamic equations can be applied to strongly correlated superfluids, like helium

II, once the equation of state is known. A less widely applicaple but much simpler approach is

to solve equations for the order parameter. The definition of superfluidity given above is indeed

based on the existence of a non-zero order parameter (1.1). As shown by Ginzburg and Landau,

one can write phenomenological equations for the order parameter which can be used to describe

the system’s stationary properties, and the second order phase transition to the superfluid state.

The Ginzburg-Landau (GL) equation for an order parameter Ψ(r) of an uncharged system reads:

ξ2∇2Ψ(r) + (
|Ψ(r)|2

Ψ2
0

− 1)Ψ(r) = 0, (1.23)

where Ψ0 is a fixed value of the order parameter (like the bulk value of the density at some

temperature), and ξ is the characteristic distance over which the order parameter varies, corre-

sponding to the healing length introduced above. Within GL theory, the healingh length diverges

close to the critical temperature Tc like |T − Tc|−1/2. As we have seen, the modulus of the order

parameter describes the condensate fraction, which can involve only a tiny (but finite) part of the

superfluid. Therefore, when applied to superfluid helium or superconductors, the GL equation is

sufficiently accurate only in some temperature region close to the critical transition temperature

Tc. As we shall see later, in the case of ultracold gases of bosonic atoms, the equation for the

order parameter can be derived from the full many-body theory in the dilute limit, and proves

very accurate to describe both stationary and also the dynamical properties of dilute BEC.

1.3 Current-phase relation and weak links

In general, Josephson effects are observed with two coupled superfluid5 reservoirs, forming what

is usually called a Josephson junction. We have seen from Eq. (1.10) that a constant phase

gradient across a superfluid system corresponds to a stationary current, and this is known as dc

Josephson effect. It is clear that there will be a relation between the current J flowing across the

junction and the phase difference ∆φ between the two macroscopic reservoirs. The current-phase

relation J(∆φ) also determines the dynamics in a Josephson junction once the phase evolution

∆φ(t) is known, that is, by Eq. (1.13), once the chemical potential difference between the two

reservoirs is known as a function of time. The supercurrent oscillation in time in presence of

a chemical potential difference is generically referred to as ac Josephson effect. Therefore, the

current-phase relation provides fundamental informations about the superfluid transport between

5unless specified, by superfluid we will indicate both superfluid helium and superconductors
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Fig. 1.1: Various kinds of superconducting junctions. Figure taken from [57]. (a) Tunnel junction.

(b)-(h) Weak links: (b) sandwich, (c) proximity effect bridge, (d) ion-implanted bridge, (e)

Dayem bridge, (f) variable thickness bridge (g) point contact (h) blob-type junction. Here S

stands for superconductor, S’ for a superconductor with lower critical current, N for normal

metal, SE for semiconductor, and I for insulator.

Fig. 1.2: Superfluid weak links. Figure taken from [86]. (a) Single aperture. (b) Slit. (c) Aperture

array. Here ξ indicates the superfluid healing length.

the two reservoirs. It will depend on the particular characteristics of the junction, as well as, of

course, on the equation of state of the fluid under consideration.

The coupling between two superfluid reservoirs can be realized in different ways, the most

famous of which is the tunnelling junction, originally used to observe Josephson effects, where the
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Fig. 1.3: Change of the order parameter 〈ψ̂(r)〉 across the junction between two superfluid reservoirs

S1 and S2. The plot show trajectories in the complex plane. The figure is made using Fig.3

in [57]. (a) Typical trajectory corresponding to current J 6= 0. (b) Trajectory with no phase

change ∆φ = 0, J = 0. (b) Trajectory with ∆φ = π, J = 0. Here the modulus of the order

parameter is zero inside the junction.

two reservoirs are connected by a region where conduction is possible only through tunnelling.

Such configuration was realized originally using an insulating film between two superconductors,

as shown in Fig. 1.1(a) [57]. However, Josephson effects can be also studied using non-tunnelling

junctions, which can all be gathered in the “weak link” category. This broad class essentially

indicates a constriction for the particle flow between the two reservoirs, that is, a portion of a

superfluid/superconductor which has different transport properties with respect to the rest of

the system [57]. A weak link has many implementations in superconductors (Fig. 1.1(b)-(h)),

among which the Dayem bridge configuration (Fig. 1.1(e)) most closely resembles the superfluid

helium weak link, where the connection between the two reservoirs is provided by apertures on

impenetrable walls, as shown in Fig. 1.2 [70, 97].

The current-phase relation J(∆φ) has some general properties which do not depend on the

particular fluid equation of state, or the choice of the junction [57]. First of all, since a superfluid

must possess a non-zero order parameter, defined in Eqs. (1.1)-(1.5), gauge invariance implies

that the current-phase relation is 2π-periodic:

J(∆φ) = J(∆φ + 2πν), ν ∈ Z. (1.24)

Second, the J(∆φ) must be zero in absence of phase gradients across the junction, that is, when

∆φ = 0 or ∆φ = π, which both correspond to no change in the phase angle across the junction,
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Fig. 1.4: Examples of current-phase relations J(∆φ). (a) Single-valued diagram. (b) Multivalued

diagram.

as depicted in Fig. 1.3. Thus:

J(νπ) = 0, ν ∈ Z. (1.25)

Since, as evident from Eq.(1.12), a change in sign of the phase difference produces just an

equal but reversed supercurrent, then J(∆φ) must be symmetric with respect to the origin:

J(∆φ) = −J(−∆φ). (1.26)

Two typical examples of current-phase relations are shown in Fig. 1.4. One important feature

characterizing a current-phase diagram is the critical current Jc, that is, the highest stationary

current possible in that particular junction. This is related to the problem of superfluid instability

which will be the object of chapter 2. Fig. 1.4(a) depicts a single-valued current-phase relation,

while Fig. 1.4(b) shows a multivalued one. The latter category, often referred to as reentrant

diagrams, is characterized by the existence of more than one value of the current corresponding

to the same phase difference. Reentrant phase diagrams, as we shall discuss, are very interesting

since they give rise to a completely different dynamics of the ac Josephson effect.

1.4 Two extreme cases:

ideal Josephson junction and hydrodynamic junction

We will now describe the current-phase relation for two particular kinds of junction which show

two completely opposite transport regimes: an ideal Josephson junction and a hydrodynamic

junction.
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The essence of an ideal Josephson junction is very well captured by a simple model. Consider

two coupled superfluid reservoirs S1 and S2, described by spatially constant order parameters

ψj = fje
iφj , j = 1, 2, joined by a junction where superfluidity is somehow suppressed, so that

both order parameters are very small in this region. This implies that inside the junction the

kinetic energy dominates over other energy scales. We can see this by taking the GL equation

(1.23), and considering a junction region of size d, so that the kinetic term in the equation is

of order (ξ/d)2, where ξ is the bulk healing length and Ψ2
0 the corresponding density. If d ≪ ξ,

very narrow junction, the kinetic term dominates over all the other terms, so that for the order

parameter Ψ inside the barrier region we can simply solve the equation:

∇2Ψ(r) = 0, (1.27)

with the boundary conditions in the bulk at the two sides of the junction 6 Ψ(r) = fje
iφj , r ∈ Sj .

This problem has a unique solution [8]:

Ψ(r) = χ(r)f1e
iφ1 + (1 − χ(r))f2e

iφ2 , (1.28)

where χ(r) is a real function satisfying the equation ∇2χ(r) = 0 with boundary conditions χ(r) =

1, r ∈ S1, χ(r) = 0, r ∈ S2. The kinetic energy can therefore be expressed as E = EQ + EJ,

where EQ = (~2/2m)
∫

d3r(∇f)2 is the quantum pressure, and EJ = (~2/2m)
∫

d3rf2(∇φ)2 is

the coupling energy (see Eq. (1.10)). Here f is the modulus of Ψ, and φ its phase. We can then

calculate the current using Eq. (1.11), to get:

J =
1

~

δEJ[f,∇φ]

δ∇φ
=

~

m
f2

∇φ =
~

m
f1f2(∇χ) sin(∆φ). (1.29)

The current at every point inside the link depends sinusoidally on the total phase difference ∆φ

across the junction, and so will do the total flux across the junction.

J(∆φ) ∝ sin(∆φ) (1.30)

This sinusoidal current-phase relation is a signature of the ideal Josephson regime. This was

the situation in which ac josephson oscillations where first observed with superconducting SNS

junctions, where, under the influence of an external drive, the current was observed to oscillate

sinusoidally during time [57]. What we have shown above tells us that, in order to have ideal

Josephson regime, it is not actually necessary to have a non-superfluid layer separating the two

6Since we refer here to a general three dimensional problem, a further boundary condition must be imposed.

Namely, that the current component normal to the boundary of the system must be zero [57].
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superfluid reservoirs which would then be coupled by tunneling, but it is sufficient to have a

junction where the order parameter is strongly suppressed. We have seen that in this case the

coupling happens through the interference of the two wavefunctions (Ψ is indeed a superposition

of two order parameters) corresponding to the two reservoirs, which overlap inside the junction.

Therefore, ideal Josephson sinusoidal oscillations would be possible also in a generic weak link

where there is no tunnelling transport through a barrier.

A hydrodynamic junction is instead realized when the healing length is much smaller than

all other length scales in the system, which allows to describe the junction with the Eqs. (1.20)

and (1.22), thereby neglecting the quantum pressure term. In a superfluid, this is possible when

the interactions among the particles are strong enough. In this situation, tunneling transport

through a barrier is obviously forbidden. Therfore, a hydrodynamic junction must be realized

using a weak link.

Let us consider, as an example, two superfluid reservoirs S1 and S2 connected by an orifice

of radius R [7], the typical weak link used with superfluid helium. Assume that the fluid is

incompressible, so that the density n is constant all over the system, and let the phases in the

bulk of S1 and S2 be φ1 and φ2, respectively. The continuity equation (1.22) becomes, in the

stationary case, simply:

∇v = ∇2φ = 0, (1.31)

where we used the identity (1.15). Using oblate spheroidal coordinates, one can solve the problem

analytically, to get the total flux across the orifice:

J =

∫

A

dσv⊥ = 2n
~R

m
∆φ, (1.32)

where A is the area of the orifice, v⊥ is the velocity component normal to the orifice plane, and

∆φ = φ1 − φ2. This shows that a hydrodynamic junction in characterized by a linear current

phase relation which, including the periodicity required by gauge invariance, reads:

J(∆φ) =
2n~R

m
(∆φ+ 2νπ), ν ∈ Z. (1.33)

This purely hydrodynamic current-phase relation does not have the property (1.25), since J(∆φ)

crosses zero only in correspondence of multiples of 2π. As we shall discuss later, this is due to

the fact that the hydrodynamic approximation neglects the quantum pressure, thereby missing

one branch of the current-phase diagram.

This purely hydrodynamic current-phase relation is an extreme case of the reentrant diagram

category introduced above. As anticipated, this class of hydrodynamic junctions behaves in
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a completely different way under the influence of an external drive (ac Josephson effect), with

respect to tunnelling junction. Generally speaking, a tunnelling junction is such that the ac effect

can be thought of as an adiabatic change of phase difference, induced by the chemical potential

difference according to the Josephson-Anderson equation (1.13). In this way, running through

equilibrium states, the system moves smoothly along the whole sinusoidal phase diagram, and

correspondingly the current oscillates back and forth with a frequency fixed by ∆µ. On the other

hand, looking for instance at the reentrant current-phase relation in Fig. 1.4(b), we see that no

such adiabatic evolution is possible, since the phase difference can be increased smoothly only

up to a critical value at which, in order to further increase ∆φ, the current must jump. This

jump takes place through the very important phase slip mechanism, first discussed by Anderson

[7], by which the phase difference across the junction changes by 2π, and the current drops

by a quantized amount. Microscopically, the 2π phase change is due to a vortex crossing the

flow, which takes the energy away from the superfluid current. Phase slippage is a fundamental

mechanism for superfluid flow dissipation, and we will discuss it in larger detail in chapter 2.

The ideal ac Josephson effect, characterized by the sinusoidal oscillation of the current, was

much more difficult to observe with helium than with superconductors. The reason for this

being the extremely small healingh length (order of the the Å), making it very difficult to sup-

press superfluidity within the orifice. In other words, helium is typically “very hydrodynamic”.

Indeed, the first macroscopic quantum interference experiment demonstrating an ac Josephson

effect was performed in the hydrodynamic phase-slip regime (reentrant current-phase relation)

by Varoquaux, Avenel and Meisel in 1987 [97], using 4He flowing through an orifice. The ac

effect in the ideal josephson regime, with a sinusoidal current-phase relation, was first observed

one year later with 3He [10]. Ten years after, Packard’s group observed the full crossover between

ideal Josephson and hydrodynamic regimes using 3He [11], and almost after ten other years using

4He [33].

1.5 Superfluid dilute bosonic gases

and the Gross-Pitaevskii equation

Let us now turn to our system of interest, that is, ultracold dilute gases of bosonic atoms.

As anticipated, due to their diluteness, these so called BECs allow for a simple theoretical

description, since i) at the typical temperatures the condensate fraction is very large, and it is
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thus reasonalble to neglect quantum and thermal fluctuations, ii) the interatomic interactions are

governed by two-body collisions at low energy, and characterized only by the s-wave scattering

length as. Under this conditions, the equation for the oder parameter ψ can be derived from the

full many-body Hamiltonian, as we shall briefly outline next [75, 74, 23, 76, 72]. The Heisenberg

equation for the field operator ψ̂ describing N interacting bosons of mass m reads:

i~
∂

∂t
ψ̂(r, t) =

[

− ~
2

2m
∇2 + Vext(r) +

∫

d3r′ψ̂†(r′, t)V (r′ − r)ψ̂(r′, t)

]

ψ̂(r, t), (1.34)

where Vext is the external potential while V is the interaction potential. Writing the field operator

as

ψ̂(r, t) = ψ(r, t) + δψ̂(r, t) ≃ ψ(r, t), (1.35)

where the last equality comes from neglecting the depletion of the condensate according to i).

The approximation (1.35) is consistent with the use of an effective potential to substitute the

bare interaction potential V :

V (r − r′) → gδ(r − r′), (1.36)

where δ(r) is the Dirac delta, and g = 4π~
2as/2m is the effective interaction coupling for the

relevant scattering processes as of ii). Then by substituting Eq. (1.35) in the Heisenberg equation

(1.34), we get the Gross-Pitaevskii (GP) mean-field equation for the order parameter ψ:

i~
∂

∂t
ψ(r, t) =

[

− ~
2

2m
∇2 + Vext(r) + g|ψ(r, t)|2

]

ψ(r, t). (1.37)

The diluteness condition, which is necessary for the above approximations to be valid, is enforced

when the average number of particles in a scattering volume |as|3, given by n̄|aS |3 with n̄ the

average density, is sufficiently smaller than one. It is important to stress that diluteness does

not imply small deviations from the ideal gas behavior, since the ratio of the interaction term to

the kinetic term in the GP equation is estimated by Nas/l, where l is the typical length scale

set by the external potential Vext which confines the atoms. This ratio can be large even in the

dilute limit, with typical number of atoms ranging from 103 to 106.

1.6 Current-phase relation of a dilute ultracold bosonic gas

flowing through a weak link

This section is based on the work: Current-Phase relation of a Bose-Einstein

condensate flowing through a weak link, F.P., L. A. Collins [Theoretical Divi-

sion, Mail Stop B214, Los Alamos National Laboratory, Los Alamos, New Mexico
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87545 ], and A. Smerzi [INO-CNR, BEC Center, and Dipartimento di Fisica, Via

Sommarive 14, 38123 Povo, Trento, Italy], published in Phys. Rev. A 81, 033613

(2010).

As discussed in section 1.3, the study of the current phase relation provides very important

informations about the nature of transport of a superfluid across a given junction. While the

are several measurement of the current-phase relation performed with superfluid helium and

superconductors, the effort is still to be made using dilute BECs. In the context of ultracold

dilute gases, raising a repulsive penetrable barrier across the flow, created for instance using a

laser beam, yields a weak link configuration. For instance, with BECs, Josephson effect(s) have

been theoretically studied [89, 65, 102, 4] and experimentally demonstrated using multiple well

traps [18, 3, 55].

We have seen that a weak link configuration can be modelled very generally upon taking a

portion of a superfluid to have different conduction properties with respect to the rest of the

system. Two pieces of superconductor joined by a third superconducting region with a smaller

coherence length provide one example, whose current-phase relation in one dimension has been

studied with the GL equation [12]. The latter has also been employed to study the current-phase

relation of a one dimensional superconducting weak link, modelled by an effective external delta

potential [91]. With ultracold atoms, on the theoretical site, the current-phase relation has been

studied for a flow through a repulsive square well with fermions across the BCS-BEC crossover by

means of one dimensional Bogoliubov-de Gennes equations [92], for weak barriers with bosons in

a local density approximation (see section 2.2), and for fermions on the BEC side of the crossover

using a nonlinear Schrödinger equation approach [5].

1.6.1 Overview of the main results

Our goal is to study the current-phase relation of a dilute BEC flowing through a repulsive

barrier of variable size and strength. The weak link configuration, and in turn the current-phase

relation, is fixed by the barrier height with respect to the chemical potential and by the barrier

width with respect to the healing length. We solve a one-dimensional GP equation, but the

results presented in the following are not just relevant for ultracold dilute bosonic gases, but also

include the essential features of current-phase relations of superconducting or superfluid He-based

weak links, when governed by the Ginzburg-Landau equation. For any barrier width, we find

that in the limit of zero barrier height, the current phase relation tends to j(δφ) = c∞ cos(δφ/2),
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with c∞ being the bulk sound velocity. We shall see that this corresponds to the phase across a

grey soliton at rest with respect to the barrier. On the other hand, if the barrier height is above

the bulk chemical potential at zero current, the limit of tunneling flow is reached either when

the barrier height is much bigger than the bulk chemical potential at zero current or when the

barrier width is much larger than the bulk healing length. In this regime, we recover the the

usual Josephson sinusoidal current-phase relation j(δφ) = jjos sin(δφ) , and obtain an analytical

expression for the Josephson critical current jjos as a function of the weak link parameters.

For barriers wider than the healing lenght inside the barrier region, we observe two families

of multivalued current-phase relations. The first family of reentrant diagrams corresponds to

the one introduced before (see Fig. 1.4(b)), already studied and discovered for superconductors

and superfluid helium. It is characterized by a positive slope of the current when the phase

difference is close to π, thereby reaching a phase difference larger than π at least for small

currents. The second family of multivalued diagrams, appearing at a smaller barrier height,

has instead a negative slope of the current close to π, and in some cases can remain within

the 0 − π interval across the whole range of currents. As discussed in sections 1.3 and 1.4, the

first kind of reentrant behavior was proven to be connected to the onset of phase-slippage in

the ac Josephson effect, as opposed to the sine-like current oscillations observed in the ideal

Josephson regime. Therefore, the second kind of reentrant current-phase relation discovered

here might be connected to the appearance of new features in the ac Josephson dynamics. We

finally illustrate how the multivaluedness characterizing both families of reentrant current-phase

relations is always due to the competition between a hydrodynamic component of the flow and

a nonlinear-dispersive component, the latter due to the presence of a soliton inside the barrier

region. The two components can coexist only for barriers wide enough to accomodate a soliton

inside. In this spirit, we develop a simple analytical model which describes very well reentrant

regimes of current-phase diagrams.

1.6.2 The model

We consider a dilute BEC flowing through a repulsive rectangular potential barrier. We look for

stationary solutions of the one-dimensional GP equation for the order parameter Ψ(x):

− ~
2

2m
∂xxΨ + Vext(x)Ψ + g|Ψ|2Ψ = µΨ, (1.38)

where Ψ(x) =
√

n(x) exp[iφ(x)] is the complex order parameter of the condensate, µ is the

chemical potential, and as > 0. Here n is the condensate density which, for dilute BECs, will be
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very close to the total atom density (see section 1.5). The order parameter phase φ(x) is related

to the superfluid velocity via v(x) = (~/m)∂xφ(x) (see Eq. (1.15)). The piecewise constant

external potential describes the rectangular barrier of width 2d and height V0:






Vext(x) = V0 , |x| ≤ d ,

Vext(x) = 0 , |x| > d .
(1.39)

We consider solutions of Eq. (1.38) which are symmetric with respect to the point x = 0, thereby

discarding situations in which a reflected wave is present. A zoo of solutions for both attractive

and repulsive square wells is presented in [48]. Symmetric solutions in the presence of a barrier

exist due to the nonlinearity in the GPE. Indeed, solutions of the linear Schrödinger equation in

presence of a repulsive barrier have always a reflected wave upstream. This point illustrates quite

well how nonlinearities, and in turn interactions, are crucial for the existence of stable stationary

currents in presence of obstacles. This aspect will be discussed in more detail in chapter 2.

We further restrict our analysis to subsonic flows v∞ ≤ c∞, with c∞ =
√

gn∞/m being

the sound velocity for a uniform condensate of density n∞. As boundary conditions, we fix the

condensate density n∞ and velocity v∞ at x = ±∞, thereby determining the chemical potential

µ = gn∞ + 1
2mv

2
∞. Using the relation Ψ =

√
n exp[iφ], Eq. (1.38) can be split into a continuity

equation, enforcing a spatially constant current j = n(x)v(x) = n∞v∞, and an equation for the

density:

µ = − ~
2

2m

∂xx
√
n√

n
+
mj2

2n2
+ Vext(x) + gn , (1.40)

where we have used the continuity equation v(x) = j/n(x) to eliminate the velocity. The solution

n(x) of Eq. (1.38) is expressed in terms of Jacobi elliptic functions [61, 47, 83, 56, 12]. Due to

symmetry, we need only consider half of the space x > 0. The solution outside the barrier x > d

becomes

nout(x) = n∞ −A∞ +A∞tanh2

[
√

mg

~2
A∞(x− d) + x0

]

, (1.41)

where x0 = arctanh
√

(nd −mv2
∞/g)/A∞, A∞ = n∞ −mv2

∞/g ≥ 0, and nd is the density at the

barrier edge x = d. The solution inside the barrier x < d is:















n1(x) = n0 +A1
sn2[b1x, k1]

cn2[b1x, k1]
, ∆ ≥ 0 and A1 ≥ 0 ,

n2(x) = n0 +A2
1 − cn[b2x, k2]

1 + cn[b2x, k2]
, else ,

(1.42)

where n0 is the density at x = 0,

∆ = (n0 − 2µ̃/g)2 − 4mj2

gn0
(1.43)
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Fig. 1.5: Typical solutions for a barrier with width 2d = 4ξ∞, V0 = 0.4gn∞, and j = 0.3c∞n∞. Density

(upper panel) and phase (lower panel) as a function of position are shown for both the upper

and the lower solution, corresponding to black and green (light gray) solid lines, respectively.

Dashed lines in the lower panel correspond to the phase accumulated by a plane wave in

absence of barrier.

with

µ̃ = µ− V0, (1.44)

and A1 = 3n0/2 − µ̃/g −
√

∆/2, A2 =
√

2(n2
0 − n0µ̃/g +mj2/2gn0). Finally, the parameters

entering the Jacobi sines sn and cosines cn are b1 =
√

mg(
√

∆ +A1)/~2, k1 = (
√

∆/(
√

∆ +

A1))
1/2, and b2 =

√

4mgA2/~2, k2 = ((A2 −A1 −
√

∆/2)/2A2)
1/2.

Given n∞ and v∞, we are left with two free parameters: n0 and nd. These are determined by

matching the density and its derivative at the barrier edge x = d. First, the derivative matching

condition, enforced using the first integral of Eq. (1.40), allows us to write nd as a function of

n0 for any value of ∆:

nd =
g

2V0

[

n2
∞ + n2

0 +
mv2

∞n∞
g

(2 − n∞
n0

) − 2
µ̃

g
n0

]

. (1.45)

The density matching equation nd = ni(d) (i = 1, 2) is then solved by a numerical root finding

method, yelding n0.
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Two bounded solutions are always found, an example is given in the upper panel of Fig. 3.2.

In general, the two solutions can both correspond to a positive ∆, both to a negative ∆, or one to

a positive and the other to a negative ∆. For a superconductor flowing through a repulsive one

dimensional delta potential barrier, it has been shown with GL equation that the two solutions

become a plane wave and a soliton when the strength of the barrier goes to zero [91]. With a

repulsive square well potential, we find the same behavior for our GP solutions. In the following,

the solution which tends to a plane wave for V0 → 0 will be referred to as “upper solution”,

while the one tending to a grey soliton will be called “lower solution”. The study of the stability

of the two solutions would not be made here. This issue has been considered in [31], using GP

equation in the case of a repulsive delta potential barrier.

For given barrier parameters V0 and d, and at a fixed density at infinity n∞, the solutions

exist up to a critical injected velocity v∞ = vc < c∞, at which they merge and disappear. This

was also found in the case of a repulsive delta potential in [31]. Similarly, in [48], the same kind

of merging was reported for a one-dimensional BEC flow through a repulsive square well, when

the width of the latter increases.

1.6.3 Current-phase relation

The current-phase relation j(δφ) only depends on the properties of the weak link, in our case

the barrier height V0 with respect to the chemical potential, and the width 2d with respect to

the healing length. For a fixed current j = v(x)n(x), the phase difference across the system

is calculated using the relation φ(x) =
∫ x

dy(m/~)j/n(y) and then renormalized by the phase

accumulated by the a plane wave with the same boundary conditions in absence of barrier (see

lower panel in Fig. 3.2). Two different values of δφ are found, corresponding to the upper and

lower solutions.

In this subsection, we will use dimensionless quantities, employing the chemical potential at

zero current gn∞ as the unit of energy, the bulk healing length ξ∞ = ~/
√

2mgn∞ as the unit of

length, and ~/gn∞ as the unit of time. Exploiting the symmetry of the system about x = 0, the

phase difference can be written as

δφi = lim
x→∞

[

∫ d

0

dy
j

ni(y)
+

∫ x

d

dy
j

nout(y)
− jx

n∞

]

, i = 1, 2, (1.46)

where the third term is the renormalization coming from the phase difference accumulated by
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Fig. 1.6: Current-phase relation for a barrier with half width d = 0.5ξ∞ (left panel) and d = 3ξ∞ (right

panel), for different barrier heights V0 (see insets). The arrows sketch the behavior of the

maximum of the curves upon increasing V0.

the plane wave in absence of barrier. The limit can be calculated using Eq. (1.41), yielding

δφi =

∫ d

0

jdy

ni(y)
− jd+ 2

[

arcsin(
j

√

2ni(d)
) − arcsin(

j√
2
)

]

. (1.47)

The first two terms in Eq. (1.47) correspond to the phase acquired inside the barrier while the

third, which we can call the pre-bulk term, gives the phase accumulated outside the barrier,

where the density has not yet reached its bulk value n∞. For simplicity, we have chosen n∞ = 1.

In Fig. 3.3, the current phase relation is shown for different barrier widths and heights. Each

curve has a maximum at the point (δφc, jc), with jc = n∞vc being the critical current at which

the two stationary solutions merge and disappear. The upper solutions constitute the part of

the current-phase diagram which connects the maximum with the point (δφ = 0, j = 0), while

the lower ones belong to the branch connecting the maximum to the point (δφ = π, j = 0).

Indeed, we will now show that, for any d and V0 → 0, the upper branch tends to a plane

wave, while the lower branch tends to a grey soliton. In order to have a finite nd in this limit,

25



the term in square brackets in Eq. (1.45) must tend to zero, yielding a cubic equation with two

coincident solutions n0 = 1 and a third n0 = j2/2, where we have set n∞ = 1 for simplicity. For

n0 = 1 we have ∆ = (1 − j2/2)2 ≥ 0, corresponding to the plane wave solution n1(x) = n0 = 1.

For n0 = j2/2 we obtain instead ∆ = 0, A1 = j2/2 − 1 < 0, corresponding to a grey soliton

solution n2(x) = n0 + (1− n0) tanh2(
√

1/2 − n0/2x). Therefore, in this limit δφ1 = 0 for any j,

meaning that the upper branch is actually a vertical line, while for the lower branch we have

cos(
δφ

2
) =

j√
2
. (1.48)

This curve has a maximum at δφ2 = 0, corresponding to j =
√

2, that is, the sound velocity c∞

in dimensionless units.

The arrows in Fig. 3.3 sketch the behavior of the maximum of the current-phase relation

(δφc, jc) as the height V0 is increased at a fixed barrier width 2d. For any width, the current-

phase diagram initially takes a cosine-like shape (Eq. (1.48)) when V0 ∼ 0 (red squares in

Fig. 3.3). On the other hand, it tends to a sin(δφ) shape for sufficiently large V0, indicating the

entrance in the Josephson regime of tunneling flow, as we shall discuss later (blue triangles in

Fig. 3.3). Between these two limits, the behavior of the maximum is determined by the barrier

width. For thin barriers (d . ξ∞), as shown in the left panel of Fig. 3.3, the point (δφc, jc)

moves down-right, reaching the Josephson regime still keeping δφc always smaller than π/2. For

sufficiently wider barriers instead, during the down-right displacement of the maximum δφc is

able to reach values larger than π/2 above some V0. The maximum then moves down-left to

finally enter the Josephson regime, as shown in the right panel of Fig. 3.3. We note that in this

way, while V0 is increased, the phase δφc takes the value π/2 twice, but only the second time

entering the Josephson regime with a sinusoidal current-phase relation. The first time (orange

diamonds in the right panel of Fig. 3.3) the flow is not yet in the tunneling regime since V0

is much smaller than the chemical potential. Indeed, the current-phase relation is symmetrical

with respect to π/2, but not sinusoidal.

1.6.4 Ideal Josephson regime

As described in the previous subsection, for strong enough barriers the flow enters the tunneling

regime, and the current-phase relation takes a sinusoidal form. Next, we will analytically de-

scribe this behavior, deriving a relation between the Josephson critical current and the barrier

parameters V0 and d. Since we are now interested in tunneling flows, we will take V0 > gn∞ and

will show that the Josephson regime is attained by either increasing the barrier height V0 or its
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width 2d.

Since in this regime the injected velocity of a stationary flow v∞ must be much smaller than

the sound velocity c∞, we can neglect the kinetic energy term mv2
∞/2 in the chemical potential,

which can thus be written as

µ̃ ≃ gn∞ − V0 < 0. (1.49)

Moreover, the density inside the barrier n0 being exponentially small, we can write ∆ ≃ (2µ̃/g)2−
s > 0, with s = 4(n0µ̃+mj2/n0)/g, where we have neglected n2

0. Therefore, both the upper and

lower solutions are of the kind n1(x), with A1 ≃ n0 −mj2/2n0µ̃, b1 ≃
√

2m|µ̃|/~2, and k ≃ 1.

The density in the Josephson regime has thus the form

njos(x) = n0 + (n0 +
mj2

2n0|µ̃|
) sinh2

(

√

2m

~2
|µ̃| x

)

. (1.50)

In order to write the density matching equation nd = njos(d), we approximate nd by discarding

both n2
0 and 2mv2

∞n∞/g in Eq. (1.45), obtaining a quadratic equation for n0. Further assuming

that sinh2
√

|µ̃|
ǫd

≫ 1, with ǫd = ~
2/2md being the kinetic energy associated with the barrier

length scale d, the solutions of the above equation are of the form n
+/−
0 = n̄0(1 ±√

1 − q) with

n̄0 = (gn∞/4V0)n∞/ sinh2
√

|µ̃|/ǫd, and q = mj2/2n̄2
0|µ̃|.

The Josephson critical current corresponds to the merging of the two solutions at q = 1, and

reads

jjos = n∞

√

2|µ̃|
m

gn∞
V0

e−2
√

|µ̃|/ǫd , (1.51)

where we have used sinh(x) ≃ exp(x)/2, for x ≫ 1. The critical velocity for a bosonic and

fermionic superfluid flowing through a repulsive square well has been calculated in the work we

will treat in section 2.2 within the local density approximation (for BEC case see also [54]).

Analytical expressions for the critical current of a BEC flow were found for both slowly varying

and weak barriers [31]. Eq. (1.51) thus enriches the above set of analytical results by providing

the critical current for strong barriers of any width.

Finally, we calculate the current-phase relation using Eq. (1.47). Since jjos is exponentially

small, only the first term in Eq. (1.47) contributes, and the integral can be performed analytically

to obtain:

δφ+ = arcsin

(

j

jjos

)

, δφ− = π − arcsin

(

j

jjos

)

. (1.52)

We have thus recovered the sinusoidal current-phase relation characterizing an ideal Josephson

regime of tunneling flow.
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Fig. 1.7: Current-phase relation in the reentrant regime d = 20ξ∞, for different barrier heights V0 (see

uppermost inset). Middle and lowermost insets show in more detail the shape of the diagram

close to the critical point. The arrows sketch the behavior of the maximum of the curves upon

increasing V0.

It is important to pinpoint the conditions for having ideal Josephson transport: i) the barrier

height must be larger than the chemical potential, as expressed by Eq. (1.49), valid when the

bulk velocity is much smaller than the sound speed, and ii) the following condition must be

verified:

V0 − gn∞ ≫ ǫd, (1.53)

that is, the height of the barrier with respect to the bulk chemical potential must be much larger

than the kinetic energy associated with the density modulation due to the barrier itself. The

ideal Josephson limit, once condition (1.49) is met, can thus be reached by increasing either the

height or the width of the barrier.

1.6.5 Reentrant regimes

When the barrier width 2d greatly exceeds the healing length, the current-phase relation becomes

multivalued, as shown in Fig. 1.7 for d = 20ξ∞.

In our system, two kinds of multivalued diagrams are found for a given barrier width 2d. We

designate the first kind (green dots), appearing at larger barrier heights V0, as reentrant type I,
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and the second kind (orange diamonds in Fig. 1.7), occurring for smaller V0, as reentrant type

II. They differ in the behavior of the lower branch at small currents j ≪ 1. The phase decreases

with increasing j in type II diagrams, while it increases in type I, reaching values larger than

π for j ≪ 1. These two families of diagrams also differ in the number of positive values of the

current j corresponding to the same phase difference δφ. Indeed, diagrams of type I can have

two values of j at the same δφ, while diagrams of type II can allow for three.

The existence of these type II diagrams, to our knowledge, has not been discussed in the lit-

erature. Only type I current-phase relations were predicted and observed. As already discussed

in section 1.3, the crossover from a sine-like current-phase relation to a type I diagram corre-

sponded to the onset of phase slippage in the ac Josephson dynamics, where vortex nucleation

governed the current oscillation, giving rise to strongly non-adiabatic evolution. The quantized

jumps in the current correspond to a 2π phase slip taking place when no stationary solution can

be smoothly (or adiabatically) reached by further increasing the phase difference. By looking

the green-dotted diagram in Fig. 1.7, we see that this critical phase difference corresponds to the

point (δφslip, jslip) where the derivative ∂j(δφ)/∂φ = ∞, that is, to the right of the maximum

(δφc, jc) of the current phase relation. If, starting from the point (δφslip, jslip), the phase is

slighlty increased by ε, the next stationary solution would be (δφslip + ε− 2π, jslip − jq), where

jq is a finite quantized value. In this spirit, this new found family of type II diagrams, having a

different structure, might introduce novel features in the ac Josephson dynamics.

In the remainder of this section, we will develop an analytical model that captures the es-

sential features underlying both kinds of reentrant current-phase diagrams introduced before.

Examination of typical density profiles belonging to the reentrant regime (see Fig. 1.8) suggests

to construct the lower solution by starting from the upper one at the same current, then adding

a grey soliton inside the barrier region.

Since we are dealing with wide barriers, we describe the upper solution in the local density

approximation (LDA), neglecting the quantum pressure term in Eq. (1.40). This provides a

hydrodynamic description of the weak link of the same kind discussed in section 1.4, with the

difference that here we do not assume incompressibility, which is a poor approximation for dilute

BECs. At a fixed current j, the density inside the barrier |x| < d is constant and equal to

n0 = µ̃/3g + 2µ̃ cos(ω/3)/3g, when j < jth, or n0 = µ̃/3g + 2µ̃ cos(π/3 − ω/3)/3g, when j > jth,

with jth defined by j2th = 4µ̃3/27mg2, and ω = arccos |1 − 27mg2j2/4µ̃3|. The phase difference

calculated within LDA misses the pre-bulk term in Eq. (1.47), thus, for the upper branch, it is
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Fig. 1.8: Typical density profiles in the reentrant regime d = 20ξ∞ for the upper (upper panel) and

lower (lower panel) solutions. Here V0 = 0.1gn∞, and j = 0.5c∞n∞

simply

δφ1 =
2mjd

~
(

1

n0
− 1

n∞
). (1.54)

Now, for the density profile of the lower branch n2(x), we take a grey soliton (Eq. (1.41)) placed

inside the barrier at x = 0, with a bulk density given by n0 and a bulk velocity v0 = j/n0 while in

the region |x| > d we keep the density profile of the upper branch, that is, a constant density n∞

and velocity j/n∞. Notice that in this subsection n0 stands for the density of the upper solution

at x = 0, as indicated in Fig. 1.8. The density at x = 0 for the lower solution corresponds to

the center of the dip in the grey soliton density profile. Finally, using Eq. (1.47) we obtain the

phase difference for the lower branch

δφ2 = δφ1 + 2 arccos

√

mv2
0

gn2(d)
. (1.55)

At a given current j, the overall phase difference corresponding to the lower solution has

two contributions: i) the “hydrodynamic phase” δφ1 and 2) the “nonlinear-dispersive phase”

δφsol = 2 arccos
√

mv2
0/gn2(d) accumulated across the grey soliton. While δφ1 is a monotoni-

cally increasing function of j, δφsol is instead monotonically decreasing, starting from π at zero

current. Indeed, by further approximating n2(d) ≃ n0 we get δφsol = 2 arccos(j/
√

gn3
0/m).
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Then, since n0 is a monotonically decreasing function of j, the argument of arccos increases for

increasing current. Therefore, starting from π at j = 0, δφsol decreases monotonically with j. In

correspondence of the point where these two opposed contributions equal each other, the current

has infinite derivative with respect to the phase. This point is indeed the phase slip critical point

(δφslip, jslip) introduced above.

Therefore, the multivaluedness characterizing a reentrant current-phase relation is due to the

competition between the hydrodynamic and the nonlinear-dispersive components of the flow,

which can coexist only for barriers wide enough to accomodate a soliton inside. In particular, we

can derive a condition for the appearance of type I reentrant behavior upon expanding Eq. (1.55)

for small currents, and requiring δφ2 > π. Using arccos(x) ≃ π/2 − x, for x ≪ 1, we get

δφ2 ≃ π + 2jν, where ν = md(1/n0 − 1/n∞)/~ −
√

m/gn3
0, and we have taken n2(d) ≃ n0. The

condition for type I reentrance to appear is thus ν > 0. For j ≪ 1, we have n0 ≃ µ̃/g ≃ n∞−V0/g,

and since within the LDA approximation V0 ≪ gn∞, the condition ν > 0 takes the simple form

V0

gn∞

d

ξ0
√

2
> 1, (1.56)

with ξ0 = ~/
√

2mgn0 being the healing length inside the barrier region where the density is n0.

Equation (1.56), holding for V0 ≪ gn∞, has a clear physical meaning: in order to have a type

I reentrant current phase diagram, the barrier width 2d must be sufficiently larger than 2
√

2ξ0,

which is the characteristic size of a soliton placed inside the barrier.

In Fig. 1.9, we compare the current-phase relation calculated with the above model (solid

lines) to the exact results. Within the reentrant regime, for both type I and type II, the agreement

is striking with only slight differences close to the the maximum (δφc, jc). On the other hand,

for thin/strong barriers, LDA, and in turn the above model, is in clear disagreement with the

exact results. (See cases d = 3ξ∞ in Fig. 1.9).

The difference between type I and type II diagrams has a physical interpretation within the

above model, namely that the hydrodynamic component of the flow dominates for all currents in

type I reentrance (excluding the region7 j ≃ jc), while it is overcome by the nonlinear-dispersive

part for sufficiently small current in type II.

In the literature [57], multivalued current-phase relations are typically modelled by describing

the weak link with an equivalent circuit containing a linear inductance in series with a sinusoidal

7close to the critical point (δφc, jc), and for every current-phase relation, the lower branch always has a phase

decreasing with increasing current, up to the critical point itself, at which it meets the upper branch. In particular,

for reentrant diagrams, this means that the dispersive part of the flow always dominates over the hydrodynamic

part sufficiently close to the critical point.
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Fig. 1.9: Comparison between the LDA+soliton model (black solid lines) and the exact results (see

inset).

Fig. 1.10: (Color online) Comparison between the Deaver-Pierce model (black solid lines) and the exact

results (see inset).
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inductance, the latter corresponding to an ideal Josephson junction. When compared to our GP

exact results (see Fig. 1.10), this model in general fails to describe the curvature of both branches,

and misses type II reentrance, as well as nearly free regimes (e.g. red squares in Fig. 3.3,1.7)

since it does not allow the phase δφc, corresponding to the maximum of the diagram, to be

smaller than π/2. It proves quite accurate only for sufficiently large barrier heights V0, very close

to the Josephson regime. In the 4He experiment of [33], this so called Deaver-Pierce model [43]

agrees well with the measured current-phase relation. This might be due to the fact that these

experiments are performed with a fixed weak link configuration, moving the system across the

transition between Josephson and type I reentrant regime, upon changing the 4He healing length

with temperature, but always staying sufficiently close to the Josephson regime.

1.6.6 Outlook

The most important result reported here is the discovery of a new kind of multivalued current-

phase relation for dilute BECs, different from the reentrant diagrams observed with superfluid

helium. Further developments of this project would involve the study of the ac Josephson dy-

namics, with special attention to the reentrant regimes, and the possible differences in the phase

slip behavior between type I and type II reentrant current-phase relations.

It will also be important extend these results in order to propose a scheme for the observation

of the above transport regimes with a dilute BEC inside a double-well trap.

1.7 Josephson plasma oscillations

from hydrodynamic to tunneling transport

This section is based on the work: Dynamics of a tunable superfluid junc-

tion, L. J. LeBlanc [Department of Physics, University of Toronto, 60 St. George,

Toronto ON, Canada, M5S 1A7 ], A. B. Bardon [ibid.], J. McKeever [ibid.], M. H. T.

Extavour [ibid.], D. Jervis [ibid.], J. H. Thywissen [ibid.], F.P., and A. Smerzi [INO-

CNR, BEC Center, and Dipartimento di Fisica, Via Sommarive 14, 38123 Povo,

Trento, Italy], published in Phys. Rev. Lett. 106, 025302 (2011). This work is a

theory-experiment collaboration. The experiment was performed in J. Thywissen’s

group at the University of Toronto.

In section 1.6, we have seen how the current phase relation of a dilute BEC flowing through
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a weak link can be modified, by changing the length of the link, from purely sinusoidal to multi-

valued (reentrant). As already mentioned, this crossover from hydrodynamic to ideal Josephson

transport has been demonstrated with superfluid helium by Packard’s group [11, 33]. The experi-

ment consisted in measuring the current-phase relation in the standard ac Josephson effect, where

a chemical potential difference between two superfluid helium reservois was created through a

pressure drop. The weak link was realized by a nanometer-sized aperture array. The effective

link length was tuned by modifiying the healingh length ξ upon changing the temperature (see

section 1.2) from close to much below the critical value. The crossover from a sinusoidal to a reen-

trant current-phase relation coincided with the onset of phase slippage dynamics, characterized

by sawtooth current oscillations.

In the field of ultracold gases, Josephson effect(s) have been experimentally demonstrated in

both double-well [3, 55] and multiple-well optical trapping potentials [18, 66, 1]. In a double-well

trap, the role of the superfluid reservoirs is played by the two spatially localized parts in which

the-still fully coherent-cloud is split, each confined about either of the two potential minima. The

chemical potential difference is created by an imbalance in the occupation of these two halves.

This double-well implementation of a dilute BEC Josephson junction presents important dif-

ferences from the superfluid helium counterpart [78]. The essential difference comes from the

finite compressibility of the BEC, which, toghether with the mesoscopic size of the samples which

are typically employed, makes the internal energy contribution, due to atom-atom interactions,

come into play. One striking manifestation of this fact is the prediction and observation of macro-

scopic quantum self-trapping, where the initial imbalance between the population of the two wells

remains constant in time, with only small amplitude oscillations about its initial value, while the

phase difference increases linearly in time under the influence of the chemical potential difference

induced by internal energy. On the other hand, sinusoidal oscillations of both population and

phase difference between the two wells have been observed in the small amplitude regime, where

the frequency of these so called plasma oscillations not only depends on the overlap between the

two localized wavefunction, as it is in ideal Josephson tunneling regime (see section 1.4), but also

on the internal energy coming from interatomic interactions.

All the so far performed experiments with dilute BECs are well described by a two-mode

model (TMM) [42, 89, 65, 102, 4, 90], which is charaterized by a sinusoidal current-phase relation.

This fact indicates that the regime of transport so far explored was dominated by tunnelling,

therefore close to the ideal Josephson regime, apart from the new features introduced by the

internal energy contribution. However, one must note that this is not strictly true, since, in
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absence of interaction among the atoms, the Scrödinger equation for the order parameter is

exactly equivalent to the TMM for any height of the inter-well barrier, provided the oscillation

amplitude is small and the anharmonicity of the trap is negligible. In this case, observing that

the oscillations are well described by a TMM would not imply tunnelling transport. Anyway, the

fact that an experiment is well decribed by a TMM, for sure implies that the system is not in the

hydrodynamic regime (see section 1.2,1.4), either because of the small interactions, or because

of tunnelling governing the transport.

As noted in the previous section, the measurement of the current-phase relation has never

been performed with dilute BECs, and also the experimental observation of a crossover from

hydrodynamic to tunnelling transport has never been pursued.

1.7.1 Overview of the main results

In this work, we study the transport of a BEC between two wells separated by a tunable barrier,

and experimentally demonstrate the crossover from hydrodynamic to ideal Josephson transport

by analyzing the measured frequency of the small amplitude plasma oscillations. As the barrier

height Vb is adjusted from below to above the BEC chemical potential, µ, the density in the link

region decreases until it classically vanishes when Vb = µ. The healing length in the link region,

ξ, increases with Vb and dictates the nature of transport through this region. Starting from a

slight imbalance in the population of the two wells, we observe Josephson plasma oscillations

with a frequency spanning three octaves, as we smoothly tune ξ from 0.3d to 2d, where d is

the separation between the wells. In the low barrier regime, the oscillation frequency is well

predicted by using hydrodynamic equations (1.20) and (1.22), while when Vb is higher than µ

we find good agreement with a TMM.

We thus demonstrate the crossover through the comparison of experimental data with two

different theoretical models which are valid either in the hydrodynamic or the ideal Josephson

regime of transport. This approach is needed because only plasma frequencies are measured here,

and we do not probe the full current-phase relation, since the phase only makes small oscillations

around zero.

A secondary but interesting finding is the observation of a higher frequency component in

the oscillation spectrum, corresponding to the excitation of a second collective mode which also

drives population transfer between the two wells. We follow this second mode throughout the

hydrodynamic to tunnelling transport crossover, and observe that its amplitude vanishes when

the system enters the tunnelling regime. By comparison with the GP equation, which agrees
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Fig. 1.11: (a) Schematic of atom chip double-well trap. Central ‘Z’ wire [79] carries static trapping

current, IS = 2 A, which, with uniform external fields Bext = 〈2.2, 0.11, 0〉 mT, results in an

Ioffe-Pritchard style trap with harmonic trapping frequencies (ωx0,z0 , ωy0) = 2π× (1300, 10)

Hz. Side wires are 1.58 mm from trap center and carry RF currents with amplitude IRF.

This RF current produces a z-polarized field at the trap location with amplitude BRF =

23.6 ± 0.6 µT (peak Rabi frequency Ω = 2π × (82 ± 2 kHz)). A levitation beam (pink) is

positioned to provide a force cancelling gravity (z-direction) while compressing the sample

along y. Atoms are trapped 190 µm from the chip surface. (b) A schematic one-dimensional

cut at t = −0.5 ms through trapping potential along x (solid line) in the presence of linear

bias (dashed line) and (c) balanced potential at t = 0, with Z0 6= 0.

very well with the experimental data for all barrier heights, we find that the excitation of the

higher mode is due the combination of trap anharmonicity, axial anysotropy about the splitting

axis, and nonlinearity due to atom-atom interactions.

1.7.2 Experimental preparation of a BEC

in an atom chip double-well trap

The experiment begins as 87Rb atoms in the |F = 2,mF = 2〉 ground state are trapped on an

atom chip and evaporatively cooled in a static magnetic potential BS(r), as described elsewhere

[9]. To prevent gravitational sag and to compress the trap in the weak direction (with charac-

teristic trap frequency ωy = 2π × 95 Hz), we add an attractive optical potential with a 1064

nm beam. We dress the static potential with an oscillating radio-frequency (RF) magnetic field

[21, 53] radiating from two parallel wires on the atom chip (Fig. 1.11(a)). In the rotating-wave

approximation (RWA), the adiabatic potential created by the combination of the static chip trap,
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the RF dressing, and the optical force is

U(r) = m′
F sgn(gF )~

√

δ(r)2 + Ω2
⊥(r) + 1

2mω
2
yy

2, (1.57)

where m′
F = 2 is the effective magnetic quantum number, δ(r) = ωRF − |µBgFBS(r)/~| is

the detuning, Ω⊥(r) = µBgFBRF,⊥(r)/2~ is the RF Rabi frequency, BRF,⊥(r) = |BS(r) ×
BRF(r)|/|BS(r)| is the amplitude of the RF field locally perpendicular to BS(r), µB is the Bohr

magneton, gF is the Landé g-factor, ~ is the reduced Planck’s constant and m is the atomic

mass. By assuming the individual wells are harmonic near each minimum, calculations show

that ωz = 2π × 425 Hz, and ωx varies from 2π × 350 Hz to 2π × 770 Hz as we tune from low to

high barriers. For comparison between theory and experiment, we account for small corrections

to Eq. (1.57) beyond the RWA [32].

After turning on the dressing field at a frequency ωRF = 2π × 765 kHz, where the trap is a

single well, we evaporatively cool to produce a BEC with no discernible thermal fraction. In 20

ms, we adiabatically increase ωRF to a new value characterized by δ0 ≡ δ(r = 0), such that the

barrier Vb rises and the dressed state potential splits along the x-direction into two elongated

traps [82].

1.7.3 Population imbalance oscillations analysis

Using a second 1064 nm beam weakly focussed off-center in x, an approximately linear potential

is added across the double-well junction to bias the population towards one well (Fig. 1.11(b)).

By applying the bias beam before and during the splitting process, we prepare systems of atoms

with a population imbalance Z ≡ (NR−NL)/(NR +NL), where NR (NL) is the number of atoms

in the right (left) well. The range of initial population imbalances Z0 = Z(t = 0) we use is 0.05

to 0.10, small enough to avoid self-trapping [3], and observe small-amplitude plasma oscillations.

To initiate the dynamics, the power of the bias beam is ramped off in 0.5 ms, which is faster

than the characteristic population transfer rate between the two wells). The out-of-equilibrium

system is then allowed to evolve for a variable time t in the symmetric double-well (Fig. 1.11(c)).

To measure the time-dependent population Z(t), we freeze dynamics by rapidly increasing

both BRF and ωRF to separate the wells by 70 µm, where Vb/µ ∼ 104. We then release the

clouds from the trap and perform standard absorption imaging along y after 1.3 ms time-of-

flight (Fig. 1.12(b)). Analysis of these images allows us to determine NR and NL to a precision

of ±50 atoms.
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Fig. 1.12: (a) Population imbalance, Z, vs. time for δ = 2π × (0.1 ± 0.5) kHz, N = 5900 ± 150. The

dashed line is a decaying two-frequency sinusoidal fit to the data, using two fixed frequencies

from the FT (lower inset). Each point is the average of six repetitions of the experiment;

error bars are statistical. (b) Averaged absorption image after separation and 1.3 ms time of

flight, with right and left measurement regions (dashed boxes) indicated. (c) FT amplitude

spectrum of data showing two distinct peaks at 268 ± 6 and 151 ± 13 Hz rising above the

noise floor (grey).

Upon release of the potential bias, we find that the population Z(t) oscillates about8 Z = 0

(Fig. 1.12(a)). To analyze the dynamics, we use a Fourier transform (FT) to find the dominant

frequency components (Fig. 1.12(c)). We repeat this measurement at many values of Vb/µ, where

µ is the Thomas-Fermi chemical potential, by varying δ0. For the purposes of this analysis, we

ignore the decay of this signal, the 1/e time constant of which is typically two oscillation periods.

We shall discuss this issue in more detail in subsection 1.7.7

When the barrier is low, Z(t) consistently displays two dominant frequency components.

For higher barriers, the amplitude of the higher-frequency mode decreases until only a single

frequency rises above the noise floor. The white points in Fig. 1.13 give these measured fre-

quencies as a function of the experimental parameter δ0, and the calculated ratio of barrier

height to chemical potential, Vb/µ. The ensembles used in Fig. 1.13 had total atom number

N = 6600 ± 400 (±1700), where the error bar is statistical (systematic).

In order to verify that the system crosses over between two completely different regimes

of transport, we compare the lower frequency of the population imbalance oscillations to the

8When the average value of Z differs from zero, we subtract the average Z̄ from all values of Z(t). In all

experiments, |Z̄| < 0.05.
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Fig. 1.13: Frequency components of population imbalance vs. RF detuning (measured) and barrier

height to chemical potential ratio (calculated). Experimental points (white circles) repre-

sent the two dominant Fourier components at each detuning; error bars represent uncertainty

contributed by noise in the FT from a single time series, but do not include shot-to-shot

fluctuations. The spectral weight is represented through the color map, which has been lin-

early smoothed between discrete values of Vb/µ and darker colors indicate greater spectral

weight. All calculations use N = 8000 and Z0 = 0.075, and a single-parameter fit of the

data to the GP curves shifts all experimental points by δshift = 2π × 5.1 kHz to compensate

for a systematic unknown in BS(0). Statistical vertical error bars are shown, while a typical

horizontal statistical error bar is shown at Vb/µ ≈ 0.5. Dashed line represent 3D GP fre-

quencies, the solid line the plasma oscillation frequency predicted by the TMM, ωp/2π, and

the dotted line the hydrodynamic result, ωHD/2π. White bars at Vb/µ ∼ 0.1 indicate the

bounds of the GP simulation corresponding to the systematic plus statistical uncertainty in

atom number. Inset: ratio of healing length, ξ, to inter-well distance, d, as a function of

Vb/µ. ξ is calculated at the center of the barrier.

prediction of two models which are supposed to be valid in the two opposite limits, namely, the

superfluid hydrodynamics equations (1.20)-(1.22), and a TMM.
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1.7.4 The hydrodynamic regime

For small barrier height, we compare our experimentally measured frequencies with a hydro-

dynamic prediction, given by the dotted line in Fig. 1.13. We find good agreement with the

measured lower frequency mode at low barriers. Since tunnelling cannot contribute to hydro-

dynamic transport, the corresponding frequency goes to zero as Vb → µ. The breakdown in

hydrodynamics also coincides with an increasing healing length, as shown in the inset of Fig. 1.13.

Let us now describe how the hydrodynamic estimate is obtained. We use the equations

(1.20)-(1.22), where the local chemical potential µ0(n) has two contributions, one from the inter-

nal energy gn(r), and the other from the external potential U(r). We assume that the population

imbalance oscillates harmonically, which is tantamount to neglecting the higher frequency com-

ponents. In our case, we are essentially neglecting the frequency component corresponding to

the second collective mode we excite by the linear bias potential. The equation of motion for the

population imbalance Z thus reads:

Z̈ = −ω2
HDZ (1.58)

where ωHD is the hydrodynamic frequency that characterizes the system.

The first time derivative of Z ≡ 2NR/N is

Ż =
2

N

∫

VR

d3r ṅ = − 2

N

∫

VR

d3r ∇ · (nv) = − 2

N

∫

S

dσ ν̂ · (nv), (1.59)

where we have used the continuity equation (1.22). Here VR is the volume of the right well, S is

the area of the plane separating the two wells, and ν̂ is the unit normal vector for this plane.

The second derivative of Z is then

Z̈ = − 2

N

∫

S

dσ ν̂ · (ṅv + nv̇). (1.60)

To evaluate the frequency, ωHD, we use the fact that at t = 0 the system is in the ground state,

so that v(t = 0) = 0. The time derivative of v is given by the Euler equation (1.20), and we get

Z̈
∣

∣

∣

t=0
=

2

mN

∫

S

dσ n ν̂ · ∇ (U(r) + gn) . (1.61)

The geometry of this double well system is such that the normal vector ν̂ = x̂, and the only com-

ponent of the gradient which contributes is the x-component. Assuming some initial imbalance,

Z0, the frequency with which the populations oscillate is given by

ω2
HD = −Z̈

Z= − 2

mNZ0

∫ ∫

S

dydz n
∂

∂x
(U(r) + gn) . (1.62)
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Consistently with hydrodynamic approach, we calculate this initial density profile in the trap,

tilted by a linear bias Gx, in the local density (Thomas-Fermi) approximation:

nTF(r) =
1

g
(µ− (U(r) +Gx)) , (1.63)

The gradient term in the integrand of Eq. (1.62) is then simply −G.

The characteristic frequency is thus

ω2
HD ≈ 2G

mNZ0

∫ ∫

S

dydz nTF, (1.64)

which can be found by simply evaluating the density at the surface between the two wells and

integrating over the region by which the two halves are connected. From this expression, we see

that the ω2
HD decreases as the area connecting the wells decreases, and falls to zero when the

barrier surpasses the chemical potential and the Thomas-Fermi density is strictly zero on the

plane S.

The equation (1.62), upon substituting nTF with the Gross-Pitaevskii ground state density,

is also valid when we include a quantum pressure term in Eq. (1.20). However, even with the

quantum pressure, this model is not in exact agreement with the Gross-Pitaevskii equation, due

to the non-harmonic component in the oscillation. At high barriers, though anharmonicity is

small, Eq. (1.62) is less accurate than the TMM.

We have checked that the frequencies predicted by Eq. (1.64) are consistent with the dynam-

ical simulations of Eqs. (1.20) and (1.22), done using a test particle method [88].

1.7.5 The tunnelling regime and the Two-Mode Model

When the barrier is higher that the chemical potential, and tunnelling dominates transport, we

find that a TMM accurately predicts the measured lower mode frequency, as shown in Fig. 1.13.

The agreement is very good even for Vb just above µ, beyond which the frequency decreases expo-

nentially. To our knowledge, this constitutes the first direct observation of tunnelling transport

of neutral atoms through a magnetic barrier, only inferred, for instance, in Refs. [51, 61].

In the remainder of this subsection, we will describe the TMM we employed, corresponding

to the solid black line in Fig. 1.13. The model is based on the nonlinear two-mode ansatz used

in [90],

Ψ(r, t) = ψR(t)ΦR(r;NR(t)) + ψL(t)ΦL(r;NL(t)) (1.65)

where ψR,L(t) =
√

NR,L(t) exp(iθR,L(t)) and ΦR,L = (Φ+ ± Φ−)/
√

2 is a real function localized

in the left (right) well, with Φ+ (Φ−) being the ground (first antisymmetric) state of the GPE
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along the splitting direction, with the normalization
∫

d3r|Φ±|2 = 1. Substituting Eq. (1.65)

in the GP equation (1.37), we get two equations for the population imbalance Z and the phase

difference ∆φ = θR − θL:

~
d

dt
Z = ∆E

√

1 −Z2 sin(∆φ),

~
d

dt
∆φ = −(µL − µR) − ∆E

Z√
1 −Z2

cos(∆φ), (1.66)

where

µL,R =

∫

d3r

[

~
2

2m
(∇ΦR,L)2 + VextΦ

2
R,L + gNR,LΦ4

R,L

]

, (1.67)

and ∆E = E− − E+ = 2(K +Nχ) with

E± =

∫

d3r

[

~
2

2m
(∇Φ±)2 + VextΦ

2
± +

1

2
gNΦ4

±

]

, (1.68)

K = −
∫

d3r

[

~
2

2m
(∇ΦR)(∇ΦL) + ΦRVextΦL

]

, (1.69)

χ = −g
4

∫

d3rΦ3
RΦL. (1.70)

In obtaining Eqs. (1.66), we have discarded the overlap integrals of the kind g
∫

d3rΦ2
LΦ2

R since,

in all the explored regions of parameters where the TMM is in good agreement with GP equation,

these are always neglegible.

Now, assuming that Z,∆φ≪ 1, we can linearize the equations (1.66). First, we have to take

into account the dipendence of ΦL,R on the well occupations NL,R, which is the essence of the

nonlinear ansatz (1.65). We consider this dependence only in the last term of the local chemical

potential, which then reads:

µL ≃
∫

d3r

[

~
2

2m
(∇ ΦL|NL=N/2)

2 + Vext ΦL|2NL=N/2 + gNLΦ4
L

∣

∣

NL=N/2
+

+
∂

∂NL
(gNLΦ4

L)

∣

∣

∣

∣

NL=N/2

(NL − N

2
)

]

.

The linearized equations then give harmonic oscillations of both phase difference and population

imbalance, with the characteristic plasma frequency:

ω2
p =

1

~2
∆E

(

∆E +N
∂µL,R

∂NL,R

)

, (1.71)

where we assumed that the external potential Vext is symmetric about zero along the splitting

direction. In order to calculate the plasma frequency for our double-well system, we use the trap

given in Eq. (1.57) as the external potential, and find numerically the wave functions Φ±. By
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Fig. 1.14: Mode frequencies for m = 0 (open) and m = 2 (closed) as a function of trap anisotropy. Grey

arrow indicates the anisotropy used in this experiment. These calculations use the approx-

imate potential Eq. (1.72). The anisotropy is changed by keeping ωz fixed and decreasing

ωy

repeating the calculation for slightly different N , we can also estimate the value of the derivative

of the local chemical potential µL,R.

One dinstictive feature of the nonlinear TMM is indeed the fact that the plasma frequency

ωp depends on the derivative of the single-well chemical potential µL,R, and therefore takes into

account the effect of transverse degrees of freedom on the effective nonlinearity determining the

interaction energy. This provides an important correction, typically around 20%, which is crucial

to reach a good agreement between the TMM and the GP equation in the proper limit.

1.7.6 Comparison with GP equation

and the analysis of the higher mode

We have so far demonstrated that, upon tuning the height of the interwell barrier, we could

modify the nature of transport in our system from hydrodynamic, where the frequency of the

plasma oscillations is proportional to the effective cross-area of the weak link and is well predicted

by classical fluid dynamics equations (1.20)(1.22), to tunnelling, where the frequency depends

on the overlap between the two wavefunctions localized on either side of the link and is well
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Fig. 1.15: Amplitude fraction of low-frequency mode in population dynamics. Dashed line shows the

GP simulation for 8000 atoms with initial imbalance z(0) = 0.075. The grey shaded area

represents the variation of the GP calculations over the range of z(0) = 0.05 to 0.10. The

vertical error bars are statistical; the statistical uncertainty in δ is 2π×0.5 kHz (not shown).

The GP calculation gives R1 = 1 when Vb/µ ≃ 1.1.

predicted by a TMM.

Now, in order to explain the behavior in the whole crossover between these two limiting

regimes, and also the existence of the higher-frequency mode, we turn to numerical solutions of

a time-dependent three-dimensional GP equation. We solve Eq. (1.37) with the double-well trap

(1.57) as the external potential, starting from a ground state with Z 6= 0, obtained by adding

a linear bias potential along the splitting direction Gx, which we remove at t = 0. While all

calculations were done using Eq. (1.57), an intuitive understanding of the potential emerges from

the separable approximate form:

Usep(r) ≃ 1
2mω

2
yy

2 + 1
2mω

2
zz

2 + α2x
2 + α4x

4 , (1.72)

where α2 < 0. The trap exhibits an axial anisotropy, with elongation along the y-direction such

that ωz ∼ 4ωy.

The slope and separation of the two measured frequencies are well captured by the GP

equation, as shown in Fig. 1.13, though the decay of population imbalance is not reproduced by

these simulations.

In the following, we will discuss the structure and origin of the higher-lying mode. If our
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trap were smoothly deformed to a spherical harmonic potential, the two observed modes would

connect to odd-parity modes [94, 34]: the lower mode connects to the lowest m = 0 mode

(coming from the ℓ = 1 mode at spherical symmetry, where the quantum numbers ℓ and m

label the angular momentum of the excitation and its projection along the axis of symmetry, y,

respectively), while the higher mode originates from the lowest m = 2 mode (ℓ = 3 at spherical

symmetry). We checked this numerically by deforming our trap into a fully harmonic axially

symmetric trap, and following the mode frequencies throughout this process.

With insight from GPE simulations, the observation of a second dynamical mode, which was

not seen in previous experimental work [3, 55], can be explained. In a purely harmonic trap, a

linear bias excites only a dipole mode [44]. By breaking harmonicity along the splitting direction,

x, the barrier allows the linear perturbation (ℓ = 1,m = 0, where x is the azimuthal axis) to

excite multiple Bogoliubov modes [69]. Still two additional ingredients are required to excite

the higher mode. First, atom-atom interactions couple the x-excitation to the transverse (y, z)

motion through the nonlinear term in the GPE. Second, the anisotropy of the trap in the y-z

plane mixes the m = 0 and m = 2 modes such that each of the resulting modes drives population

transfer between wells.

We explored this last aspect in some more detail, and obtained some more information about

the nature of the two collective modes we observed. We studied the role of the trap anisotropy

(i.e., ωz 6= ωy) by observing the transformation of the m = 0 and m = 2 modes as the trap

is deformed from axially symmetric to strongly axially anisotropic, in presence of a purely an-

harmonic potential along x, using the simplified potential, Eq. (1.72). The dipole perturbation

excites both modes as soon as the axial symmetry is broken, and the spectrum shows a sec-

ond frequency growing in strength as the axial anisotropy is increased. The values of the mode

frequencies as a function of ωz/ωy are shown in Fig. 1.14. Close to axial symmetry, the lower

frequency depends only slightly on the transverse confinement, indicating that the m = 0 mode

is a dominant component of the Bogoliubov excitation. Motion is primarily along the splitting

direction without oscillations in the transverse directions. Sufficiently far from axial symmetry,

both frequencies start to decrease with increasing anisotropy and show a similar behavior. In

particular, the experimental trapping conditions correspond to the point ωz ≈ 4ωy, as indicated

in Fig. 1.14, where the two modes begin to show a similar dependence on transverse confinement.

This strongly suggests that for such high axial anisotropy, each Bogoliubov mode is mainly a

combination of the two original m = 0 and m = 2 modes at axial symmetry.

To conclude, let us discuss the behavior of the amplitudes of the two collective modes, and
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in particular how the higher-lying mode disappears from the excitation spectrum. Figure 1.15

shows the relative strength R1 = a1/(a1 + a2) of the lower frequency mode as a function of the

barrier height. The amplitude a1 (a2) of the lower (higher) frequency mode is extracted from a

decaying two-frequency sinusoidal fit. The modes have comparable strength, even in the linear

perturbation regime, when the barrier is below the chemical potential. The small spread in the

GPE amplitudes shown by the grey band indicates that the higher mode is excited independently

of the initial imbalance, and is not simply due to a high-amplitude nonlinearity.

The trend in R1 reflects the shape of the trap. When the barrier is raised from zero, the

higher mode is at first more easily excited due to an increased anharmonicity along x as the trap

bottom becomes flatter. By further increasing the barrier, the higher frequency mode disappears

from the population oscillation spectrum due to the vanishing excitation of transverse modes.

This happens since, as the wavefunctions in each individual well are increasingly localized to

the effectively harmonic minima, the linear bias no longer excites intra-well transverse motion.

Furthermore, in the linear perturbation regime, the inter-well Josephson plasma oscillation, like

all Bogoliubov modes, cannot itself trigger any other collective mode.
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1.7.7 Damping of the oscillations

As we have seen, in comparing the oscillation spectra measured in the experiment with those

found from GP calculations, we have found a general agreement in both frequency and amplitude

of the two lowest collective modes.

On the other hand, if we directly compare the measured oscillation timeseries to the GP result,

we observe one striking difference, that is, the presence of damping in the experimental data.

The measured amplitude of the population oscillations falls off with time, with a characteristic

time scale of the decay, τ , approximately equal to two oscillation periods, for all values of Vb/µ.

We model this as an exponentially decaying envelope in our analysis, and include it in our fitting

equation.

In the GP results, no such decay is observed. Figure 1.16 shows a comparison between one

experimental run and a GP calculation for very similar parameters (δ = −0.1 kHz). Indeed, GP

calculations to 64 ms show no sign of damping. Besides the possibility of the damping arising

from technical sources, it may be due to thermal or other stochastic effects not included in the

T = 0 mean field calculation.

1.7.8 Outlook

We have here studied the quantum transport of a BEC in a double-well potential throughout

the crossover from hydrodynamic to tunnelling regimes.

Apart from fundamental interest, which we have already argued in the introduction to this

work, knowing and controlling the nature of superfluid transport is crucial for technological

applications of weak-link based devices, such as double-slit interferometers [51, 82, 84, 38, 5].

The adiabatic transformation of a BEC from a single- to a double-well trapping potential has

been discussed in recent experimental works [51, 61, 27, 99, 38], where the experimental results

were theoretically modelled using a TMM, valid, as we have here verified, at high barriers [52].

Indeed, our work demonstrates that for Vb < µ, the lowest mode frequency will lie below that

estimated by the TMM. Furthermore, the higher-lying mode we observe approaches the lowest

collective mode as ωy ≪ ωz, and may be important for the dynamics of splitting in strongly

anisotropic double wells [51, 77]. Whether using splitting to prepare entangled states [27], or

recombination [38] to perform closed-loop interferometry [99], an improved understanding of

double-well dynamics provides a foundation for controlling mesoscopic superfluids.

In summary, examination of the dynamics of an elongated BEC in a double well is timely.
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Recent experiments have created squeezed and entangled states by adiabatically splitting a BEC

[51, 37, 27]. The degree of squeezing inferred in the elongated case [51, 37] seems to exceed what

would be expected in thermal equilibrium [27], raising the possibility that out-of-equilibrium

dynamics may be important. With much remaining to be explored in these systems, this work

represents the first study of the dynamics in the crossover regime.
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Chapter 2

Superfluid instability and critical

velocity

In the previous chapter, we have seen how macroscopic phase coherence allows superfluids to

sustain a stationary flow between regions among which a constant phase difference is mantained.

This feature, which is at the core of Josephson effects, implies the existence of a definite relation

between the phase difference existing between two superfluid reservoirs and the current transfer-

ring particles from one to the other. The current-phase relation provides essential informations

about the static and dynamical properties of transport across a superfluid weak link, as discussed

before. One of these informations, which will be the subject of this chapter, is the existence of

a critical current through the weak link above which a stationary flow is not possible anymore,

even if a constant phase gradient is enforced. Above this critical current, superfluidity therefore

looses one of his crucial features, and is to some extent “dissipated”. As we shall discuss, the

existence of a finite critical current is due to interactions between particles, and is responsible

for the characteristic absence of visicosity observed with superfluids since their discovery.

In this chapter, using the mean-field GP equation, we will study the dynamics of superfluid

dilute BECs when the flow velocity reaches the critical value above which stationary currents

are impossible. We will also investigate the behavior of the critical current, or critical veloc-

ity, in different geometries and dimensionalities, trying to determine a general criterion for the

breakdown of stationary superfluid flows.
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2.1 Critical velocity and the absence of stationary solu-

tions

In section 1.6, we have studied the current-phase relation using the GP equation in presence

of a repulsive square barrier across the flow. The critical current, corresponding to the highest

value of the current as a function of the phase, corresponds to the point above which stationary

solutions do not exist anymore. More precisely, at this critical point the two branches of solutions,

one plane-wave-like and the other soliton-like (in the sense clarified in subsection 1.6.2), become

the same.

The disappearance of stationary solutions defines a critical velocity but, in principle, this is

does not necessarily coincide with the “true” critical velocity at which the superfluid flow becomes

unstable and dissipates its energy. A good example is provided by the plane wave solution in

absence of an obstacle: the stationary solution always exists, but an energetic instability sets

in when the velocity equals the sound speed, according to the well known Landau criterion.

In general, the instability can appear at a velocity lower than the one above which stationary

solutions are absent.

However, in the case of GP equation in presence of a single obstacle, there are indications

that the velocity at which the stationary solutions merge and disappear is the true critical

velocity. This has been verified by performing dynamical simulations by Hakim [31], solving a

one-dimensional GP equation in presence of a repulsive delta potential barrier, and by Pham

et al. [73], solving a two-dimensional GP equation in presence of a circular impenetrable disk.

In both cases, two branches1 of solutions were found. Solutions belonging to the first branch,

when dynamically evolved using the time-dependent GP equation, remained stationary up to

the velocity for which they existed. Solutions in the second branch were instead found to be

time-dependent for any velocity. The former branch, which one could thus call stable branch,

contains the plane-wave-like solutions, while the soliton-like solutions belong to the unstable

branch. In two dimensions the soliton-like solutions actually contain vortices, which, as we shall

see, are the two-dimensional equivalent of the solitonic excitation for phase slip dissipation. The

GP dynamics, when the velocity is larger than the value for which stationary solutions cease to

exist, was studied in one-dimensional cases [31] by adiabatically increasing the velocity above

this threshold value during time evolution, which resulted into soliton nucleation.

1Pham et al. find also a third asymmetric branch between the two symmetric branches
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2.2 Critical velocities in effectively one-dimensional flow :

hydrodynamics and mean-field predictions

This section is extracted from the work: Critical velocity of superfluid flow

through single-barrier and periodic potentials, G. Watanabe [INO-CNR, BEC

Center, and Dipartimento di Fisica, Via Sommarive 14, 38123 Povo, Trento, Italy,

RIKEN, 2-1 Hirosawa, Wako, Saitama 351-0198, Japan], F. Dalfovo [INO-CNR,

BEC Center, and Dipartimento di Fisica, Via Sommarive 14, 38123 Povo, Trento,

Italy], F. P., L. P. Pitaevskii [INO-CNR, BEC Center, and Dipartimento di Fisica,

Via Sommarive 14, 38123 Povo, Trento, Italy, Kapitza Institute for Physical Prob-

lems, 119334 Moscow, Russia], and S. Stringari [INO-CNR, BEC Center, and Di-

partimento di Fisica, Via Sommarive 14, 38123 Povo, Trento, Italy], published in

Phys. Rev. A 80, 053602 (2009). This work was devoted to the comparison between

hydrodynamic and mean-field calculation of the critical velocity for both bosonic and

fermionic ultracold dilute gases, in the case of a single barrier and a periodic potential

in effectively one-dimensional flows. In this section, we will only discuss the main

results for superfluid bosons through a single barrier.

Before turning to the study of the dynamics above the critical velocity, let us now consider

one important question, which has been raised since the first studies of superfluid instability with

helium: is there a general criterion which determines the critical velocity ? The relevance of this

question is higher in the context of superfluid helium than for dilute BECs, since in the former

no reliable equation, a part from the GL in some temperature regimes, can be used to perform

a thoroughful study of the stability of the solutions, like the one described above with the GP

equation.

A good starting point is provided by the superfluid hydrodynamic equations (1.20)-(1.22). It

has been shown [46] that no stationary solution of these equations is permitted if the modulus of

the velocity field v(r) is equal or larger than the sound speed c(r) at any point r in the fluid2.

Therefore, the condition

v(r) = c(r) (2.1)

2Using the hydrodynamic equations, this argument is valid in one, two and three dimensional flows only in

absence of an external potential, such that the presence of the obstacle is implemented through suitable boundary

conditions. In one dimension, this holds also in presence of an external potential, thus applies to the repulsive

penetrable barrier case we consider in this section.

51



provides a criterion for instability in the hydrodynamics framework. It is thus interesting to

check whether the criterion (2.1) is verified by the GP equation in the hydrodynamic limit.

2.2.1 Overview of the main results

We use the hydrodynamic criterion v(r) = c(r) to predict the critical velocity, and compare the

latter to the GP mean-field result. We study one dimensional flows through a single repulsive

square barrier (as in section 1.6). When the barrier width is around ten times the bulk healing

length, the GP critical velocity is in good agreement with the hydrodynamic result.

2.2.2 The hydrodynamic prediction for critical velocity

We consider the one-dimensional GP equation describing the flow of a condensate through a

repulsive square well, as described in subsection 1.6.2. The hydrodynamic approximation of the

equation for the density (1.40) is obtained by neglecting the quantum pressure term, to get the

Bernoulli equation for the stationary flow:

µ =
mj2

2n2
+ Vext(x) + gn , (2.2)

where the external potential is defined by Eq. (1.39), and the current is given by the continuity

equation j = n(x)v(x) = n∞v∞.

In the hydrodynamic framework, as discussed above, the system becomes unstable when the

local superfluid velocity, v(x) at some point x is equal to the local sound velocity, c(x). It

has been shown in [54] that this coincides with the breakdown of the hydrodynamic stationary

solution. Indeed, we observe that n(x) and v(x) exhibit a kink at the point where v(x) = c(x),

with a finite jump in the first derivative, and one cannot construct a stationary solution for

v(x) > c(x). As in section 1.6, we are always restricting ourselves to subsonic solutions of the

hydrodynamic equations, that is, v∞ < c∞ =
√

gn∞/m.

The local sound speed is obtained by the equation of state, giving

mc2(x) = n
∂

∂n
gn = gn(x) . (2.3)

Here c(x) depends on x through the density profile n(x).

If the external potential has a maximum at x = x0 (i.e., Vext(x0) = Vmax), then at the same

point the density is minimum, c(x) is minimum and v(x) is maximum. This means that the

superfluid becomes first unstable precisely at x = x0. In the symmetric repulsive square well
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case considered here, x0 = 0 and Vmax = V0. The condition for the occurrence of the instability

v(x0) = c(x0) can be rewritten as

m[jc/nc(x0)]
2 = gnc(x0), (2.4)

where nc(x) is the density profile calculated at the critical current jc = n∞v∞,c. By inserting

condition (2.4) into the Bernoulli equation (2.2) we can eliminate the current, to get

nc(x0) =
2

3g
(µc − Vmax), (2.5)

where µc = gn∞ + mv2
∞,c/2 is the critical chemical potential. Now, using Eq. (2.5), we can

eliminate nc from Eq. (2.2), and obtain the following implicit relation for the critical current:

j2c =
1

mg2

[

2µc
3

(

1 − Vmax

µc

)]3

. (2.6)

It is worth noticing that this equation contains only x-independent quantities. It is also indepen-

dent of the shape of the external potential: the only relevant parameter being its maximum value

Vmax = V0. Moreover, it can be applied to both bosons and fermions. Its version for bosons in

slowly varying potentials was already discussed in Refs. [61, 31] (see also Ref. [49]). By making

explicit the dependence of µc and jc on v∞,c, Eq. (2.6) can be transformed into an algebraic

cubic equation for the critical velocity v∞,c.

2.2.3 Comparison between GP and hydrodynamic critical velocity

In Fig. 2.1, we plot the critical velocity obtained from the hydrodynamic expression (2.6) (thick

solid lines), and compare it with the GP results. The GP critical velocity is obtained, as described

earlier, by determining the value of v∞ at which the two stationary solutions merge, before

disappearing.

The plot refers to the case considered in section 1.6: a one-dimensional repulsive square

barrier of width 2d and height Vmax = V0, the superfluid having a bulk constant density n∞ and

velocity v∞ ≡ j/n∞ at large distances from the barrier. The critical velocity v∞,c = jc/n∞ is

normalized to the value of the sound velocity in the uniform gas, c∞, with the same bulk density,

and is plotted as a function of Vmax/gn∞.

We show the critical velocity for various values of 2d/ξ. It is evident that the results of the

GP equation approach the hydrodynamic prediction for 2d/ξ ≫ 1, as expected.

The limit Vmax/gn∞ → 0 corresponds to the usual Landau criterion for a uniform superfluid

flow in the presence of a small external perturbation, i.e., a critical velocity equal to the sound

53



Fig. 2.1: Critical velocity in the case of a repulsive square well, plotted as a function of the maximum

of the external potential in units of the chemical potential gn∞ of the superfluid at rest. The

critical velocity is given in units of the sound velocity, c∞, of a uniform gas with the same bulk

density. Thick solid lines: prediction of the hydrodynamic theory, calculated from Eq. (2.6).

Symbols: results obtained from the numerical solution of the GP equation (1.38) for various

values of 2d/ξ. Open squares: 2d/ξ = 1; filled squares: 2d/ξ = 5; open circles: 2d/ξ = 10.

Dashed lines are guides to the eye.

velocity of the gas c∞. In the hydrodynamic scheme, the critical velocity decreases when Vmax

increases mainly because the density has a local depletion and the velocity has a corresponding

local maximum, so that the instability occurs earlier. In the limit of weak and thin barriers, our

GP results agree with the analytic expression v∞,c/c∞ ≃ 1 − (3/4)(2dVmax/ξgn∞)2/3 already

derived in Ref. [31]; conversely, for thick barriers (2d/ξ ≫ 1), the Vmax → 0 limit of the hydro-

dynamic expression (2.6) is v∞,c/c∞ ≃ 1 −
√

3/2 (Vmax/gn∞)1/2 [54]. All curves obtained from

the GP equation have a curvature which lies in between these two limiting cases.

The condition for the applicability of the hydrodynamic expression (2.6) is that the typical

length scale of the external potential must be much larger than the healing length ξ of the

superfluid. For a one-dimensional potential barrier of width 2d, this implies 2d/ξ ≫ 1. Whenever

the critical condition for the instability is reached at a position x0 far from the barrier edge, at a

distance much larger than the healing length ξ, the results for the critical velocity are insensitive
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to the details of the shape of the barrier and are expected to be the same for both sharp and

smooth barriers. In the hydrodynamic limit, this condition is satisfied and, indeed, our results

for the rectangular barrier are consistent with the results discussed in [31] for a generic slowly

varying potential. Of course, the hydrodynamic equations would not be reliable in predicting, for

example, the behavior of the density distribution near the edge of the barrier, within a distance

of order ξ.

Effects beyond hydrodynamics become important when ξ is of the same order or larger than

2d; they cause a smoothing of both density and velocity distributions, as well as the emergence

of solitonic excitations, which are expected to play an important role in determining the critical

velocity. This is well known for bosons, where a supercritical current results in the emission of

shock waves in classical hydrodynamics and of solitons in the Gross-Pitaevskii theory [31, 71, 54].

For the same reason,the soliton-like branch of the current-phase relation is indeed missing in a

hydrodynamic framework, as already shown in the general case of the hydrodynamic junction,

section 1.4.

2.2.4 Outlook

We have shown that, in the case of an effectively one-dimensional flow through a repulsive barrier,

the hydrodynamic criterion for instability v(r) = c(r) is verified by the GP equation when the

barrier is sufficiently wide/weak, in order for the local density approximation to apply inside the

obstacle. This was expected, since both the hydrodynamic and GP critical velocities correspond

to the disappearance of stationary solutions. In the GP equation, this disappearance is, more

precisely, a merging of two branches of solutions, a stable plane-wave-like branch and an unstable

soliton-like branch.

One aspect which deserves further investigation is the nature of the instability which takes

place at the critical velocity. The hydrodynamic criterion v(r) = c(r), in the spirit of local density

description, can be understood as the local manifestation of the Landau energetic instability of

the uniform flow. However, in the GP framework, we just observed a merging and breakdown of

stationary solutions, which, as already disscussed, is not strictly related to the true instability,

and therefore does not provide information about the nature of the latter. Therefore, a systematic

study of the stability of the GP stationary solutions, through Bogoliubov linearized equations,

seems necessary in order to fully understand the matter. Such study, in the case of an optical

lattice, has been performed in the work from which this section is extracted.

A natural development of this work is the study of similar problems in higher dimensions.
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The extensions of the hydrodynamic criterion, and its comparison to GP equation, to fully two-

or three-dimensional flows is nontrivial, especially in presence of external potentials creating

the weak-link, as well as confining the system. The study of superfluid instability criterion and

dissipation dynamics in such configurations will be the subject of the rest of this chapter.

2.3 Phase-slips and superfluid dissipation

In the previous section, we have studied the behavior of the critical velocity using the GP equation

to describe a dilute BEC flowing through a weak link in an effectively one-dimensional geometry.

We also anticipated that, when the velocity is raised above the critical value, the instability of the

system manifests itself through the nucleation of solitons. As we shall discuss in this section, this

soliton shedding is the one-dimensional realization of the phase-slip mechanism for the slowdown

of a superfluid, first introduced by Anderson [7].

In a phase-slip event, the phase difference across the system drops by 2π, and thereby the

critical velocity, according to Eq. 1.15, is decreased by a quantized amount. Due to a phase-slip,

the order parameter changes the total number of phase-windings across the system. Therefore, it

should be clear that, at some time during a phase-slip event, the order parameter must become

zero at one point in space [59].

In the one-dimensional case, when the velocity is dynamically increased above the critical

value, the density first forms a notch with increasing depth, which eventually touches zero at the

center of the weak link. At this moment, the number of phase windings of the order parameter

drops by one unit, and a dark soliton is created inside the weak link, having zero density at

its center and a π phase difference across it. The dark soliton subsequently evolves into a gray

soliton which drifts away from the weak link, carrying the energy subtracted from the superfluid

flow.

In two- or three-dimensional cases, phase-slippage takes place through the nucleation of quan-

tized vortices, as we already mentioned in section 1.4. As discussed by Anderson, since the total

phase variation along any closed contour encircling a singly-quantized vortex core must be 2π,

the total current drops by a quantized amount when a vortex crosses the system perpendicular

to the flow direction.

The mechanism of phase-slippage based on vortex nucleation was proposed by Anderson in the

context of superfluid helium. However, ultracold dilute atomic gases present some advantages for

the study of superfluid dynamics in general, and in particular can shed new light on the physics
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of phase-slips. As already mentioned in section 1.6, with dilute BECs a weak link can be created

by a laser beam generating a repulsive barrier for the atoms.

A distinctive feature of ultracold dilute quantum gases rests with the possibility of experi-

mentally interrogate the response of the system in a wide variety of traps and dynamical con-

figurations. Moreover, even if the dilute BEC is described by a GP equation with a contact

interaction potential (see section 1.5), and therefore lacks the rotonic part of the helium spec-

trum, its nonlinearity appears to be the only crucial ingredient needed to reveal the microscopic

mechanisms underlying the vortex-induced phase-slips.

On the experimental side, the critical velocity for superfluid instability and some aspects of the

dissipation dynamics have been already studied with dilute BECs. The superfluid critical velocity

in a harmonically trapped cloud swept by a laser beam has been observed experimentally in [68]

and associated with the creation of vortex phase singularities in [35], while solitons were observed

in the effectively-one-dimensional geometry of [24]. Such problems have been object of a large

theoretical study mainly based on numerical simulations of the GP equation, starting from the

seminal work of Frisch, Pomeau, and Rica, studying the instability due to vortex nucleation in a

two-dimensional flow past an impenetrable disk [29]. A two-dimensional flow inside a constricted

waveguide with inpenetrable walls was studied in [93]. The already mentioned work [31] was

devoted to the study of a one-dimensional flow past a repulsive barrier, as done later also in [71].

The phase-slip dissipation caused by a moving barrier inside both a homogeneous and trapped

condensate has been studied in two [36, 100, 73], and three [100, 2] dimensions. The production

of Cherenkov radiation in this situation was also studied [17].

2.4 Phase-slip dissipation in two dimensions:

dilute BEC in a toroidal trap

This section is based on the work: Vortex-Induced Phase Slip Dissipation

in a Toroidal Bose-Einstein Condensate Flowing Through a Barrier, F.P.,

L. A. Collins [Theoretical Division, Mail Stop B214, Los Alamos National Labora-

tory, Los Alamos, New Mexico 87545 ], and A. Smerzi [INO-CNR, BEC Center, and

Dipartimento di Fisica, Via Sommarive 14, 38123 Povo, Trento, Italy], published in

Phys. Rev. A 80, 021601(R) (2009).

In this section, we will deal with a dilute BEC inside a toroidal trap, where a constriction
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for the flow can also be created by an offset of the central hole of the torus. Broadly speaking,

such multiply connected configurations allow for the observation of macroscopic phase coherence

effects and can lead to a range of important technologies. While superconducting Josephson

junctions are already employed in sensors and detectors, their superfluid counterparts can realize

ultrasensitive gyroscopes to detect rotations [33]. For instance, a toroidally shaped superfluid

weak link provides the building block of a d.c.-SQUID, which is most promising sensing device

based on superfluid interference.

Superfluidity of a BEC confined in a torus, in absence of barriers, has been experimentally

observed at NIST [80]. The BEC was initially stirred by transfer of quantized orbital angular

momentum from a Laguerre-Gaussian beam and the rotation remained stable up to 10 seconds

in the multiply connected trap. The metastability of a ring-shaped superflow due to centrifugal

forces has been observed in [25].

2.4.1 Overview of the main results

We theoretically study the dynamics of a dilute BEC flowing inside a toroidal trap at zero

temperature and in the presence of a repulsive barrier. Similar qualitative results are observed

when, rather than by a repulsive barrier, the constriction is created by an offset in the position

of the central hole of the torus. As initial condition, we consider a superfluid state with a finite

orbital angular momentum in the cylindrically symmetric torus. The critical regime is reached by

adiabatically raising the standing repulsive barrier. The dissipation takes place through phase

slips created by singly-quantized vortex lines crossing the flow. We find two different critical

barrier heights. At the smallest critical height, a singly-quantized vortex moves radially along a

straight path from the center of the torus and enters the annulus, leaving behind a 2π phase slip.

Eventually, it keeps circulating with the background flow without crossing completely the torus so

that it decreases the total angular momentum only by a fraction of unity. At the highest critical

height, a singly-quantized anti-vortex enters the torus from the outward low density region of

the system. The ensuing vortex dynamics depends on the velocity asymmetry between the inner

and the outer edge of the annulus, as well as on the final barrier height and ramping time. For

instance, a vortex and an anti-vortex can just circulate on separate orbits or can collide along

a radial trajectory and annihilate. When they orbit on the same loop or annihilate, the system

undergoes a global 2π phase slip, with the decrease of one unit of total angular momentum. In

general, the BEC flow can be stabilized after the penetration of a few vortices. In hydrodynamic

regime, we find that the instability towards vortex penetration occurs when the local superfluid
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velocity equals the average of the local sound speed along the transverse section of the annulus.

This happens inside the barrier region and close to the edges of the cloud.

The results obtained are relevant for toroidal BECs in effectively two dimensional regimes,

so that the degrees of freedom along the axial direction do not come into play. Indeed, we have

studied the above scenario using numerical simulations of the two-dimensional time-dependent

GP equation. We also performed a study with the three-dimensional GP equation, but with

a very tight axial confinement, employing the experimental parameters of a squashed toroidal

trap created at NIST. However, experiments carried on in the latter setup proved not to be

well described by mean-field, and were actually performed to demonstrate the role of quantum

fluctuations when dimensionality is reduced [19].

2.4.2 Stationary currents in the toroidal trap

We numerically solve the two-dimensional time-dependent GP equation

i~
∂ψ(r, t)

∂t
=

[

−~
2∇2

2m
+ Vtr(r) + Vbar(r, t) + g|ψ|2

]

ψ(r, t). (2.7)

The trapping potential is made by a harmonic potential plus a gaussian repulsive core creating

a hole in the trap center:

Vtr(r) = Vho(r) + Vco(r) =
~ω⊥
2d2

⊥
(x2 + y2) + V0e

−(x2+y2)/σ2
c . (2.8)

From now on, we will express quantities in trap units of time ω−1
⊥ and length d⊥. As an initial

condition, we consider the numerical ground state obtained with Vbar = 0, and transfer by linear

phase imprinting a total angular momentum Lz = Nℓ, with N the total number of particles

and ℓ integer. The transferred angular momentum is low enough to have flow velocities in the

torus region much smaller than the sound speed. Over each loop of radius r =
√

x2 + y2 the

circulation is C = 2πℓ and the modulus of the fluid velocity,

v(r) =
C

2πr
, (2.9)

is constant and directed along the tangent of the same loop. In principle, these ℓ quanta of

circulation can be carried by a single multiply-quantized macro-vortex [22], which hovewer breaks

up into singly-quantized vortices still confined within the central hole [1].

In our simulations, as soon as a finite angular momentum is transferred to the condensate,

the vorticity field component perpendicular to the x− y plane,

ν(r, t) = (∇× v(r, t)) · ẑ, (2.10)
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Fig. 2.2: Vortex nucleation and dynamics. (a), (b) and (c) tr = 10, Lz/N = 8 and Vs = 0.34 µ. (a)

t = 7.6. Density contour plot with no visible vortex core. (b) t = 7.6. The z component of

the vorticity field ν(r). The white dashed lines indicates the Thomas-Fermi radii of the cloud.

The encircled dot corresponds to a vortex about to enter the annulus from the inner edge. (c)

t = 11.6. A vortex circulates along the annulus while the vorticity (inset) shows an anti-vortex

about to enter. (d) tr = 10, Lz/N = 2, Vs = 0.61 µ. Vortex anti-vortex annihilation.

shows a “sea” of positive and negative vorticity spots, that is, a mesh of vortices and anti-vortices,

see Fig. 2.2 (b). This happens in two regions of very low density, close to the center and in the

space surrounding the torus. We can regard the presence of the “vortex sea” as due to numerical

noise acting inside very low density regions, possibly triggering an instability of GP equation;

we will return to this point in the next section.

We solved the two-dimensional GP equation numerically by a finite-difference real space

product formula (RSPF) approach, and employed a spatial grid of 300 to 600 points extending

from −15 to +15 in both the x and y directions, with a time step of 1 × 10−5 ( see [20] for

details).

2.4.3 Instability and vortex-nucleation

After angular momentum is transferred to the cloud, the barrier potential Vbar(r, t) is adiabat-

ically ramped up over a time tr to a final heigth Vs. We use a repulsive well with widths wx

centered at the maximum density, and wy centred at y = 0. We always choose wx > d, where
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d ≡ R2 −R1 is the width of the annulus. More precisely, the barrier potential is

Vbar(r, t) = f(t)VsVbx(x)Vby(y), (2.11)

with f(t) = t/tr (f(t) = 1 for t > tr), and

Vbx =
1

2

(

tanh(
x−Rx + x0

bs
) + tanh(

−x+Rx + x0

bs
)

)

. (2.12)

Here Rx is the x-shift of the center of the barrier while its width is wx ∼ 2x0. The other part of

the barrier potential, Vby, has the same shape as Vbx, but with Ry = 0. The final height of the

barrier is Vs as long as x0, y0 ≫ bs.

While the barrier is raised, the density and velocity field initially adapt to its presence, and

the flow shows no sign of excitations. In the barrier region, where the density is depleted, the

flow velocity increases mainly at the edges of the annulus. By examining the vorticity, we observe

that the two vortex seas are strongly fluctuating, with vortices and anti-vortices trying to escape

but being pushed back by zones of higher density. However, when the barrier reaches a critical

height Vc1, a vortex from the inner sea can successfully escape and enter the annulus. As shown

in Fig. 2.2 (a) and (b), at Vc1 the flow can no longer sustain a stationary configuration and

becomes unstable. In the example of Fig. 2.2, before raising the barrier, the flow velocity at the

maximum density, located at rm = 7.2, is v(rm) = 0.67 cs, where cs is Thomas-Fermi estimate

of the sound speed in the ground state. The corresponding value of the healing length at rm is

ξ ∼
√

2gρ(rm, 0) = 0.28. The Thomas-Fermi width of the annulus is d = 3.59. In this case, the

barrier widths are wx ∼ 4 and wy ∼ 2. The observed critical barrier heights are Vc1 ∼ 0.14 µ,

and Vc2 ∼ 0.24 µ.

In Fig. 2.2 (a), we observe the depletion of the density but not a visible vortex core. However,

if we inspect the the vorticity field (2.10) plotted in Fig. 2.2 (b), we clearly see an isolated red

spot, corresponding to a positive vorticity, moving radially from the center of the torus towards

the higher density region, indicating the presence of the core of a singly-quantized vortex. In the

literature, phase singularities appearing inside strongly depleted regions have been referred to as

“ghost vortices” [96] .

The above scenario for vortex nucleation in a multiply connected geometry confirms that a

persistent flow in such a configuration is possible because of the pinning of the vorticity in the low

density regions near the center and outside of the torus. An explanation of this pinning has been

given, based on the existence of an effective energy barrier felt from a vortex core when trying to

move towards a region of much higher density [16, 60, 95, 51]. This effective energy barrier arises
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from the nonlinearity of the GP equation. Within this interpretation, the obstacle raised across

the annulus serves to unpin singly-quantized vortices by steadily decreasing the density during

the ramping process, up to suppression of the effective energy barrier. The density depletion

occurs on a radial stripe and makes way for the vortex moving outwards along a straight line

connecting the center of the vortex with the barrier. This as well happens for the anti-vortex

moving inwards at a larger height of the repulsive barrier, see below.

The above energetic argument should provide an energetic criterion for the superfluid insta-

bility. In the sections 2.1 and 2.2, we discussed a different criterion, see Eq. (2.1), coming from

hydrodynamics, and studied its validity within one-dimensional GP equation. As already noted

in subsection 2.2.4, the nature of both the hydrodynamic and full GP instability is not under-

stood, and therefore the connection to the above energetic argument is nontrivial. Moreover,

while for one-dimensional GP equation we verified the local hydrodynamic criterion (2.1) in the

proper weak/broad barrier regime, in the present two-dimensional problem we find a different

result.

Indeed, in the hydrodynamic regime, when ξ ≪ d, wx, wy and Vs ≪ µ, we observe the

instability towards vortex penetration when the local superfluid velocity reaches the “true” sound

speed [103]. The latter is calculated at the maximum of the repulsive well (at y = 0 in our case)

with the density integrated along the radial direction. This critical condition is first met inside

the barrier region, at the Thomas-Fermi radius of the cloud.

This criterion is different from the local criterion (2.1) insofar as it involves the true sound

speed and not the local sound speed, and the latter should be compared to the superfluid velocity

at the Thomas-Fermi radius of the cloud. In the next section, we will return, giving quantitative

results, to the study of this new criterion.

The parameters of Fig. 2.2, have been chosen such that the system is outside the hydro-

dynamic regime, in order to emphasize the generality of the presented vortex dynamics phe-

nomenology.

2.4.4 Phase-slips

As we discussed in the previous section, the passage of a vortex core between two points causes

a 2π slip in the phase difference between them. In Fig. 2.3, we observe 2π sharp drops in the

circulation C on a given loop of radius r at the moment the vortex core crosses it. The larger

the loop radius r, the later the vortex core reaches it and creates the phase slip. The fact that

the circulation at small (and large) radii is not exactly integer, but slightly larger, is due to
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Fig. 2.3: Circulation (solid lines) for loops with different radii and total angular momentum (dots) as

a function of time. The parameters are the same as in Fig. 2.2(a). The 2π drops in the

circulation at r = 4, 4.8, 6.4 are due to a singly-quantized vortex moving outwards from the

center. The drop at r = 8 and t ∼ 12 is due to the passage of an anti-vortex entering the

annulus from the outer edge. The oscillation in the circulation at r = 4 and t ∼ 16 − 17 is

due to a double crossing of a vortex trying to escape the inner region.

numerical difficulties related to the calculation of the velocity field where the density is very

small. However, even at r = 4, where the density is small, we see single 2π phase slips taking

place at regular intervals and corresponding to vortex core crossings. Moreover, at small radii,

close to the inner sea of vortices, the circulation shows spikes at which it decreases by 2π, then

quickly goes back to its previous value. These are associated with a vortex moving out of the sea

but being pushed back by a region of high density located slightly outwards, as discussed above.

Indeed, in this way, a loop is crossed back and forth by the same vortex. We have observed a

similar effect with anti-vortices trying to enter the annulus from the outer vortex sea.

Due to phase slippage, the angular momentum is reduced, and eventually the system becomes

stable again after a finite number of spawned vortices. The circulation is lowered by a few quanta,

and the fluid velocity on vortex-crossed loops is brought back below the critical value. If the

ramping is stopped at Vc1, only the inner edge of the annulus is unstable since its fluid velocity

is larger (v(r) ∝ ℓ/r). In this case, vortices do not cross completely the torus and move on stable

circular orbits. The vortices circulate on a fixed loop within our computational times. Vortices

orbiting inside a two-dimensional toroidal trap have been studied with GP equation in [62, 63].

However, when the barrier reaches a second critical height Vc2 > Vc1, the outer part of the
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annulus becomes also unstable. Anti-vortices then enter from outwards while vortices enter

the inner edge, as previously discussed. Anti-vortices move radially inwards and contribute

to stabilize the outer part by phase slips. Indeed, an anti-vortex crossing a loop makes the

circulation drop as a vortex crossing the opposite way.

In Fig. 2.2(c) we see a vortex already circulating inside the high density region of the annulus

while an anti-vortex begins to enter. The separation between Vc1 and Vc2 is proportional to the

velocity difference ∆v = ℓ(R1−R2)/(R1R2) between the two edges. In general, depending on ∆v,

the dynamics at barrier heights larger than Vc2 can vary. For instance, at lower angular momenta

∆v becomes smaller, and a vortex and an anti-vortex enter the annulus almost simoultaneously.

They can then collide and annihilate, as shown in Fig. 2.2(d). When a vortex and an anti-vortex

annihilate or separately orbit on the same loop, the system undergoes a global 2π phase slip,

and the total angular momentum is decreased by one unit.

2.4.5 Three-dimensional calculations in a squashed torus

We extended our two-dimensional calculations into a three-dimensional configuration. The pa-

rameters of the squashed toroidal trap are those employed experimentally at NIST. To transfer

angular momentum to the cloud, we use a Laguerre-Gaussian beam. We employ an harmonic

trapping with ω⊥ = 2π×20 Hz (such that d⊥ = 4.69 µ) and ωz = 48ω⊥. The Laguerre-Gaussian

beam is modelled by a proper external potential term in the GP equation [87]. The core repulsive

potential is Vco(r, z) = −Vc(r/σc)
2e−2(r/σc)

2

, and the resulting condensate has a shape close to

a hollow disk. We add a repulsive well potential of the same kind used in two dimensions, whose

shape, however, is not crucial in determining the qualitative features of the dissipation, as long

as wx is larger than the width of the annulus. We solve the three-dimensional GP equation

numerically by a finite-element discrete variable representation in the spatial coordinates and a

RSPF in time. The x and y coordinates were divided into boxes of span [−20.0,+20.0] with 160

elements and order 5 Gauss-Legendre bases while the z-direction covered a box [−10.0,+10.0]

with 80 elements of order 5 bases. The time step was 1 × 10−5 (see [81] for details).

Since the healing length is of the order of the harmonic lenght along z, we found, as expected,

that the nucleation of singly-quantized vortex lines and their dynamics resemble those observed in

two-dimensional calculations. In particular, we have two critical values for the barrier height Vc1

and Vc2 connected respectively with the nucleation of vortices or both vortices and anti-vortices.
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2.4.6 Outlook

The study of the instability scenario in fully three dimensional cases, where the degrees of freedom

along all the three directions play a role, represents a necessary extension of the present work.

Indeed, a part from the fundamental interest in understanding how the phase-slippage dynamics

takes place in three dimensions, recent experimental results have shown that the squashed torus

case studied here is not a good candidate for a clean observation of critical velocity for superfluid

dissipation, due to the large quantum fluctuations caused from the tight axial confinement. On

the other hand, the other toroidal trap used at NIST to demonstrate persistent currents [80],

with a larger axial size, seems a promising one.

Another interesting observation which deserves further investigation, is the discovery of a

new instability criterion, different from the local criterion (2.1) coming from superfluid hydrody-

namics.

These issues will be the object of the next section.

2.5 Phase-slip dissipation in three dimensions:

the role of confinement asymmetry and the instability

criterion

This section is based on the work: Instability and Vortex Rings Dynamics

in a Three-Dimensional Superfluid Flow Through a Constriction, F.P., L. A.

Collins [Theoretical Division, Mail Stop B214, Los Alamos National Laboratory, Los

Alamos, New Mexico 87545 ], and A. Smerzi [INO-CNR, BEC Center, and Diparti-

mento di Fisica, Via Sommarive 14, 38123 Povo, Trento, Italy], arXiv:1011.5041v1.

2.5.1 Overview of the main results

In this manuscript, we study the critical velocity and superfluid dissipation mechanism in a

three-dimensional constricted flow configuration, where the size of the cloud along all the three

directions is much larger than the healing length ξ. We consider a subsonic flow of a zero-

temperature dilute BEC, and numerically solve the GP equation in two different geometries:

a wave guide with periodic boundary conditions, which can mimic an elongated cloud along

the flow direction, as created in the experiments of [24, 85], and a torus, already introduced in
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Fig. 2.4: Constriction configuration. The light-gray surface corresponds to the classical (Thomas-

Fermi) surface of the cloud. The dark-gray surface shows an isosurface of the barrier potential

used to create the constriction.

the previous section. The unstable regime is reached by raising a repulsive penetrable barrier

perpendicular to the flow. This barrier is broader than the cloud transverse size, and extends

over a few (typically 5 to 10) healing lengths along the flow direction. In this way, we create a

constriction for the flow in the barrier region, as shown in Fig. 2.4. Starting from a stationary

flow with a given velocity, the barrier is adiabatically raised during the dynamical evolution until

the instability sets in, and we observe vortex rings penetrating the cloud, and taking energy off

the supefluid flow by the same phase-slip mechanism described earlier.

The two geometries under study present significative differences in the vortex ring nucleation

and dynamics. We find that vortex rings, which can find a stationary configuration after entering

an axially symmetric waveguide, are instead always transient in the torus, and, more generally,

as soon as the axial symmetry about the direction of flow is broken.

Finally, we observe that, in the hydrodynamic regime of GP equation, the instability criterion

which determines the critical velocity is not given by the local condition (2.1). We indeed verify,

consistently with the the criterion we found in the two-dimensional case treated in the previous

section, that the instability sets in as soon as the fluid velocity at the Thomas-Fermi surface of

the cloud equals the true sound speed, which in this case is the local sound speed averaged over

the transverse section of the waveguide/annulus.

66



2.5.2 The model

In order to study these various configurations, we solve the time-dependent GP equation (2.7)

for three spatial dimensions in scaled form as

i~
∂ψ(r, t)

∂t
=

[

−1

2
∇2 + V (r, t) + g|ψ|2

]

ψ(r, t) (2.13)

where length, time, and energy are given in units of do = [ ~

mωo
]
1
2 , 1/ωo, and ~ωo respectively

for a representative harmonic frequency ωo that characterizes the trap. V (r, t) is the external

potential. The condensate wavefunction ψ(r, t) is normalized to the total number of particles N .

The external potential has components associated with the trapping and the barrier potentials

of the form

V (r, t) = Vtr(r) + Vbar(r, t). (2.14)

In both cases, we find the ground state of the system with Vbar = 0.

The waveguide geometry is implemented by choosing the trapping potential

Vtr(r) =
1

2
[x2 + γ2z2] , (2.15)

with ωo ≡ ωx = 30×2πHz, γ = ωz/ωx, and periodic boundary conditions along the flow direction

y. We considered three different values of the γ, namely 1, 1.05, and 1.2, which correspond,

respectively, to a ground state chemical potential µ = 11.7, 12.0, 16.5 with N = 3 × 105 87Rb

atoms and a nonlinear scaling value g N = 10134 .

The toroidal geometry is implemented by choosing the trapping potential

Vtr(r) =
1

2
[α2x2 + β2y2 + z2] + Vc e

−2(ρ/σc)2 , (2.16)

where α = ωx/ωz and β = ωy/ωz. We take α = β = 0.5 with ωo ≡ ωz = 25×2πHz and form the

torus by including a core potential with parameters Vc = 144, and σc = 1.88 with ρ2 = x2 + y2.

The ground state chemical potential is µ = 7.6 for N = 2.5x105 23Na atoms, corresponding to a

nonlinear scaling value g N = 2028.

During the dynamical evolution, we use a time-dependent barrier potential of the same kind

used in the two-dimensional calculations of the previous section (see Eq. (2.11)):

Vb(r, t) = f(t)VsVbx(x)Vby(y)Vbz(z)/8, (2.17)

with f(t) = t/tr (f(t) = 1 for t > tr) and Vbx = tanh(x−Rx+x0

bs
) + tanh(−x+Rx+x0

bs
). Here Rx is

the x-shift of the center of the barrier while its width is wx ∼ 2x0. Vby(y) and Vbz(z) have the

same form as Vbx. The final height of the barrier is Vs as long as x0, y0, z0 ≫ bs.
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Before starting the dynamics, we put the condensate in motion by imprinting an appropriate

spatially dependent phase θ(r) on the wavefunction. In the waveguide case, θ(r) = mvy/~

generates a uniform flow of velocity v along the y direction. In the torus, θ(r) = mlφ/~, with l

integer, generates a tangential flow of speed v(r) = l/ρ, where φ = arctan(y/x).

The results presented in this manuscript are obtained by solving numerically the GP equation.

After finding the ground state with an imaginary-time propagation, we perform the dynamical

evolution in real time. For all the simulations performed we used a finite-element discrete variable

representation (DVR)[81]. In the waveguide geometry, we employed a split-operator method,

with a Fast-Fourier-Transform algorithm used for the kinetic part of the evolution, while for

the simulations in the torus we used a Real Space Product Formula [81]. The spatial grid for

the waveguide calculations was nx = 60, ny = 120, nz = 60 (or nx = 180, ny = 120, nz = 180

for Figs. 2.7 and 2.8) with box sizes Lx = 12, Ly = 24, Lz = 12 for the axially symmetric case

(see below), nx = 90, ny = 120, nz = 80 with box sizes Lx = 18, Ly = 24, Lz = 16 for the

axially asymmetric case, while the time-step was dt = 10−4. In the torus simulations, we used a

spatial grid consisting of 80 elements in each dimension with 4 DVR Gauss-Legendre functions

in each element spanning cubic box lengths of [−12, 12], [−12, 12], and [−10, 10] in the x, y,

and z-directions respectively. This choice gave 241 grid points in each direction. We also tested

the convergence with 5 basis functions and 321 points with only a few percent change in basic

quantities such as energies, momentum, and positions.

2.5.3 Criterion for instability

In the hydrodynamic regime, when the healing length ξ is much smaller than all other length

scales (the smallest of which is the barrier width along the flow direction), we find that the onset

of instability coincides with a simple condition, vTF = c: inside the barrier region, the local fluid

velocity at the classical (Thomas-Fermi) surface of the cloud, vTF, equals the sound speed c, as

depicted in the inset of Fig. 2.5. It is important to precisely define the sound speed which sets

the threshold for the critical velocity. The latter is the Bogoliubov sound speed, calculated inside

the barrier region, for the low-lying modes propagating along the flow, taken as if the system

was homogeneous in this direction. In the present case of a harmonic transverse confinement,

and within the Thomas-Fermi approximation, this sound speed is simply the average of the local

sound speed on a plane perpendicular to the flow c = c(0)/
√

2, where c(0) is the local sound

speed at the center of the transverse harmonic trap [103].

We verified this numerically in the waveguide case, as shown in Fig. 2.5. In a waveguide

68



Fig. 2.5: Ratio of the higher local fluid velocity at the Thomas-Fermi radius, v(RTF ), to the sound

speed c inside the barrier, as a function of the barrier height. The red-shaded area correspond

to the critical point plus uncertainty. The results are obtained for the cylindrically symmetric

waveguide γ = 1 and initial flow velocity v = 1.05. The inset shows a sketch of the behavior of

the local fluid velocity along a radial cut inside the barrier region. The red solid line indicates

the value of the sound speed c, which with transverse harmonic confinement is just the average

of the local sound speed, c(r⊥) (red dashed line) over the transverse plane. The black(blue)

solid line corresponds to a subcritical(critical) condition.

with cylindrical symmetry, the condition vTF = c is verified simultaneously at points on a circle

perpendicular to the flow, from where a vortex ring will then enter. In the torus, due to a higher

flow speed at the inner edge of the annulus, the critical condition is reached first on the interior

of the cloud, with the consequence that vortex rings, if ever formed, must be asymmetric, as we

discuss below.

This criterion allows for a simple understanding of the details of vortex penetration dynamics,

based on the observation that vortex cores enter first where the critical condition if first reached.

As discussed in the previous section, we verified the same condition for instability to hold for

a two-dimensional toroidal BEC.

Already below the critical point, we observe vortices getting closer to the edges of the cloud

but failing to enter. The presence of these “ghost” vortices (see previous section), suggests that a

pre-instability is triggered at the edges of the condensate, but, since the vortices do not enter the

bulk region, it is not sufficient to dissipate the superflow. This observation can help building a
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connection between the present criterion and the local criterion (2.1). As anticipated, the latter

is clearly not valid here, since it would predict the flow to be always unstable for the simple

reason that the local sound speed goes to zero at the edges of the waveguide, and therefore

condition (2.1) is always met, even before raising the obstacle. However, even though not giving

the condition for the real instability, the local criterion can be signalling the onset of the above

pre-instability. Indeed, the latter is present as soon as the fluid moves, since a vortex sea (see

previous section) is formed, and the ghost vortices which try to enter the cloud before the critical

velocity come out of this fluctuating sea.

2.5.4 Instability dynamics in the waveguide

In analogy with the standard situation where a superfluid flows through a channel, we consider a

waveguide with periodic boundary conditions along the flow direction y, and the barrier creating

the equivalent of the channel. This situation can be realized experimentally with a BEC inside

an elongated trap along the flow direction. As stated above, before raising the barrier in the

simulations, a stationary flow is created by imprinting a phase mvy/~ on the condensate wave-

function, where v is the constant flow speed. This corresponds in the experiment to sweeping the

barrier across the cloud at a constant velocity. We consider a symmetric harmonic confinement

in the transverse x − z plane, such that dx =
√

~/mωx and dz =
√

~/mωz are both sufficiently

larger than the bulk healing length. The effect of transverse degrees of freedom comes thus into

play, giving rise to a fully three-dimensional dynamics. Such a setup has been used in [85], where,

moreover, the possibility of creating a penetrable repulsive barrier with a control over a length

comparable to the healing length has been demonstrated.

In this configuration, as soon as the critical barrier height is reached, a vortex ring detaches

from the system boundaries and starts shrinking into the cloud inside the barrier region, as

shown in Fig. 2.6, a). In the figure, black points indicate the position of vortex cores while the

gray surface corresponds to the Thomas-Fermi surface of the cloud. Detection of vortex cores is

performed using a plaquette method, described in [28].

Let’s observe that a vortex ring shrinking into the cloud is the three-dimensional analogue

of the penetration of a vortex-anti-vortex pair in two dimensions, shown in Fig. 2.2(d). Indeed,

vortex core located at opposite sides of a circular vortex ring carry opposite vorticity.

Depending on the initial flow velocity, waveguide transverse section, and barrier height at the

critical point, the ring attains a certain radius and velocity with which it propagates in the flow

direction in a stable fashion, as long as axial symmetry is preserved, as depicted in Fig. 2.6, c)
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Fig. 2.6: Four subsequent stages of the vortex ring penetration in the waveguide. The gray surface

indicates the position of the Thomas-Fermi surface of the condensate. Black dots show the

position of the vortex cores. Here the waveguide is axially symmetric γ = 1, the initial flow

velocity is v = 1.05, and the final barrier height is Vs = 0.17µ. a) The ring is shrinking

around the cloud in barrier region, still outside the Thomas-Fermi borders of the cloud. b)

The ring has just entered the cloud. c) The ring has shrunk to its final size and is already

outside the barrier region, moving along the flow direction. d) The ring has moved far from

the constriction region, with a constant speed and radius.

and d). Here the vortex ring eventually propagates at the speed ur = 0.65, and a radius R = 2.9.

For sufficiently strong barriers, the ring shrinks to a point, thereby annihilating and complet-

ing a full single phase-slip, as shown in Fig. 2.7. After this process, the velocity has dropped

everywhere by the same quantized amount. Again, such an event is the three-dimensional ana-

logue of vortex-anti-vortex annihilation in two dimensions.

It is interesting to analyze the ring annihilation event in more detail. In Fig. 2.8 a) and

b), respectively, we show the position of the vortex cores toghether with the density on a plane

parallel to the flow direction, at a time just before and just after the ring has shrunk to a

point. In Fig. 2.8 c), the density on the same plane is plotted at four subsequent times after the

annihilation. The details of self-annihilation process which we observe are consistent with the
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Fig. 2.7: Four subsequent stages of the vortex ring annihilation in the waveguide. The gray surface

indicates the position of the Thomas-Fermi surface of the condensate. Black dots show the

position of the vortex cores. Here the waveguide is axially symmetric γ = 1, the initial flow

velocity is v = 0.52, and the final barrier height is Vs = 0.94µ. a) The ring is shrinking around

the cloud in the barrier region, still outside the classical borders of the cloud. b) The ring has

entered the cloud. c) The ring is about to shrink completely and annihilate. d) The ring has

annihilated and no vortex core is now inside the Thomas-Fermi surface.

previous studies of axisymmetric vortex ring solutions [41, 40, 15, 45, 76]. Namely, if we consider

the position of the vortex cores, we see that the points of phase singularity form a loop which

shrinks inside the constriction, Fig. 2.8 a), and whose radius eventually becomes zero, Fig. 2.8

b). At this moment, we see the zero-density core being filled with atoms, thereby transforming

into a density depression, which further propagates out of the constriction as a rarefaction pulse,

as shown in Fig. 2.8 c). Finally, this rarefaction pulse decays into sound.

Both in Figs. 2.6 and 2.7, we see that, at least initially, the vortex cores are subjected to an

essentially radial motion, corresponding to the shrinking of the vortex ring. This behavior can be

understood by considering what contributes to the motion of vortex cores in non-homogeneous

systems [67]. Let us consider a single vortex core located at some position xc. Its velocity is

the sum of two terms: i) the background flow velocity at xc, and ii) a term perpendicular to the
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Fig. 2.8: Details of the ring self-annihilation event studied in Fig. 2.7, at six subsequent times. In a)

and b), left panel, the gray surface indicates the position of the Thomas-Fermi surface of the

condensate, while black dots show the position of the vortex cores. In a) and b), right panel,

and c), the density on a z = 0 plane parallel to the flow direction is shown. A very small loop

structure of vortex cores, in a), shrinks to a point and has disappeared in b). The ring has

transformed into a rarefaction pulse, whose propagation and decay into sound appears in c).

gradient of the density at xc. Both contributions must be calculated as if the vortex was not

present. Since the relative weight of term ii) is proportional to the value of the healing length

calculated at xc, in high density regions, a vortex core will move mainly with the background

superfluid velocity, while in low density regions, it will move mainly due to the gradient of the

density. Therefore, when the vortex ring is inside the constriction, where the density is low, and

especially when it is close to the Thomas-Fermi surface, it will principally move perpendicular to

the gradient of the density, whose main contribution comes from the density modulation induced

by the barrier along the flow direction. This results in an essentially radial motion of the cores,

and thus into the shrinking of the ring.
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Fig. 2.9: Three subsequent stages of the vortex ring annihilation in the torus. The gray surface indicates

the position of the Thomas-Fermi surface of the condensate. Black dots show the position of

the vortex cores. Here the initial circulation is l = 1, and the final barrier height is Vs = 0.5µ.

a) The ring is shrinking around the cloud in barrier region, still outside the classical borders

of the cloud. b) The ring has entered the cloud. c) The ring is about to shrink completely

and annihilate.

2.5.5 Instability dynamics in the torus

In the toroidal geometry, the scenario is richer since, as already discussed in the previous section,

the tangential flow velocity at a given total angular momentum, due to the conservation of

quantized circulation, decreases like 1/r, where r is the distance from the center of the torus.

This introduces an asymmetry between the inner and the outer edges of the cloud, which is not

present in the waveguide case. In three-dimensional configurations, the result is that vortex rings

are transient features in a toroidal geometry.

The ring vortex either breaks or shrinks to a point and annihilates for sufficiently strong

barriers. While the annihilation process, shown in Fig. 2.9, is very similar to the one taking

place in a waveguide, the vortex ring breaking mechanism reflects instead more evidently the

asymmetry in the velocity field.

As shown in Fig. 2.10, the ring is strongly deformed since the inner part moves faster (the

74



Fig. 2.10: Four subsequent stages of the vortex ring breaking in the torus. The gray surface indicates

the position of the Thomas-Fermi surface of the condensate. Black dots show the position

of the vortex cores. Insets show the top and side views. Here the initial circulation is l = 4,

and the final barrier height is Vs = 0.2µ. a) The vortex ring is bending to form a right angle.

b) The vortex ring has formed a right angle whose vertex is close to a vortex line coming

frome the center of the torus. c) The vortex ring and line have just reconnected: a vortex

line and a portion of a ring vortex are now inside the Thomas-Fermi surface. d) The vortex

line and the ring have moved apart.

velocity of a vortex core, when the healing length is much smaller than the length scale of density

variation, is essentially given by the background flow velocity [67]). The deformation increases in

time up to the point at which the ring bends in on itself, forming a right angle at whose vertex a

kink is present, as shown in Fig. 2.10 b). Meanwhile, a vortex line coming from the inner core of

the torus approaches the vertex, also forming a kink in correpondence to the latter. Eventually,

the line and the ring connect, joining each other at the position of the kinks. Such an event

produces a vortex line plus a new ring vortex, appearing in Fig. 2.10 c). Thus, the breaking
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Fig. 2.11: Three subsequent stages of the vortex ring formation in the torus. The gray surface indicates

the position of the Thomas-Fermi surface of the condensate. Black dots show the position of

the vortex cores. Insets show the side view. Here the initial circulation is l = 4, and the final

barrier height is Vs = 0.2µ. a) The vortex line is bending around the cloud in barrier region,

partially outside the Thomas-Fermi borders of the cloud. b) The vortex line has developed

two kinks. c) The vortex ring has just formed.

is actually a vortex reconnection. Vortex reconnections play an important role in turbulent

scenarios, being a very efficient mechanism for increasing the number of vortices in the system

[98].

When the barrier is not strong enough to make both the edges of the annulus unstable, we

also observed cases in which the ring is not formed at all, and a strongly bent vortex line enters

the cloud from its inner edge, to circulate around the torus. The fact that the vortex line enters

the inner edge of the annulus is due to the above mentioned asymmetry in the velocity field,

decaying as the inverse of the distance from the center of the torus, which makes the instability

set in there first, according to the criterion discussed in section 2.5.3.

The formation of a vortex ring in the torus is very interesting, since it can be seen as a

reconnection of a vortex line with itself. As shown in Fig. 2.11, a bended vortex line is always

present at first. While the bending increases, the vortex line develops two sharp kinks whose

tips get closer to each other, up to when they join, thereby cutting the original line into a vortex

ring plus a yet another line. The latter is then reabsorbed at the system’s boundary.
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2.5.6 Changing from two to three dimensions

When the condensate is effectively in two dimensions, meaning that the cloud size along the

third direction is comparable with the healing lentgth ξ, vortex lines oriented along the direction

of tighter confinement can become the preferred excitations with respect to vortex rings [27]. In

the previous section, studying a condensate inside an effective two-dimensional toridal trap (the

system’s size along the axis of the torus was about one healing length), we indeed observed that

superfluid dissipation took place through the formation of vortex lines entering the cloud.

For the trap configurations considered here, we have observed vortex ring formation in the

very low density regions outside the condensate classical Thomas-Fermi surface. As suggested

before, we could call these ghost vortices, since they are not visible from the condensate density

profile. In some cases, these ghost vortex rings are able to enter completely the classical surface

of the cloud, transforming into what we should then call “real” ring vortices. In the crossover

between effective two- and three-dimensional regimes, moving from a scenario in which only

vortex lines are present to one in which real vortex rings come into play, it is reasonable to

expect an intermediate regime in which ghost vortex rings are formed, but the condensate is

sufficiently squashed along the third dimension that the full vortex loop is not able to enter the

cloud’s classical surface. In this regime, superfluid would be dissipated by vortex rings which are

partly real and partly ghost, appearing as simple bent vortex lines in the density profile.

An example of such situation is given in Fig. 2.12, where the waveguide is non-axially sym-

metric about the flow direction (γ = 1.2). After the instability sets in, a ghost vortex ring forms

and shrinks around the cloud in the barrier region up to when we observe a full-fledged ring

vortex, which is only partially inside the Thomas-Fermi surface of the condensate (Fig. 2.12a)).

However, since the part of the ring which is inside the Thomas-Fermi surface moves with a larger

speed along the flow direction with respect to the part which remains outside, the ring vortex is

soon deformed (Fig. 2.12b)), and eventually breaks up (Fig. 2.12c)). The vortex cores located

inside the Thomas-Fermi surface of the cloud move, to a good approximation, along with the

background velocity field. On the other hand, cores in the low density region outside the surface

of the cloud essentially do not feel the background velocity and move along the flow direction

only because of the presence of transverse density gradients. After the vortex ring breaks up, the

two lines move downstream and continue to deform, and eventually re-join to form a vortex ring

(Fig. 2.12d)). The latter undergoes the same deformation described above, leading to another

break up.
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Fig. 2.12: Four subsequent stages of the vortex ring dynamics in the axially asymmetric waveguide.

The gray surface indicates the position of the Thomas-Fermi surface of the condensate. Black

dots show the position of the vortex cores. Insets show the front and side view. Here the

waveguide is non-axially symmetric γ = 1.2, the initial flow velocity is v = 1.05, and the

final barrier height is Vs = 0.13µ. a) A partially-ghost ring vortex has formed. b) The ring

vortex is strongly deformed. c) The ring vortex has broken up leaving two vortex lines. d)

The vortex lines have joined back to form a new ring vortex.

78



We also verified that, even in a very slightly non-axially symmetric waveguide, ring vortices

eventually break up. With γ = 1.05, the deformation is created more slowly with respect to the

γ = 1.2 case, but the ring breaks up anyway, though at a later time.

2.5.7 Outlook

In these last two sections, we have seen that the excitations which show up above the critical

velocity, when the superfluid is flowing through a weak link in two and three dimensions, are

always vortices: inside the cloud there are cores of zero density around which the circulation is

quantized. This cores are connected with each other to form lines ending at the boundaries of

the system, or to form loops. The nature and dynamics of these vortex structures is very rich,

and dependent on the system geometry.

The phase slip instability studied in these last two sections is a superfluid dissipation mech-

anism, since, as already discussed, it subtracts energy from the flow of the superfluid. However,

GP equation does not include the dissipative processes which bring the system to thermal equi-

librium. In a realistic situation, the vortices, carrying the energy subtracted from the superfluid,

are supposed to eventually thermalize, with the result of heating the system. The role of finite

temperature on the superfluid instability scenario presented here deserves further study.

Another point which deserves further investigation is the relation between the new instability

criterion verified here, and other criteria of completely different origin. Among these, we found

already the hydrodynamic local criterion (2.1) gives the correct critical velocity in effective one-

dimension (see section 2.2), but not in two- and three- dimensional cases.
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Classical and quantum interferometry

The aim of an interferometric device is to measure a phase shift between two fields travelling

down separated paths. The phase shift is induced, broadly speaking, by an external perturbation

which is the physical quantity to be eventually determined.

Clearly, developments in such a field would aim to reach the best possible precision with

given apparatus and resources. Therefore, the uncertainty with which the phase shift can be

determined becomes a crucial issue in interferometry. This is tightly connected to information

theory and single parameter estimation, as we shall discuss later with some detail.

Estimation theory answers a fundamental question: how the uncertainty of a given device

scales with the resources employed in the measurement. In optical or atomic interferometry these

resources essentially correspond to the number of particles entering the apparatus. A generic

linear interferometer with classical input states, that is, with no quantum correlations between

the particles, has a sensitivity ∆θ which scales as 1/
√
N . This is referred to as shot-noise limit

or standard quantum limit (SQL).

The inverse scaling of the sensitivity with the number of particles in input seems to suggest

that the interferometer performance could be simply improved at will by increasing the number of

resources N . However, it is essential to notice that this number cannot be increased ad infinitum.

In optical interferometry, the back-reaction of the mirrors under an increasing light pressure limits

the sensitivity [58]. Similar problems occur in atom interferometers, where mirrors and beam

splitters are implemented by standing light waves [15]. In addition, there are interaction induced

shifts at higher densities.

Hence, there is an optimal number of particles N that can be used in a particular setup.

Fixing this number, the sensitivity can still be improved by a factor 1/
√
N in ∆θ by using

“usefully” correlated states, which can provide a huge gain. In particular, entangled input states

can allow for a 1/N scaling, referred to as the Heisenberg limit (HL), which is the ultimate limit

for quantum interferometers.

Progress in this direction is not only important for interferometry itself, but the results apply
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to a wide range of quantum technological applications such as quantum frequency standards,

lithography, positioning, and imaging [34].

It is generally believed that entanglement plays a crucial role in new quantum technologies

such as quantum communication, quantum simulation, and quantum computation [65]. More-

over, as introduced above, entanglement is also a key resource to beat the SQL. There seem in

general to be a relation between phase estimation and entanglement theory [46].

On the experimental side, quantum interferometry has witnessed a substantial advance in

the last years. Several proof-of-principle experiments reaching a sub-shot-noise sensitivity have

been performed, for a fixed number of particles, with photons [62, 86, 64, 32] and ions [56], while

squeezed (entangled) states for interferometry with a nonfixed number of particles have been

prepared with BECs [67, 51, 27, 38, 75], atoms at room temperature [30], and light [36, 85].

Current research on linear interferometers is directed toward the determination of optimal

input states and output measurements [19, 93, 45, 26, 81, 16, 11, 72, 73, 84, 14], adaptive phase

measurement schemes [7, 43, 6, 47], and the study of the influence of particle losses [25, 24, 78].

Also, schemes for nonlinear interferometers are under investigation [59, 79, 10, 9].

In what follows, we will deal with implementations of quantum interferometers with dilute

BECs, trapped by optical/magnetic fields. In particular, we will study double-well traps, already

introduced in section 1.7, and analyze the potential of two different interferometers realizable

with current experimental technology. First, we will study a double-well Rabi interferometer,

where the phase accumulation stage takes place while the atoms oscillate between the wells,

and the population imbalance is measured at different times. We will discuss the application of

this scheme to the measurement of short-range forces. As a second interferometric protocol, we

will analyze a two-slit interference scheme, where, after the phase is imprinted, the atoms are

released from the trap and freely expand to form an interference pattern, on which position mea-

surements are subsequently performed. Both proposal have the common feature of being simpler

to implement than the Mach-Zehnder interferometer, a paradigm of linear interferometers.
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Chapter 3

Interferometry with trapped

Bose-Einstein condensates

3.1 Sensitivity of an interferometer and estimation theory

In this section, we will introduce some basic concepts and formalism of estimation theory, use-

ful for the application to quantum interferometry with BECs, especially dealing with two-level

systems. The organization of the section is modelled on the introduction of the work [48].

3.1.1 Linear interferometers and collective operators

In this chapter, we will be dealing only with linear interferometers, where the phase shift is due

to some external effect which independently acts on each particle. A paradigmatic example of

such an interferometer is the Mach-Zehnder interferometer (MZI), see Fig. 3.1 a), where the two

input signals are recombined through a beam-splitter, then the phase shift takes place when the

two arms are completely decoupled, and finally a last beam splitter acts before the intensity is

measured at the two output ports.

Here and in what follows, we will also restrict ourselves to interferometric implementations

with two-level systems. The two levels could be two momentum states, as for the Mach-Zehnder

interferometer,the two internal states of the particles, or the states localized in either of the two

wells of a double-well trap, see Fig. 3.1. The double-well implementation will be the object of

the next sections.

The transformation corresponding to a generic two-mode linear interferometer can be de-
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Fig. 3.1: This figure is taken from [48]. Systems that can be used for linear two-state interferometry: a)

archetypical optical Mach-Zehnder interferometer as in Refs [64, 60], b) double-well system as

implemented in recent experiments on squeezing in BECs [27, 38, 75], and c) system of single

wells as in ion traps [56, 49]. In the first two cases each of the N particles lives in the subspace

of the two states labelled by a and b, corresponding to momentum states in case a) and to the

left and the right well in case b). In case c), there is one particle per well, and particle k in

trap k has the two internal degrees of freedom ak and bk (displayed are trap states, while in

ion traps typically internal states of the ions are used [49]). The interferometer operations acts

on the a-b subspace in the cases a) and b) and identically on the subspaces ak-bk in case c).

In the latter case, the particles are accessible individually via the different traps in principle.

They can be treated as distinguishable particles labelled by the trap number k if the spacial

wavefunctions of the particles in the different traps do not overlap [70].

scribed in terms of collective spin operators

Ĵi =
1

2

N
∑

k=1

σ̂
(k)
i , (3.1)

where σ̂
(k)
i is the i-th Pauli matrix acting on particle k, where i = x, y, z. The input state is

transformed by exp(−iĴ~nθ), where Ĵ~n = ~n · ~̂J , and θ is the phase shift. For a Mach-Zehnder

interferometer consisting of a beam splitter exp(iĴx
π
2 ), a phase shift exp(−iĴzθ), and another

beam splitter exp(−iĴx π2 ), the effective rotation is [93]

ÛMZ = e−iĴx
π
2 e−iĴzθeiĴx

π
2 = e−iĴyθ, (3.2)

hence ~n = y. This transformation also describes other applications such as the Fabry-Perot

interferometer,Ramsey spectroscopy, and the Michelson-Morley interferometer.
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It is important to notice that, since the collective spin operators are just sums of single-particle

operators, the linear interferometer transformation factorizes,

e−iĴ~nθ = e−iσ̂
(1)

~n
θ
2 ⊗ e−iσ̂

(2)

~n
θ
2 ⊗ · · · ⊗ e−iσ̂

(N)

~n
θ
2 , (3.3)

where σ̂~n = ~̂σ · ~n. Therefore, this operation acts only locally on the particles, and no correlation

(entanglement) can be created in a linear interferometer.

3.1.2 Phase estimation sensitivity

A generic phase estimation scheme [41, 44] can be divided into four subsequent stages:

• i) the preparation of the initial state ρin,

• ii) the phase transformation corresponding to the particular interferometer (i.e. the oper-

ator Ĵ~n), changing ρin into ρ(θ) parametrized by θ only,

• iii) the measurement performed on ρ(θ),

• iv) the processing of the measurement results, implying the choice of an estimator, that is,

a way to use the measurement results in order to infer the value of the phase θ.

A general measurement, which not necessarily has a corresponding operator defining an ob-

servable, can be characterized by its positive operator valued measure (POVM) elements {Ê(ξ)}ξ
[65]. Given one of the possible outcomes ξ1 generated in stage iii) of the phase estimation se-

quence above, θ can be inferred from ξ upon choosing an estimator θest(ξ) in stage iv).

The estimator θest(ξ) can in principle be any function of the measurement outcome, though

one usually looks for the so-called unbiased estimators, such that their mean tends to the true

value of the phase shift: limm→∞ θ̄
(m)
est = θ, where θ̄

(m)
est is the mean over m experiments.

The phase sensitivity, ∆θ is defined as the standard deviation of the estimator, ∆θest. If the

estimator is unbiased, the Cramér-Rao theorem [41, 44] sets a lower bound for the sensitivity:

∆θest ≥
1√
m

1√
F
, (3.4)

where m is the number of independent repetitions of the measurement, and F is the so-called

Fisher information (FI). The Fisher information [92, 12, 13] quantifies the statistical distinguisha-

bility, achievable through a given measurement defined by {Ê(ξ)}, of quantum states lying along

1in general we can think as a set of numbers resulting from a given measurement
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a path described by a single parameter θ (i.e. all states are transformed into each other by a

single parameter transformation). One can thus see why the FI is related to a measurement sen-

sitivity. Indeed, the best possible precision is set by the smallest difference between two different

values of the parameter θ which can still be distinguished by the measurement, which in turn

means, since the measurement is performed on a quantum state evolved by the single parameter

transformation, the two closest quantum states which can be distinguished. The FI is defined as

F [ρ(θ); {Ê(ξ)}] =

∫

dξP (ξ|θ)
[

∂ logP (ξ|θ)
∂θ

]2

=

∫

dξ
1

P (ξ|θ)

[

∂P (ξ|θ)
∂θ

]2

, (3.5)

where the conditional probabilities are given by the quantum mechanical expectation values,

P (ξ|θ) = Tr[Ê(ξ)ρ(θ)].

Another important quantity is the quantum Fisher information (QFI), FQ, obtained from

the FI by maximizing over all possible measurements,

FQ[ρ(θ)] = max
{Ê(ξ)}

F
[

ρ(θ); {Ê(ξ)}
]

. (3.6)

Therefore, while the FI depends on the transformation (i.e. the interferometric apparatus), the

input state, and the measurement, the QFI depends, given an interferometer, only on the input

state. For pure input states, and for a unitary phase transformation with the generator Ĥ , where

Ĥ = Ĵ~n for linear two-mode interferometers which we are interested in, the QFI is [12, 13]

FQ[|ψ〉; Ĥ ] = 4〈∆Ĥ2〉ψ = 4(〈Ĥ2〉ψ − 〈Ĥ〉2ψ). (3.7)

On the other hand, for mixed input states, the QFI is given by [12, 13]

FQ[ρ; Ĥ ] = 2
∑

j,k

(λj + λk)
(λj − λk
λj + λk

)2

|〈j|Ĥ |k〉|2, (3.8)

where ρ =
∑

k λk|k〉〈k| is the spectral decomposition of the input state, and the sum is over

terms where λj + λk 6= 0 only.

For practical purposes, a fundamental result is given by Fisher’s theorem, which ensures that

the bound (3.4), often called Cramér-Rao lower bound (CRLB), can be saturated in the central

limit, typically for large number of measurement m, using a maximum-likelihood (ML) estimator

[21]. Since we will make use of ML estimators in our study of interferometric implementations

with trapped BECs, applications of ML estimation to specific cases will be discussed in detail in

the following sections. We limit ourselves to mention that the ML estimator θML(ξ) is obtained

by maximizing, given the measurement outcomes ξ, the conditional probability P (ξ|θ).
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3.1.3 Entanglement and interferometer sensitivity

In this final part of the section, we will briefly introduce some results regarding the connection

between the interferometer sensitivity and the amount of entanglement present in the input state.

The usual definition of entanglement comes through stating which states are not entangled,

that is, fully separable. A pure state of N particles is called fully separable if can be written as

a product state, |ψfs〉 = ⊗Ni=1|ψ(i)〉, where |ψ(i)〉 is a pure state of particle i. A mixed state is

fully separable if it can be written as an incoherent mixture of such product states,

ρfs =
∑

k

pk|ψ(1)
k 〉〈ψ(1)

k | ⊗ |ψ(2)
k 〉〈ψ(2)

k | ⊗ · · · ⊗ |ψ(N)
k 〉〈ψ(N)

k |, (3.9)

where {pk} is a probability distribution [88]. Any such state can be generated by local opera-

tions and classical communication [88, 65]. Non-separable states are entangled, and non-local

operations are needed for their production.

A connection between entanglement and sensitivity for two-mode interferometers has been

recently established [74]. It has been shown that, for all fully separable input states, and for any

unitary generator of a linear two-mode interferometer, Ĥ = Ĵ~n, the FI is bounded by the number

of particles, F [ρfs; Ĵ~n] ≤ N . Therefore, by the CRLB (3.4), the phase sensitivity is bounded by

the shot-noise limit,

∆θest ≥
1√
Ntot

, (3.10)

where Ntot = mN is the total number of particles used in the m runs. This means that only

entangled input states can reach a sub shot-noise sensitivity.

On the other hand, the Heisenberg limit, already introduced in the previous section, sets as

the ultimate limit on the phase sensitivity allowed by quantum mechanics. It is important to

point out that all these bounds must be carefully defined in relation to the resources used. If

the number of measurements, m and the number of particles used in each measurement, N are

fixed separately, then the HL is given by [35]

∆θ =
1√
mN

. (3.11)

3.2 Why interferometry with dilute BECs ?

Interferometers operating with atoms are particularly useful and versatile tools for measuring

phase shifts originating from a large variety of interactions with external sources [22]. In many

cases, the interaction is largely enhanced for atoms as compared to photons, enabling phase
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estimation with an increased precision. This happens, for instance, for the rotational Sagnac

phase, given by 4πΩAm
~

, (where m is the mass of the atoms and equals ~/λc for photons; λ

is the wavelenght of the radiation, A is the area of the interferometer, and Ω is the angular

velocity of the setup). For the same A and Ω, and typical values of the atomic mass and λ, the

Sagnac phase is enlarged by a factor 1010 in an atom interferometer as compared to an optical

interferometer. However, the phase is also dependent on the area of the interferometer, which is

typically considerably smaller in an atom interferometer.

Interferometry with BECs might offer additional advantages with respect to atom interfer-

ometry. The reduced spreading in the momentum distribution is advantagous for the operation

of interferometers with standing light waves functioning as beam splitters. The low velocities

also enable the realization of interferometers enclosing a larger area. Moreover, the inter-particle

interactions, toghether with the macroscopic phase coherence, allow to create entangled states

which, as mentioned above, can be used to perform quantum interferometry at the HL.

This makes the dilute BEC a promising system to measure the electromagnetic [66, 68, 57, 5]

or gravitational [28, 1] forces. Moreover, the inter-atomic interactions have been already used to

create entangled states [27, 38, 75, 61].

Another very promising experimental tool which can be used with atomic BECs is the possi-

bility to tune the strength of the atom-atom interaction and dynamically adjust it near so-called

Feshbach resonances [53, 20]. In particular, atom-atom interactions can be tuned to zero to allow

for the realization of non-interacting BECs [87, 77] . This feature has been exploited to realize an

interferometer with BEC trapped inside an optical lattice [28, 39]. Here Bloch oscillations were

forced by gravity and imaged at different times after releasing the trap. Due to the micrometric

size of the atomic sample ( related to the BEC small spreading in momentum distribution ) and

the enhanced coherence times ( allowed by the tuning of the inter-particle interactions almost to

zero ) this sensor seems an ideal tool for measuring forces with high sensitivity.

3.3 Implementation in double-well traps I:

Rabi interferometer and application

to the measurement of short range forces

This section is based on the work: Rabi Interferometry and Sensitive Mea-

surement of the Casimir-Polder Force with Ultra-Cold Gases, J. Chwedeńczuk
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[INO-CNR, BEC Center, and Dipartimento di Fisica, Via Sommarive 14, 38123

Povo, Trento, Italy] L. Pezzé [Laboratoire Charles Fabry, Institut d’Optique, 2 Avenue

Fresnel, 91127 Palaiseau - France], F.P., and A. Smerzi [INO-CNR, BEC Center, and

Dipartimento di Fisica, Via Sommarive 14, 38123 Povo, Trento, Italy], published in

Phys. Rev. A 82, 032104 (2010).

As anticipated, a BEC interferometer can be implemented using ultracold atoms inside a

double-well trap [71, 55, 47, 37] (see section 1.7 for an example of experimental realization of a

BEC double-well). The two interferometer modes correspond to states localized about the two

minima of the external potential, as illustrated in Fig. 3.1 b).

In the two-mode approximation, the Hamiltonian of the system can be written as a function

of the collective angular momentum operators,

Ĥ = −EJ Ĵx +
EC
N
Ĵ2
z + δĴz , (3.12)

where EJ is the kinetic energy related to the hopping of particles between the wells, EC is the

atom-atom interaction energy within each well, and δ is the potential energy difference between

the two localized single particle states.

In subsection 1.7.5, we have analyzed the two-mode approximation to the GP mean-field

equation for a BEC in a double-well. A quantization of the latter mean-field two-mode model will

yeld a Hamiltonian of the same kind of Eq. (3.12). The overlap integrals K and (1/2)g
∫

d3rΦ4
L,R,

defined in 1.7.5, would substitute EJ and EC/N , respectively2.

Looking at Eq. (3.12), we see that the phase shift transformation exp(−iĴzθ) can be performed

by letting the system evolve in presence of an energy difference between the two potential minima,

δ 6= 0, but making both the coupling between the two wells and the atom-atom interaction

negligible. The beam splitter transformation exp(−iĴxπ/2) can also be implemented by letting

the atoms oscillate between the wells with no energy difference between the minima, δ = 0, and

with negligible atom-atom interactions, over a time interval t such that tEJ/~ = π/2.

An important achievement would be the realization of the double-well Mach-Zehnder in-

terferometer, which, as discussed in the previous section, constitutes the paradigm of linear

interferometrs. Since it requires two beam splitters, plus an intermediate phase shift, the ex-

perimental realization of a double-well MZI demands an exquisite control over the dynamical

manipulation of the inter-well barrier, accompanied by the proper time-dependent tuning of the

interactions between the atoms by Feschbach resonances.

2the overlap integral χ must also be neglected in order to get Eq. (3.12)
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On the other hand, it is interesting and experimentally relevant to search for alternative

interferometric schemes which can be easier to realize, and therefore potentially more stable than

the MZI. This is the main motivation for the works described here and in the next section, where

we propose two simpler interferometers to be implemented with dilute BECs inside double-well

traps.

3.3.1 Overview of the main results

We propose a new interferometric protocol: a double-well Rabi interferometer (RI). This can be

implemented using either degenerate spin-polarized Fermions or non-interacting Bose-Einstein

condensates (BECs). The Rabi interferometer is less sensitive than the MZI, but does not require

any splitting/recombination processes, and is potentially suitable for the estimation of forces

rapidly decaying with distance. Moreover, in analogy to the MZI, but differently from previous

proposals for the measurement of weak forces, the RI can reach a sub shot-noise phase sensitivity

using spin squeezed states recently created with a BEC [27]. In the scheme presented here, atoms

oscillate between the two wells while acquiring a phase shift. The relative number of particles

among the two wells undergoes Rabi oscillations analogous to those experienced by a collection

of two-level atoms in a quasi-resonant field [89]. The measurement of population imbalance as a

function of time permits to infer the value of the external force as it affects both the amplitude

and the frequency of Rabi oscillations. In particular, once fed with a fermionic/bosonic spin

coherent state, the interferometer allows for an accurate measurement of the Casimir-Polder

force between the atomic sample and a surface. We show that, even in the presence of typical

experimental noise, it is possible to distinguish between thermal and zero-temperature regimes of

the Casimir-Polder potential [2], which has not yet been achieved in experiment [68, 57, 66, 82].

3.3.2 The model

We consider a degenerate gas ofN non-interacting atoms confined in a double-well potential, with

the splitting direction along x1, and a harmonic transverse confinement along ~x⊥ = (x2, x3). Let

us define the operators âr/l,~n⊥
, together with the corresponding wave-functions ψr/l(x1, x2, x3),

which annihilate a particle in the right/left well occupying a harmonic trap state labeled by

indices ~n⊥ = (n2, n3). Under proper choice of commutation relations, the Hamiltonian either for

ultracold bosons or ultracold fermions, reads

Ĥ = −EJ Ĵx + δĴz. (3.13)
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This is exactly the two-mode hamiltonian of Eq. (3.12), where the interaction between the atoms

has been neglected.

Notice that, while ultracold bosons populate only the ~n⊥ = 0 transverse state, fermions

distribute over N lowest states of the trap. Therefore, in order to get Eq. (3.13) with fermionic

atoms, we need to further assume that the level spacing of the harmonic trap in x2 and x3

directions is much smaller than the gap between the two lowest and higher excited states of

the double-well potential in direction x1, so that the higher modes of the double-well are not

populated. In the second quantization notation we use here, the collective angular momenta

(3.1) can be written as functions of the operators âr/l,~n⊥
and â†r/l,~n⊥

. They read,

Ĵx ≡ 1

2

∑

~n⊥

(

â†r,~n⊥
âl,~n⊥

+ â†l,~n⊥
âr,~n⊥

)

,

Ĵy ≡ 1

2i

∑

~n⊥

(

â†r,~n⊥
âl,~n⊥

− â†l,~n⊥
âr,~n⊥

)

,

Ĵz ≡
1

2

∑

~n⊥

(

â†r,~n⊥
âr,~n⊥

− â†l,~n⊥
âl,~n⊥

)

, (3.14)

where for fermions the sum runs over lowest N states of the harmonic trap, while for bosons only

~n⊥ = 0 contributes.

We separate the external potential into a double-well part, Vdw(x1, x2, x3), which is symmetric

with respect to zero along the splitting direction x1, plus an asymmetric part V (x1), due to the

external force we want to measure. The latter induces a difference in potential energy,

δ =

∫

dx1dx2dx3

(

|ψr|2 − |ψl|2
)

V (x1) . (3.15)

3.3.3 Estimation of the energy difference

from detuned Rabi oscillations

The goal of the Rabi interferometer is therefore to estimate the unknown value of the energy

difference δ. We choose to measure the population imbalance between the two wells, which

corresponds to eigenvalues of the operator 3 Ĵz . We can usefully rewrite the evolution operator

generated by (3.13) as

Û(t) = e−itĤ/~ = e−iαĴyeiωtĴxeiαĴy , (3.16)

where cosα = EJ/~ω, sinα = δ/~ω and ω =
√

E2
J + δ2/~ is the detuned Rabi frequency. The

energy difference δ plays indeed the role of a detuning. Instead of evolving the input state and

3instead of the general POVM considered in subsection 3.1.2, here we have a measurement connected with an

ordinary observable
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subsequently measure Jz, we can use the Heisenberg picture to evolve the measurement operator

Jz :

Ĵz(t, δ) = sinα cosα(cosωt− 1)Ĵx − cosα sinωt Ĵy + (cos2 α cosωt+ sin2 α)Ĵz (3.17)

In the following, we will analyze a simple estimator: a least square fit to the time oscillation

of the population imbalance. We will see that this actually corresponds to a ML estimator, and

therefore, as seen in subsection 3.1.2, allows us to calculate the sensitivity by the CRLB (3.4).

The estimation protocol consists of collecting k values of the population imbalance, {n} =

{n(t1), . . . , n(tk)}, each n(ti) coming from an average over m independent measurements, n(ti) =

1
m

∑m
j=1 nj(ti), where nj(ti) is a result of a single run. The value of δ is then estimated from

a least squares fit in time of the function nfit(t, δ) to the k-tuple {n} = {n(t1), . . . , n(tk)}. The

function nfit(t, δ) must be known before the phase estimation is performed. It must be constructed

by repeating the above described experimental sequence a sufficient number of times, but using

different known values of δ. This stage, preceding phase estimation, is called calibration. For a

sufficiently large number of iterations, and in absence of thermal or technical noise, the measured

function nfit(t, δ) will tend to the quantum mechanical average, 〈Ĵz(t, δ)〉, where the expectation

value is calculated with the input state of the interferometer, since we are adopting the Heisenberg

picture.

If the number of measurements m ≫ 1, we can use the central limit theorem to write the

conditional probability for measuring a value n(ti) as the Gaussian,

p(n(ti)|δ) =
1√

2π∆Ĵz(ti, δ)/
√
m

exp

[

− (n(ti) − 〈Ĵz(ti, δ)〉)2

2 ∆2Ĵz(ti, δ)/m

]

, (3.18)

where ∆2Ĵz(ti, δ) = 〈Ĵz(ti, δ)2〉 − 〈Ĵz(ti, δ)〉2. As well as the fitting function nfit, we assume

that the variance ∆2Ĵz(ti, δ) will coincide, after a sufficient number of measurements, with the

corresponding quantum mechanical average.

Since measurements at different times are independent, the joint conditional probability of

detecting the k-tuple {n} is simply the product, p({n}|δ) =
∏k
i=1 p(n(ti)|δ). The condition for

the least squares estimator,

∂

∂δ







k
∑

i=1

(

n(ti) − 〈Ĵz(ti, δ)〉
)2

2 ∆2Ĵz(ti, δ)






= 0 (3.19)

maximizes the probability p({n}|δ) with respect to δ, i.e. ∂
∂δ p({n}|δ) = 0. Therefore, the least

square fit corresponds to the ML estimator for the measurement described by the probability
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p({n}|δ), and its sensitivity saturates the CRLB:

∆2δ =

[

∫

d{n}
[

∂
∂δp({n}|δ)

]2

p({n}|δ)

]−1

=
1

∑k
i=1

1
∆2δ(ti)

, (3.20)

where

∆2δ(ti) =
∆2Ĵz(ti, δ)

m
[

∂
∂δ 〈Ĵz(ti, δ)〉

]2 . (3.21)

To perform an explicit calculation, we will now choose a specific input state. We use a

coherent spin state (CSS) [3] as input of the Rabi interferometer. This state corresponds to a

Poissonian distribution of particles among the two wells, and thus contains no entanglement.

For fermions, it is given by |CSS〉F =
∏

~n⊥

1√
2

(

â†r,~n⊥
+ â†l,~n⊥

)

|0〉, where |0〉 is the vacuum and

the product runs over the first N excited states along the (x2, x3) directions, while for bosons

|CSS〉B = 1√
N !

[

1√
2

(

â†r,0 + â†l,0

)]N

|0〉. Such a quantum state is commonly prepared in double-

well traps with ultracold bosonic atoms. The CSS is an eigenstate of Ĵx, with the eigenvalue

equal to 1
2N , while 〈Ĵy,z〉 = 0 and 〈Ĵ2

y,z〉 = 1
4N . The exact expression for the sensitivity at time

ti is calculated with help of Eqs (3.17) and (3.21):

∆δ(ti) =
EJ√
mN

√

(

cos(ωti) + δ2

E2
J

)2

+
(

1 + δ2

E2
J

)

sin2(ωti)
∣

∣

∣

E2
J−δ2

~2ω2 [cos(ωti) − 1] − δ2ti
~2ω sin(ωti)

∣

∣

∣

. (3.22)

It can be simplified under assumptions δ2

E2
J

≪ 1 and ti ≪ t0 ≡ ~
2ω/δ2 (in Section III we show

that this assumptions are well satisfied for typical experimental parameters). Then ω ≃ EJ/~,

the relative population oscillates as

〈Ĵz(ti, δ)〉 =
N

2

δ

EJ

[

cos

(

EJ ti
~

)

− 1

]

, (3.23)

and the sensitivity

∆δ(ti) =
1√
mN

EJ
∣

∣

∣

∣

cos
(

EJ ti
~

)

− 1

∣

∣

∣

∣

(3.24)

scales at the shot noise limit, ∆δ(ti) ∼ N− 1
2 . The smallest error ∆δmin = EJ/2

√
mN is reached

when EJ ti
~

= π(2j + 1) with j ∈ N.

3.3.4 Measurement of the Casimir-Polder force

In the RI, the atoms oscillate between the two wells in presence of an external force which creates a

potential gradient along the splitting direction. This induces an energy difference among the two
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wells, δ, whose value can be inferred from the measurement of population imbalance oscillations.

Therefore, in order to have a sufficient signal to noise ratio on δ, the interferometer is best suited

for measuring forces which decay on a scale of typical inter-well distances of a few microns.

As a specific application, in this subsection we examine the measurement of the Casimir-

Polder force with a bosonic RI. We consider a BEC of N = 2500 87Rb atoms trapped in a double-

well, with typical experimental parameters taken from [33], with the minima of the potential

separated by l = 4.8 µm, and the hopping energy equal to EJ/~ = 52.3 s−1. The force is

induced by a surface positioned at a distance d of a few micrometers from one of the wells (see

the inset of Fig.3.2 for a sketch of the experimental configuration).

Before coming to the calculations, let us discuss some technical aspects of the implementation.

In [66], the temperature dependence of the Casimir-Polder force was measured with a dielectric

surface at distances ranging from 7 to 11 micrometers from the cloud. Another option would

be to use a metallic instead of dielctric surface. However, at distances of a few micrometers

from magnetically or optically trapped atoms, the near-field magnetic noise originating from the

metallic surface leads to decoherence and losses in the cloud, as observed in several experimental

setups [31, 54, 52]. The underlying mechanism are the spin flip transitions induced by either

thermal currents or technical noise creating oscillating magnetic fields [42]. Therefore, as also

suggested by the measurement of trap lifetime made with a microfabricated silicon chip [57], a

dielectric might be preferable for the measurement of Casimir-Polder force proposed here, since

in this case a reduction in the condensate lifetime was observed only when the surface was close

enough (less than two micrometers) to reduce the trap depth. As a final comment, we note that,

even when near-field magnetic noise is relevant, the coherence time at distances of 5 micrometers

from a metallic surface can be of the order of 1 second [83], allowing for the observation a few

coherent Rabi oscillation (the typical Rabi period is about 100 ms). Moreover, as discussed

below, the RI can operate at a fixed optimal time within the first period, with no need for

multiple oscillations. The bosonic RI also requires the suppression of inter-atomic interactions

(the impact of the two-body interactions on the sensitivity is discussed in the next subsection),

which can be achieved via magnetic or optical Feschbach resonances.

Let us briefly introduce some properties of the Casimir-Polder force, acting between the atoms

and a surface. The exact form of the potential, given in [2], depends on the dielectric properties of

the atoms and the plate, as well as on the temperature T of the latter. If the thermal wavelength

λth = ~c
kBT

of the photons emitted from the plate is much larger than d (as it is for d ≃ 5 µm
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when T ≤ 100 K 4), the Casimir-Polder potential is well approximated by

VCP(x1; ℓ) = −3 ~ c α0

8 π ℓ4
ε0 − 1

ε0 + 1
φ(ε0), (3.25)

where ℓ = x1 + 1
2 l + d is the distance between the atoms and the surface. Here c ≃ 3 × 108 m

s

is the speed of light, α0 = 47.3 × 10−30 m3 is the static value of 87Rb atomic polarizability, and

the function φ(ε0), whose value is 0.8 for sapphire, is defined in [2]. If, on the other hand, the

temperature of the plate is high (T & 300 K), so that the condition λth ≫ d is not satisfied, the

Casimir-Polder interaction is described by

V thCP(x1; ℓ) = −kBT α0

4 ℓ3
ε0 − 1

ε0 + 1
. (3.26)

In Fig. 3.2, we plot the detuning δ as a function of the distance d between the surface and the

cloud, for three different temperatures. For this example, we have chosen a sapphire surface, with

the static value of the dielectric function ε0 = 9.4. When the plate is positioned at d = 4 µm,

we have δ/~ = 4.4 s−1, δ2

E2
J

= 0.007 and t0 ≃ 3 s. In order to compute the value of δ, one can

numerically calculate ψl/r using GP equation, as done for the mean-field two-mode model in

subsection 1.7.5. The period of Rabi oscillations is ω = 120 ms, and is much shorter than t0,

which justifies the use of the approximate Eq.(3.24) in order to evaluate the sensitivity.

Let us remark that, in the low-T limit, the potential VCP is proportional to ~ and c and does

not depend on the temperature of the surface, contrary to V thCP. Therefore, if the sensitivity of

the RI is sufficient to distinguish between the two regimes of Eqs. (3.25) and (3.26), it would be

possible to discriminate between purely quantum and thermal effects.

In Fig. 3.2, the error bars around the dashed line give the uncertainty ∆δ/~ of the Rabi

interferometer fed by a CSS, obtained by fitting to k = 10 points at times ti = 2π~

EJ

i
k within the

first Rabi period, each with m = 10 measurements. The sensitivity is calculated with Eqs (3.20)

and (3.24), also including a realistic estimate of the dominant experimental noise, as discussed

below.

3.3.5 Sources of noise

Spin-polarized fermions are natural candidates for the implementation of the above interferomet-

ric scheme, since the particle-particle interaction is naturally suppressed by the Pauli exclusion

principle. Ultracold fermi gases have been used to observe macroscopic Bloch oscillations induced

4The surface can be cooled down to T =4.2K; see T. Nirrengarten et al., Phys. Rev. Lett. 97, 200405 (2006)

and T. Mukai et al., Phys. Rev. Lett. 98, 260407 (2007)
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Fig. 3.2: The detuning δ/~, as a function of distance d, calculated with VCP(x1; d) (dashed black line),

V th
CP(x1; d) at T = 300 K (solid blue line) and at T = 600 K (dotted red line). Error bars

around the dashed black line show the corresponding sensitivity from Eq.(3.20) of a fit to

k = 10 equally spaced points in the first Rabi period with m = 10 measurements at each time

point. The uncertainty includes the effect of residual atom-atom interactions and limited

resolution of the measurement of population imbalance (see text for details). The input state

is the classical spin coherent state. The inset shows the trap configuration for measurement

of the Casimir-Polder force.

by gravity in optical lattice [76], or perform Ramsey interferometry through Bragg diffraction

[23].

In the case of bosons instead, the value of the s-wave scattering length can be strongly reduced

by using Feshbach resonances, as already mentioned above. However, a residual interaction is

always left. In the best situations so far experimentally realized, the scattering length has been

tuned down to a =0.01 × Bohr radius; this has been demonstrated for 39K atoms in [29]. The

ratio N Ec

EJ
can thus be as small as 0.1. Such a small interaction can be taken into account

by introducing an additional term EC Ĵ
2
z in Hamiltonian (3.13), and calculating the first order

correction to the evolution operator (3.16). We checked that, when N EC

EJ
= 0.1, the interactions

marginally spoil the sensitivity.

Another important source of noise in the RI is given by the limited resolution on the popula-
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Fig. 3.3: The sensitivity
√
m∆δ as a function of time, in units of δ. Solid black, dashed red and

dotted blue lines correspond to ξ2 =1.0, 0.5, 0.017, respectively. The sensitivity is optimal at

EJ

~
t = π. Here, N = 2500 and δ2

E2
J

= 0.007.

tion imbalance measurement. This can be taken into account by substituting the ideal probabil-

ity p({n}|δ) with the convolution pres({n}|δ) =
∫

d{n′}P({n}|{n′})p({n′}|δ), where P({n}|{n′})
gives the probability to measure the population imbalance {n}, given the true value {n′}. We

take P({n}|{n′}) =
∏k
i=1

[

1√
2πσres

exp
[

− (n(ti)−n′(ti))
2

2σ2
res

]

]

, with a conservative value σres = 40,

i.e. the population imbalance is measured with a resolution of ±40 particles. In this case,

∆δ
δ for the spin coherent state with 2500 atoms increases by a factor of two over the level of

quantum noise. Yet, the sensitivity is sufficient to precisely distinguish between thermal and

zero-temperature regimes of the Casimir-Polder force, as seen in Fig.3.2.

3.3.6 Interferometer with squeezed input states

So far, we have discussed the sensitivity of the RI with a coherent input state. Here we show

that, keeping the number of atoms constant, higher sensitivity can be reached with spin squeezed

states, such that ξ2 ≡ N〈Ĵ2
z 〉/〈Ĵx〉2 < 1 [90]. The squeezing parameter ξ2 is equal to 1 for a

CSS and decreases when reducing the fluctuations of Ĵz while the coherence is kept constant,

〈Ĵx〉 ∝ N . In Fig.3.3, we plot the sensitivity ∆δ as a function of time, for three different values
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of the squeezing parameter. At a time t such that EJ

~
t = π, the sensitivity is optimal, and reads

∆δ = ξ
EJ

2
√
N
√
m

, (3.27)

showing a scaling N− 1
2 for the CSS and approaching N−1 in the limit of very strong squeez-

ing. The figure also reveals that, for strong squeezing, the value of ∆δ is small only around the

optimal point. Therefore, it is reasonable to focus the experimental effort around this point,

instead of acquiring data distributed over the whole Rabi period, as it was done for the fitting

protocol described above. This allows to decrease ∆δ by a factor which ranges from
√
k, in a

strong squeezing limit, to
√

8/3, for a coherent state. Squeezed states can be created by adiabat-

ically splitting an interacting BEC trapped in a double-well potential, as recently experimentally

demonstrated in [27], where a state with ξ2 ≃ 0.6 for N ≃ 2200 particles was prepared.

3.3.7 Comparison with other interferometric setups

The possibility to use cold/degenerate atoms for the measurement of forces at small distances

has led to a number of proposals and experiments [17, 28, 39, 91, 68, 66]. In [66], the second

derivative of the Casimir-Polder potential was deduced from the shift of the frequency of the

collective oscillations of a BEC in a trap put below a surface. The precision of the experiment

was not sufficient to make a distinction between thermal and zero-temperature regimes. We

notice that, differently from [66], the Rabi interferometer provides the value of δ, which is related

to the first spatial derivative of the perturbing potential. On the theoretical side, the Ref. [17]

proposes to estimate the strength of the interaction between the atoms and a surface using

the frequency shift of Bloch oscillations of a cold either fermionic or bosonic gas in a vertical

optical lattice. An important aspect of this proposal is the scaling of the sensitivity ∆δ ∼ t−1

with the oscillation time t. The Rabi interferometer does not benefit from time scaling for the

typical experimental times. However, the phase estimation with the Rabi interferometer has two

important advantages with respect to those proposals. First, the perturbing potential is deduced

from the measurement of the number of particles, not from the interference pattern of an atomic

cloud released from the optical lattice [17, 28]. Counting atoms in dilute samples by making use

of resonant light beams is a promising technique [8, 27] and is expected to reach a very high

signal to noise ratio. Moreover, differently from the Bloch oscillation proposal, the sensitivity of

the Rabi interferometer can be quantum-enhanced by the use of proper particle-entangled states.

As shown above, the phase sensitivity ∆δ ∼ N−β scales at the shot noise β = 1/2 for the CSS

and can be further increased 1/2 < β < 1 for spin squeezed states.
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Let us finally compare our RI to the the Mach Zehnder interferometer. The latter has two

important advantages: i) the wells can be separated far apart, allowing for the measurement

of forces having larger langth scales, and ii) the sensitivity is scaling with the inverse of time.

Next, we compare the sensitivity of the RI and the MZI fed with the CSS. When δ2

E2
J

≪ 1, the

difference between the sensitivities of the MZI and the RI grows in time. The smallest difference

is ∆δ = π
2 ∆δMZI, obtained at the the first optimal time (equal to 60 ms for δ/~ = 4.4 s−1 and

EJ/~ = 52.3 s−1).

The MZI can thus in general be regarded as a better interferometer than the RI, with the

only disadvantage of a difficult double-well implementation of a more complicated interferometric

sequence. As already argued, this constitutes indeed the main motivation leading to the proposal

of the RI, which does not require any coherent splitting/recombination of the atomic cloud.

3.4 Outlook

We have shown that a degenerate either bosonic or fermionic gas in a double-well potential

can constitute a sensitive device for measuring short-range interactions, as the Casimir-Polder

force. We have demonstrated that, when the Rabi interferometer is fed with a classical spin

coherent state with moderate number of atoms, the Casimir-Polder force can be measured with

precision sufficient to distinguish between its thermal and quantum, zero-temperature regime.

Our predictions include possible sources of noise, as imperfect detection and residual atomic

interaction, and optimization of the population imbalance measurement.

As a further application to detection of weak forces, one can think of the same Rabi protocol

described here for the measurement of the Casimir-Polder potential, to be used for instance

to estimate the maximum size of possible corrections to the Newton’s law of gravitation due

to the conjecture that gravity propagates in more than three spacial dimensions. Preliminary

calculations suggest that the higher bound to these corrections, set by previous experiments,

could be further decreased using the Rabi Interferometer with typical double-well parameters

and a spin coherent input state.
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3.5 Implementation in double-well traps II:

atom position measurement and two-slit interference

This section is based on the work: Phase Estimation With Interfering Bose-

Condensed Atomic Clouds, J. Chwedeńczuk [INO-CNR, BEC Center, and Dipar-

timento di Fisica, Via Sommarive 14, 38123 Povo, Trento, Italy], F.P., and A. Smerzi

[INO-CNR, BEC Center, and Dipartimento di Fisica, Via Sommarive 14, 38123

Povo, Trento, Italy], published in Phys. Rev. A 82, 051601(R) (2010). Some of the

results presented here are taken from an extended version of the above manuscript,

arXiv:1012.3593.

The essential part of an interferometer is obviously the phase accumulation stage, which, in

the linear two-mode case, is described by the operator exp
(

− iθĴz
)

. As discussed in subsection

3.1.1, after this, the interferometric sequence must necessarily be closed by a recombination of

the two arms, which is typically performed through a beam splitter, exp
(

− i(π/2)Ĵx
)

. In a

double-well setup, the beam splitter is implemented by a suitable dynamic manipulation of the

inter-well barrier. In the Mach-Zehnder interferometer, the beam splitter takes place after the

phase shift (see Eq. (3.2)), but we have seen from the above example of the Rabi interferometer

that, even if these two parts of the sequence are carried on at the same time, the scheme works,

and sub-shot noise sensitivity can still be reached with this simpler sequence.

In this section, we will study another way of simplifying the interferometric sequence, this time

upon removing the beam splitter, and recombining the two arms of our double-well interferometer

by releasing the particles from the trap to form a two-slit interference pattern.

3.5.1 Overview of the main results

Starting from the idea that the recombination of the two-modes can be realized just by releasing

them form the double-well trap, so that they form a two-slit interference pattern (as shown

in Fig.3.4), in this section we discuss how the information about the phase can be extracted

from this pattern, and derive the sensitivity for different estimation strategies, all based on the

measurement of atom positions.

First, we demonstrate that by performing a least-squares fit to the measured density [80], the

estimation sensitivity ∆θ is bounded by the shot-noise.

In order to overcome this limit, high-order spatial correlation functions must be measured,
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namely, of order not smaller than
√
N , where N is the total number of particles. In particular,

when the estimation is performed using the N -th order correlation function, the sensitivity

saturates the bound set by the Quantum Fisher Information (3.7). We then analyze an estimation

scheme based on the detection of the position of the center-of-mass of the interference pattern,

which can still yield sub-shot-noise sensitivity. Even though allowing for the highest possible

phase estimation sensitivities, these schemes might prove experimentally very challenging, since

they require a very efficient single-atom detection (in the center-of-mass protocol every single

atom must be counted), and, in the case of the correlation function estimator, a very long

calibration stage.

The necessity to measure high-order correlations comes from the overlap between the modes,

which washes out the information about the phase shift. Indeed, we finally study the sensitivity

of the Mach-Zehnder interferometer, and we observe that a non-zero overlap between the wave-

packets dramatically reduces the sensitivity.

3.5.2 The model

The interferometric sequence we analyze here is made of just two parts: i) a phase shift, Û(θ)=

e−iθĴz acts on the input state |ψin〉, and ii) the double-well trap is suddenly switched off and the

cloud freely expands. The goal is, as usual, to estimate the phase θ, which we suppose be caused

by some external effect we want to measure.

As done in the previous section, we adopt a two-mode approximation, which corresponds to

writing the many-body field operator as

Ψ̂(x, t) = ψl(x, t)âl + ψr(x, t)âr, (3.28)

where â†l/r creates a particle in the left/right well. Differently from the previous section, we

consider here only the problem along the splitting direction, x, and only bosonic particles, so

that the collective angular momentum operators (3.14) become

Ĵx ≡ 1

2
(â†l âr + â†r âl ) ,

Ĵy ≡ 1

2i
(â†l âr − â†r âl ) ,

Ĵz ≡
1

2
(â†l âl − â†r âr) . (3.29)

In order to describe the expansion after the trap release, the two mode functions ψl/r(x, t)

include the dependence on time.
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As anticipated, at the output of the interferometer, that is, after a time sufficient for the two

modes to overlap and form an interference pattern, the positions of the particles are measured.

The whole statistical information about the positions of particles is contained in the conditional

probability of finding N particles at positions ~xN = (x1 . . . xN ) [50, 18, 63]. This probability,

pN (~xN |θ) = (1/N !)GN (~xN , θ), is expressed in terms of the N -th order correlation function

GN (~xN , θ) = 〈ψout|Ψ̂†(x1, t) . . . Ψ̂
†(xN , t)Ψ̂(xN , t) . . . Ψ̂(x1, t)|ψout〉 . (3.30)

Here, |ψout〉 denotes the state after the phase shift transformation, |ψout〉 = Û(θ)|ψin〉.
We decompose the initial state in the well-population basis, |ψin〉 =

∑N
n=0 Cn|n,N−n〉, and

suppose that the expansion coefficients are real and posses the symmetry Cn = CN−n. As we

will argue later, such choice of Cn’s is natural in context of this work. We switch from the

Schrödinger to the Heisenberg representation, where the field operator evolves according to,

Ψ̂θ(x, t) ≡ Û †(θ)Ψ̂(x, t)Û (θ) = ψl(x, t)e
i θ
2 âl + ψr(x, t)e

−i θ
2 âr. (3.31)

In order to write pN (~xN |θ) in a useful form [63], we use the basis of coherent phase states,

already introduced in the previous section, which is parametrized by the phase angle ϕ: |ϕ,N〉 =

(1/
√

2NN !)
(

â†l + eiϕâ†r
)N |0〉 (where |0〉 is the vacuum state). The action of the field operator on

these states can be written in a simple form, Ψ̂θ(x, t)|ϕ,N〉 =
√

N/2 uθ(x, ϕ; t)|ϕ,N − 1〉, where

uθ(x, ϕ; t) = ψl(x, t)e
i
2 (θ+ϕ) + ψr(x, t)e

− i
2 (θ+ϕ). (3.32)

By expanding the Fock states in the basis of the coherent states

|n,N −n〉 =
√

2N/
(

N
n

) ∫ 2π

0
(dϕ/2π)e−iϕ(N−n)|ϕ,N〉 , we can easily write the result of the action

of the field operator on the input state,

Ψ̂θ(x, t)|ψin〉 =

√

2NN

2

N
∑

n=0

Cn
√

(

N
n

)

∫ 2π

0

dϕ

2π
e−iϕ(N−n)uθ(x, ϕ; t)|ϕ,N − 1〉. (3.33)

Using Eq. (3.33), we can express the probability pN (~xN , θ) as

pN (~xN |θ) =

2π
∫

0

2π
∫

0

dϕ

2π

dϕ′

2π

N
∏

i=1

u∗θ(xi, ϕ; t)uθ(xi, ϕ
′; t)

×
N
∑

n,m=0

CnCm cos
[

ϕ
(

N
2 − n

)]

cos
[

ϕ′ (N
2 −m

)]

√

(

N
n

)(

N
m

)

. (3.34)

In the remaining part of this section, we will always choose t large enough so that the two modes

ψl/r fully overlap, and the interference pattern is formed. In this regime, the relevant quantities
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Fig. 3.4: Schematic representation of the interferometric procedure. First, a relative phase θ is im-

printed between the wells. Then, the BECs are released from the trap and form an interfer-

ence pattern. The detectors (symbolically represented as open squares) measure the positions

of atoms.

change only by a scaling with ∼
√
t of the characterisitc dimensions of the system (see below for

quantitative arguments). The probability (3.34) is the starting point for the following discussion

of various phase estimation strategies.

3.5.3 Estimation via the fit to the density

The simplest way of estimating the value of θ is by fitting the average density to the interference

pattern, as the position of the maximum depends on the relative phase between the two clouds.

Such fit is commonly employed with BECs in double-wells, in order to determine, for instance,

the phase coherence in the system [5, 27].

The formalism we will employ to treat the fit of the average density is analogous to the

one used for the fit in time of the population imbalance oscillations, studied in the previous

section. In the experimental imaging of the expanded cloud, the interference pattern is sampled

using M bins located at positions xi (i = 1 . . .M). The number of particles ni in each bin is

measured m times, giving the set n
(k)
i , k = 1, ...,m. The function nfit(i, θ), i = 1, ...,M , with

free parameter θ is then fitted to the histogram of the measured density {xi, n̄i}, i = 1, ...,M ,

where n̄i =
∑m

k=1 n
(k)
i /m. As discussed in the previous section, the function nfit(i, θ) must
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be constructed in the calibration stage, and we again assume that the technical/thermal noise

is negligible, such that, after a sufficient number of experiments, nfit tends to the quantum

mechanical average 〈ni〉, which can be calculated from the N -particle probability (3.34):

〈ni〉 = N

∫

∆xi

dx1

∞
∫

−∞

d~xN−1 pN (~xN |θ) =

∫

∆xi

dx1G1(x1|θ), (3.35)

where G1(x1|θ) = 〈Ψ†
θ(x1, t)Ψθ(x1, t)〉 is the one-particle density. If we further assume that

the size ∆x of each of the M bins is much smaller than the length scale of oscillation of the

interference pattern, then 〈ni〉 is proportional to the average density

〈ni〉 = G1(xi, θ)∆x. (3.36)

The value of θ is determined from the least squares formula

d

dθ

M
∑

i=1

(n̄i − 〈ni〉)2
2∆2ni/m

= 0. (3.37)

Here again we assumed the thermal/technical noise to be negligible, so that also the fluctuations

in each bin,
∑m
k=1(n

(k)
i − n̄i)

2, tend, for sufficienlty large m, to the quantum mechanical average

∆2ni = 〈n2
i 〉 − 〈ni〉2 =

∫

∆xi

dx1 G1(x1, θ) +

∫

∆xi

∫

∆xi

d~x2 G2(~x2, θ) − 〈ni〉2 , (3.38)

which, in the small bin limit, reads

∆2ni = G1(xi, θ)∆x +
[

G2(xi, xi, θ) −G2
1(xi, θ)

]

(∆x)2. (3.39)

From Eq. (3.39), we see that the bin fluctuations get a contribution from quantum correla-

tions, proportional to G2. For a coherent spin state, where no particle correlations are present

G2 = G2
1, the fluctuations are Poissonian, ∆2ni = G1(xi, θ)∆x. As explained in subsection 3.1.2,

the sensitivity for such state is limited by the shot-noise. Thefore, we might guess that for an

entangled state, satisfying G2 6= G2
1, the fluctuations (3.39) could in some cases improve the

sensitivity below the shot-noise.

To verify this guess, we need to determine how the quantum fluctuations ∆2ni in the i-th bin

influence the sensitivity of the phase estimation via the fit (3.37). To this end, we will construct a

MLE estimator which coincides with the fit estimator, and then use the CRLB (3.4) to calculate

the sensitivity, as done in the previous section for the Rabi interferometer. If the number of

measurements m is large, then according to the central limit theorem the probability distribution
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Fig. 3.5: Sensitivity
√
m∆θ of the phase estimation from the fit to the density, as a function of |ψin〉 ∈ A

(solid black line) with N = 100 particles. The blue dashed line represents the shot-noise

limit. The horizontal dotted red line indicates the position of the coherent state. Clearly, the

sensitivity is bounded by the shot-noise. The inset shows the behavior of the sensitivity in

the vicinity of the coherent state.

for the average n̄i in the i-th bin tends to the Gaussian p(n̄i|θ) =
(

1/(
√

2π∆ni/
√
m)
)

exp
(

−(n̄i−
〈ni〉)2/(2∆2ni/m)

)

. In every shot the atom counts are correlated between the bins. However,

in order to link the MLE with the sensitivity of the least squares fit, we construct the total

probability, which we have to maximize, as if the measurement results n̄i and n̄j , with i 6= j,

were uncorrelated. This last step constitutes a difference between the spacial fit considered

here and the time fit of the previous section. Indeed, in the latter case, measurements made at

different times are rightfully considered as independent, since in a typical experiment they would

belong to different runs, that is, would be performed on different atomic clouds.

Taking the total probability of measuring the values {n̄} = (n̄1 . . . n̄M ) as a product P ({n̄}|θ) =
∏M
i=1 p(n̄i|θ), we see once again that its maximization, d

dθP ({n̄}|θ) = 0 corresponds to the least

squares formula Eq.(3.37). So the fit sensitivity coincides with the MLE sensitivity, given by the

CRLB (3.4), with the FI,

F =

N
∑

n̄1...n̄M=0

1

P ({n̄}|θ)

(

∂

∂θ
P ({n̄}|θ)

)2
m≫1−−−→ m

M
∑

i=1

1

∆2ni

(

∂〈ni〉
∂θ

)2

. (3.40)

In the remainder of this subsection, we will demonstrate that the fit sensitivity ∆θ is bounded
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by the shot-noise, which falsifies our previous guess. Let us assume for the moment that the

second term in the Eq.(3.39),which is proportional to (∆x)2, can be neglected. Then, as it is for

a coherent state, the particle number distribution is Poissonian, and we expect the sensitivity to

be worse than shot noise, as we show next.

The FI from (3.40) reads

F = m
M
∑

i=1

1

G1(xi, θ)

(

∂

∂θ
G1(xi, θ)

)2

∆x ≃ mN

∞
∫

−∞

dx
1

p1(x|θ)

(

∂

∂θ
p1(x|θ)

)2

, (3.41)

with the one-particle probability

p1(x|θ) =
1

2
(|ψl(x, t)|2 + |ψr(x, t)|2) +

2

N
〈Ĵx〉Re

[

ψ∗
l (x, t)ψr(x, t)e

iθ
]

. (3.42)

Making a model for the spacial modes ψl/r(x, t), we can now calculate the FI (3.41) explicitly.

As the interference pattern is formed after long expansion time, the mode functions can be written

as [69]

ψl/r(x, t) ≃
1

σ̃
exp

(

i
x2

2σ̃2
∓ i

x x0

σ̃2

)

ψ̃(
x

σ̃2
), (3.43)

where σ̃ =
√

~t
m , ψ̃ is the Fourier transform of the initial wave-packets, common for ψl and ψr, and

the separation of the wells is 2x0. This gives F = mN
∫∞
−∞(dx/σ̃2)

∣

∣ψ̃(x/σ̃2)
∣

∣

2
(a2 sin2 ϕ)/(1 +

a cosϕ), with a = 2
N 〈Ĵx〉 and ϕ = 2 x x0/σ̃

2+θ. Notice that when the expansion time is long, the

function ψ̃ varies slowly, as compared to the period of oscillations of sinϕ and cosϕ. Therefore,

in the above expression, one can substitute the oscillatory part with its average value. Using the

normalization of ψ̃ we obtain

F = mN
a2

2

1 − (−1 +
√

1 − a2)2

1 + a(−1 +
√

1 − a2)
(3.44)

Since 0 ≤ a ≤ 1, we have 0 ≤ F ≤ mN . Therefore, when the term proportional to (∆x)2 in the

fluctuations (3.39) can be neglected, the sensitivity

∆θ ≥ ∆θSN =
1√
m

1√
N

(3.45)

for any two-mode input state (∆θSN denotes the shot-noise sensitivity).

Below, we will argue that the inclusion of the second term, accounting for particle correlation

contribution to the fluctuations in (3.39), does not improve the sensitivity.

In Eq.(3.39), the first term G1(xi, θ)∆x scales linearly with the particle number N , while

the second term, as a function of N , is a polynomial of the order not higher than two, λ2 N
2 +

λ1 N + λ0. The fluctuations ∆2ni must be positive, thus λ2 ≥ 0. Otherwise, for large enough
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N , no matter how small ∆x, we would have ∆2ni < 0. If λ2 > 0, the positive second term

in Eq. (3.39) enlarges the fluctuations and thus worsens the sensitivity. Finally, if λ2 = 0, the

first and second terms in Eq.(3.39) scale linearly with N , and for small ∆x the first term always

dominates, thus we end up again with Eq.(3.41)5.

To conclude this analysis of the fit estimator, we will study the dependence of the sensitivity

∆θ on the input state ψin. We consider the ground states of the condensate in a symmetric

double-well potential, using the two-mode Hamiltonian (3.12) with δ = 0. We construct a family

of states A by finding ground states of Eq. (3.12) for various values of the ratio γ = EC

NEJ
.

For γ > 0, the elements of A are number-squeezed states and tend to the twin-Fock state

|ψin〉 =
∣

∣

N
2 ,

N
2

〉

with γ → ∞. For γ < 0, the elements of A are phase-squeezed states [37]. With

γ → −∞, the ground state of (3.13) tends to the NOON state |ψin〉 = 1√
2
(|N, 0〉+ |0, N〉). With

γ = 0 we have a spin coherent state, |ψin〉 = 1√
N !

(

â†l +â
†
r√

2

)N

|0〉. Notice that for all |ψin〉 ∈ A,

the coefficients Cn are real and symmetric. For each state in A, we calculate a = 2
N 〈Ĵx〉, and

insert it into Eq.(3.44). The sensitivity ∆θ, shown in Fig.3.5, is clearly bounded by the shot

noise. The best sensitivity, exactly equal to the shot noise, is reached for a coherent state.

The value of the FI given by Eq.(3.41) is expressed in terms of a single-particle probability.

We expected the useful non-classical many body correlations to decrease the value of ∆θ, but the

FI (3.41) is however insensitive to these correlations, and is thus bounded by the shot-noise. In

the next subsection, we demonstrate that the estimation based on the measurement of position

correlations can instead improve the phase sensitivity below the SQL.

3.5.4 Estimation via the correlation functions

In the estimation protocol discussed next, the phase θ is deduced from the measurement of the k-

th order correlation function Gk(~xk|θ), involving the aquisition of a set of k particles positions ~xk.

We choose again to deduce θ using a MLE with the probability pk(~xk|θ) = ((N−k)!/N !)Gk(~xk|θ),
where, in each experiment, the phase is chosen from the condition d

dθpk(~xk|θ) = 0. In the

calibration stage, the probability function to be used for the MLE must be constructed by

repeating the experiment with different known values of θ. We assume that the calibration

provides a probability coinciding with the quantum mechanical average pk, meaning that we

are neglecting thermal/technical noise. After a sufficiently large number m of experiments, the

5A similar argument shows that increasing ∆x also worsens the sensitivity with respect to Eq.(3.41)
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sensitivity saturates the CRLB,

∆2θ =
1

m

1

F(k)
, (3.46)

with the FI

F(k) =
N

k

∞
∫

−∞

d~xk
1

pk(~xk|θ)

(

∂

∂θ
pk(~xk|θ)

)2

, (3.47)

where the coefficient N/k accounts for the number of independent drawings of k particles from

N , i.e.
(

N
k

)

/
(

N−1
k−1

)

. Indeed, when drawing k particles from N in all possible ways, one takes
(

N−1
k−1

)

times the same particle.

We notice that, by setting k = 1, i.e. the estimator is the single-particle density, we recover the

FI from Eq.(3.41). Therefore, the measurement of positions of N particles used as independent

is, in terms of sensitivity, equivalent to fitting the average density to the interference pattern,

and is limited by the shot-noise.

One of the main results presented in this section, comes from analyzing the estimation sensi-

tivity when the full N -body density correlation function is measured. By using the general form

(3.43) of the mode functions ψl/r in Eq. (3.32), then inserting the probability (3.34) in the FI

Eq.(3.47), and exchanging the order of integration between phase and space, we get

F(k=N) = 4

N
∑

n=0

C2
n

(

n− N

2

)2

= 4∆2Ĵz = FQ. (3.48)

Here, the FQ, defined in Eq. (3.7), is the QFI in the case of pure states. Since our interferometric

transformation is simply given by the phase shift exp
(

− iθJz
)

, we have FQ = 4∆2Ĵz. The above

equation tells us that the N -body density correlation provides an optimal measurement, since,

as we learned in subsection 3.1.2, the QFI results from a maximization of the FI over all possible

measurements.

The question now is thus for which input state this optimal measurement can also give a sub-

shot-noise sensitivity. As denoted by open circles in Fig.3.6, the Eq.(3.48) gives ∆θ =
√
m∆θSN

for the coherent state (γ = 0), and overcomes this bound for all |ψin〉 ∈ A with γ < 0. The

NOON state gives the Heisenberg limit,

∆θHL =
1√
m

1

N
. (3.49)

We now discuss how the sensitivity given Eq.(3.46) changes for k < N . This question is

important for experimental purposes, since the measurement of the N -body correlation requires

single-atom resolution with 100% efficiency. The space integrals for k 6= 1, N cannot be evaluated
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Fig. 3.6: The sensitivity
√
m∆θ (black solid lines), calculated by numerical integration of the Eq.(3.47)

for various k, as a function of |ψin〉 ∈ A with γ < 0 and N = 8. The two limits,
√
m∆θSN and

√
m∆θHL are denoted by the upper and lower dashed blue lines, respectively. The optimal

sensitivity, given by the QFI, is drawn with red open circles. The inset magnifies the vicinity

of the coherent state, showing that the sub-shot-noise sensitivity is reached starting from

kmin = 4.

analytically, thus we calculate the FI numerically, taking Gaussian wave-packets

ψ̃
( x

σ̃2

)

=

(

2σ2
0

π

)

1
4

exp

(

−x
2σ2

0

σ̃4

)

(3.50)

with the initial width σ0 = 0.1 and half of the well separation x0 = 1. The Fig.3.6 shows the

sensitivity (3.46) as a function of |ψin〉 ∈ A with N = 8 atoms, for k = 1, ..., 8. The sensitivity

improves with growing k, and goes below the shot-noise limit at kmin = 4.

For higher numbers of particles, we numerically checked that kmin tends to
√
N . Therefore,

one would have to measure the correlation function of the order of at least
√
N in order to beat

the shot-noise limit.

In a realistic experiment with cold atoms, where N ≃ 1000, it would be very difficult to use

the correlation function of such high order for phase estimation. The biggest difficulty resides

in the calibration stage, during which one would need to experimentally probe a function of a k

dimensional variable ~xk (with k >
√
N), and for different values of the phase θ.

In the next sub section we present a phase estimation scheme based on the measurement

of the center-of-mass of the interference pattern. Although the probability for measuring the
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center-of-mass at position x is a function of just a one-dimensional variable, it can still provide

the sub-shot-noise sensitivity. Nevertheless, we will see that the achievement of sub-shot noise

sensitivity with this estimation protocol is still challenging.

3.5.5 Estimation via the center-of-mass measurement

In the estimation protocol we discuss now, after all the N particles are detected at positions ~xN ,

the center-of-mass coordinate

x =
1

N

N
∑

i=1

xi (3.51)

is recorded. The phase θ is obtained from a MLE, with the probability pcm(x|θ), describing the

statistics of the center-of-mass position. As anticipated, the calibration stage has the advantage,

with respect to the correlation function estimation described before, that the function to be con-

structed depends on a one-dimensional variable. The probability pcm(x|θ) can be obtained from

the full N -body probability (3.34): pcm(x|θ) =
∫

d~xN δ
(

x− (1/N)
∑N

i=1 xi
)

pN (~xN |θ), where “δ”

is the Dirac delta. To provide an analytical expression for this probability, we model the mode-

functions by Gaussians as in Eq.(3.50). Using a realistic assumption that the initial separation

of the wave-packets is much larger than their width, i.e. exp
(

− x2
0/σ

2
0

)

≪ 1, we obtain

pcm(x|θ) =

√

2σ2
0N

πσ̃4
exp

(

−2x2σ2
0

σ̃4
N

)[

1 +
1

2
(C0 + CN )2 cos

(

Nθ +
2Nx0

σ̃2
x

)]

. (3.52)

Remarkably, the above probability depends on θ only for states with non-negligible NOON

components, C0 and CN , as already noticed in [4].

Estimating θ using MLE, the sensitivity is given by the CRLB, ∆θ2 = 1/mFcm, and the FI

can be calculated analytically,

Fcm =

∞
∫

−∞

dx

pcm(x|θ)

(

∂

∂θ
pcm(x|θ)

)2

= N2

[

1 −
√

1 − 1

2
(C0 + CN )2

]

, (3.53)

where m is the number of experiments. In Fig.3.7, we plot ∆θ as a function of |ψin〉 ∈ A with

γ ≤ 0. Although the estimation through the center-of-mass is not optimal (
√
m∆θ > 1/

√

FQ),

the sensitivity can be better than the shot-noise, with ∆θ → ∆θHL for |ψin〉 → NOON.

Therefore, the center-of-mass estimation seems a promising strategy, since it allows for sub-

shot-noise sensitivity with a calibration stage involving a probability in a one-dimensional space.

However, as we shall show next, sub-shot noise sensitivities require the detection of all N atoms.
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Fig. 3.7: The sensitivity
√
m∆θ (black solid line) calculated with Eq.(3.53), as a function of |ψin〉 ∈ A

with γ < 0 and N = 100. The values of
√
m∆θSN and

√
m∆θHL are denoted by the upper

and lower dashed blue lines, respectively. The optimal sensitivity, given by the inverse of the

QFI, is drawn with the red dot-dashed line.

If the the center-of-mass is calculated from k < N particle positions, the probability (3.52)

becomes p
(k)
cm(x|θ) =

∫

d~xk δ
(

x− 1
k

∑k
i=1 xi

)

pk(~xk|θ), where pk(~xk|θ) =
∫

d~xN−kpN (~xN |θ). The

latter can be given in explicit form:

p(k)
cm(x|θ) =

√

2σ2
0k

πσ̃4
exp

(

−2x2σ2
0

σ̃4
k

)[

1 + Acos

(

kθ +
2kx0

σ̃2
x

)]

, (3.54)

where

A = 2

N−k
∑

i=0

(

(N − k)

i

)

CiCi+k
√

(

N
i+k

)(

N
i

)

. (3.55)

For k = N we recover the result from the previous section A = 2C0CN = (C0 + CN )2/2 (as we

are using the symmetric states, C0 = CN ). The FI for the probability (3.54) is

F = mk2(1 −
√

1 − A2). (3.56)

Let us now evaluate A, and in turn F , for various k ≃ N . For k = N and the NOON state,

we have C0 = CN = 1√
2
, giving A = 1 and F = mN2. From Eq.(3.55) it is apparent that, for

any k, A is the sum of N−k terms, each depending on the coefficients Ci and Ci+k. And thus for

k = N−1, A will be maximal for a NOON-like state with C0 = CN−1 = 1/2 and C1 = CN = 1/2.

For this state we obtain A = 1√
N

, and for large N the value of the FI is F = mN . Therefore,
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Fig. 3.8: The sensitivity
√
m∆θ (black solid line) calculated with Eq.(3.56), as a function of |ψin〉 ∈ A

with γ < 0 and N = 100. The values of
√
m∆θSN and

√
m∆θHL are denoted by, respectively,

the upper and the lower dashed blue line. The three solid lines correspond to the phase

sensitivity for estimation of the center-of-mass with different number of particles. For k = 100,

the sensitivity is below the shot-noise and tends to
√
m∆θHL for |ψin〉 → NOON. As soon as

k 6= N , the sub-shot-noise sensitivity is lost and the value of
√
m∆θ increases dramatically.

the phase estimation using the center-of-mass of N − 1 particles gives a sensitivity bounded by

the shot-noise.

Each loss of an atom decreases the FI roughly by a factor of N , drastically deteriorating the

sensitivity. In Fig.3.8 we plot the sensitivity
√
m∆θ calculated with the FI (3.56), for different

k ≃ N . To calculate A, we choose the subset of |ψin〉 ∈ A which are in the vicinity of the NOON

state. The Figure shows a dramatic loss of sensitivity as soon as k 6= N .

3.5.6 Effect of mode overlap on

the Mach-Zehnder Interferometer sensitivity

So far, we focused on the position measurement of particles released from a double-well trap, and

studied the phase estimation sensitivity. The fit to the density gives sensitivity limited by the

shot-noise, and this bound can be overcome by phase estimation with correlation functions of the

order of at least
√
N . As it is difficult to measure these correlations in the experiment, it will be

challenging to beat the shot-noise limit using the interference pattern. Although the sensitivity
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of the phase estimation based on the center-of-mass measurement can also be sub-shot-noise, the

protocol is extremely vulnerable to the loss of particles.

In the above scenario, the sub-shot-noise sensitivity, which relies on non-classical correlations

between the particles (entanglement), is reached by directly measuring spatial correlations be-

tween the atoms forming the interference pattern, and using the latter as estimators for the phase

shift. On the other hand, it is well known that the Mach-Zehnder Interferometer can provide

sub-shot-noise sensitivity just by a simple measurement of the population imbalance between the

two wells, and a proper choice of the input state |ψin〉. Indeed, the correlations between the two

modes carry the part of the information contained in the particle correlations which is useful

for phase estimation. When the clouds are released from the trap and the two modes start to

overlap, the correlations between the two modes are lost, since a particle detected in the overlap

region cannot be told to have come from either of the two initially separated clouds. This is the

reason why it is necessary then to directly measure high-order spatial correlation functions in

order to reach sub-shot-noise sensitivity.

It would be thus interesting to quantify the effect of the wave-packets’ overlap on the sensi-

tivity of the MZI. This analysis has also a practical interest since, in the implementation of the

atomic MZI, the precision of the population imbalance measurement can be improved by opening

the trap and letting the clouds expand for a while. In this way the density of the clouds drops,

facilitating the measurement of the number of particles. However, during the expansion, the

clouds inevitably start to overlap, leading to loss of information about the origin of the particles,

as noted above. In this section, we show how the increasing overlap deteriorates the sensitivity

of the MZI.

The double-well implementation of the MZI has been discussed in subsection 3.3. The cor-

responding transformation is given by Eq. (3.2). In order to analyze the sensitivity of the MZI,

we use the conditional probability pN (~xN |θ) of detecting N atoms at positions ~xN = x1 . . . xN ,

already introduced above, now with the MZI evolution operator, instead of the simple phase

shift. Therefore, the probability pN (~xN |θ) for the MZI is given by Eq.(3.34) with the uθ(x, ϕ; t)

given by

uθ(x, ϕ; t) = (3.57)

=

[

ψl(x, t) cos

(

θ

2

)

+ ψr(x, t) sin

(

θ

2

)]

exp
(

i
ϕ

2

)

(3.58)

+

[

ψr(x, t) cos

(

θ

2

)

− ψl(x, t) sin

(

θ

2

)]

exp
(

−iϕ
2

)

. (3.59)

The most common phase-estimation protocol discussed in context of the MZI is the mea-
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surement of the population imbalance between the two arms of the interferometer. In order to

assess how the sensitivity of this protocol is influenced by the expansion of the wave-packets, we

introduce the probability of measuring nL atoms in the left sub-space as follows

pimb(nL|θ) =

(

N

nL

)

0
∫

−∞

d~xnL

∞
∫

0

d~xN−nL
pN (~xN |θ). (3.60)

This probability depends on the expansion time via ψl/r(x, t), which enter the definition of

pN (~xN |θ). If the number m of population imbalance measurements is large enough, we can

assume pimb to be Gaussian. As already argued when studying the fit estimation, if then we

choose a MLE strategy with this probability, the sensitivity saturates the CRLB:

∆2θ =
1

m

∆2n
∣

∣

∣

∂〈n〉
∂θ

∣

∣

∣

2 , (3.61)

where

〈n〉 =

∞
∫

0

dxG1(x|θ) −
N

2
(3.62)

is the average value of the population imbalance and

∆2n =
N2

4
−

∞
∫

0

0
∫

−∞

d~x2G2(~x2|θ) − 〈n〉2, (3.63)

are the associated fluctuations.

When the two wave-packets don’t overlap, i.e. ψl(x, t)ψ
∗
r (x, t) ≃ 0 for all x ∈ R, Eq.(3.61)

simplifies to

∆2θ =
1

m

∆2Ĵx sin2 θ + 〈Ĵ2
z 〉 cos2 θ

〈Ĵx〉2 cos2 θ
. (3.64)

This is the well-known expression for the sensitivity of the population imbalance between sepa-

rated arms. It gives ∆θ ≤ ∆θSN for all |ψin〉 ∈ A with γ ≥ 0.

We investigate the impact of the overlap on the sensitivity (3.61) by modelling the free

expansion of the wave-packets ψl/r(x, t) by Gaussians,

ψl/r(x, t) =
1

(2πσ2
0(1 + i t))1/4

exp

(

− (x± x0)
2

4σ2(1 + i t)

)

, (3.65)

and take x0 = 1 and the initial width σ0 = 0.1. Notice that, differently from Eq. (3.43), here we

have not assumed the expansion time t to be long, since we are interested in studying the effect

of small mode overlap on the MZI sensitivity.
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Fig. 3.9: (a) The sensitivity
√
m∆θ calculated with Eq.(3.61) for three different expansion times t, as a

function of |ψin〉 ∈ A with γ ≥ 0, with N = 100 and θ = 0. The solid black line corresponds to

the situation shown in (b), where t = 0 and the wave-packets don’t overlap. The dashed red

line corresponds to (c), where t = 3 and the wave-packets start to overlap. The dot-dashed

green line corresponds to (d), where t = 10 and the wave-packets strongly overlap. Clearly,

the sensitivity is largely affected by any non-vanishing overlap. The values of
√
m∆θSN and

√
m∆θHL are denoted by respectively the upper and the lower dashed blue line.

In Fig. 3.9, we plot the sensitivity
√
m∆θ, taking θ = 0 and N = 100, for three different

expansion times t. The initial sensitivity deteriorates as soon as the condensates start to overlap,

and the sub-shot-noise sensitivity is lost for long expansion times.

As anticipated, we attribute this decline to the loss of information about the correlations

between the modes. Therefore, special attention has to be paid to avoid the overlap when letting

the two trapped condensates spread. Although we expect that the expansion facilitates the

atom-number measurement, these results indicate that any overlap of the spatial modes has a

strong negative impact on the sensitivity of the MZI.

3.5.7 Outlook

In this manuscript we have discussed in detail how the measurement of positions of atoms forming

an interference pattern can be useful in context of atom interferometry.
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We showed that the phase estimation based on the fit to the density gives sensitivity limited

by the shot-noise. This is an important message, which, according to previous literature, had

not yet been clarified.

On the other hand, we demonstrated that the sensitivity can be improved below the shot-noise

limit by estimating the phase using correlation functions of order at least
√
N . Though this seems

a powerful estimation strategy, even allowing for HL sensitivities, the experimental difficulty

of measuring high-order correlations is a challenging experimental task. There are however

recent experimental developments in single-atom detection with trapped BECs that seem very

promising [40], and keep these estimation protocols from being considered impracticable already

with small (N ∼ 1000) condensates. It must be considered that, in order to make sub-shot

noise interferometry to be an actual advantage over its classical counterpart, the total number

of particle must be sufficiently large for the 1/
√
N gain to be sizable.

From the foundational point of view, it would be anyway interesting to perform proof-of-

principle experiments with very few particles, such that the measurement of the full N -body

correlation function could be performed with current detection capabilities. Photons would thus

be better candidates over atoms, since non-classical -and in particular NOON- states of very few

particles have already been experimentally created.
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Conclusions

In the work presented in this dissertation, we have seen how dilute ultracold atomic BECs are

very promising systems where to study superfluid phenomena, as well as the implementation

of quantum interferometers. Both aspects can be investigated using the same BEC setup: a

double-well trap.

First, we have considered the flow of a dilute BEC through a weak link, where macroscopic

Josephson oscillations, superfluid critical velocities and dissipation dynamics can be studied.

We analyzed the properties of transport through the weak link by studying the dependence of

the total current on the phase difference existing at the two ends of the link, thereby construct-

ing the so-called current-phase relation. The latter can be used to characterize the crossover

from tunneling to hydrodynamic transport, since the dependence of the current on the phase

difference changes from sinusoidal to multivalued. Apart from studying this crossover, already

demonstrated experimentally with superfluid helium, we discovered a new regime of current-

phase relation which is characterized by a different kind of multivaluedness. This discovery is

highly interesting, since this new regime can be related to a novel behavior of current oscillations

in the Josephson ac effect, which could be observable with dilute BECs. However, in order to

subsantiate this conclusion, further systematical study of the dynamics is required, especially in

order to propose a possible experimental observation of this novel regime using a BEC trapped

in a double-well.

So far, the experimental measurement of current-phase relation with dilute BECs, and there-

fore also the observation of the crossover from tunneling to hydrodynamic transport, has not been

made. However, we have shown, with the support of experimental data, that this crossover can

be experimentally demonstrated by analyzing the frequency of the Josephson plasma oscillations

in a double-well trap with tunable barrier height. This has been done by verifying a remark-

ably good agreement of the experimental data with the superfluid hydrodynamics equations (in

the strong-coupling regime), with a two-mode model (in the tunneling regime), and with the

Gross-Pitaevskii equation in the intermediate regime. This result is a clear example of how to
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exploit the cleannes of the BEC system, allowing for a direct comparison of experimental data

with simple theoretical models, toghether with the refined control over the trapping parameters,

allowing for tuning the inter-well barrier from zero to a value larger than the chemical potential.

We have seen that the current-phase relation carries also informations about the superfluid

instability, since the Josephson critical current, i.e. the highest current possible for any imposed

phase difference, is related to the critical velocity above which the superfluid starts to be dissi-

pated. We studied this instability by determining the highest velocity for which no excitations

were present inside the bulk of the cloud, using the time-dependent Gross-Pitaevskii equation.

We also investigated the dissipation dynamics above the critical value. We studied the super-

fluid dissipation through the phase slip mechanism in one, two, and three dimensional weak links,

where the excitations are solitons, vortices, and vortex lines/rings, respectively.

In two and three dimensions, the dynamics is very rich, and we found that the nature of the

excitations and their dynamics is dramatically dependent on the weak-link geometry. Remark-

ably, the slightest axial asymmetry about the flow direction makes vortex rings unstable toward

breaking. We considered two configurations which are of experimental relevance in the context of

ultracold BECs: a waveguide and a torus. The latter setup, where superfluid persistent current

have already been experimentally observed, is of particular interest also from the interferometric

point of view, since it can be used as a rotation sensor, in analogy to SQUID devices already

realized with superfluid helium.

Our study is the first to systematically address the dynamics of phase slip dissipation inside

a constriction in a fully three-dimensional geometry. The possibility to study the superfluid

instability dynamics with a theoretical model which is experimentally relevant is a very important

advantage of dilute BECs over strongly interacting superfluids like helium II. In the latter context

indeed, different vortex structures responsible for phase slip dissipation have been proposed, but

their actual relevance was assessed mainly through the agreement between the corresponding

estimate for the critical velocity and the experimental data.

Throughout all our studies of superfluid dissipation, we have been looking for a general

criterion determining the critical velocity. We found that the hydrodynamic local criterion,

v(r) = c(r), according to which the critical velocity is reached as soon as the local fluid velocity

equals the local sound speed at any point in the fluid, is verified only in one-dimensional cases,

while in two and three dimensions we discovered a new criterion to hold, vTF = ctr: the instability

sets in when the fluid velocity at the Thomas-Fermi surface of the cloud equals the “true” sound

speed, that is, the actual velocity of propagation of low-lying Bogoliubov modes, which depends
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on the geometry of the weak link.

This finding is very interesting and somewhat unexpected, and has left several open questions.

First of all, it is not clear why the hydrodynamic local criterion v(r) = c(r) fails when going

from one to two/three dimensions, since none of the underlying assumptions seems related to

the dimensionality of the system. A first step toward answering this question can be made by

observing that the condition v(r) = c(r) can still be associated with an instability, yet not

the one which dissipates the superfluid flow, but rather remains confined outside the surface of

the cloud, with vortices trying to penetrate the bulk and not succeeding. Moreover, the physical

origin of our new found criterion, which predicts very well the Gross-Pitaevskii instability toward

superfluid dissipation, and seems more general than the local criterion v(r) = c(r), is not yet

clear. This is in part due to unclear issues about the instability of the Gross-Pitaevskii equation

at the critical velocity in presence of macroscopic obstacles, like the weak link case we study here.

The instability seems indeed to be connected with the disappearance of the stationary solutions,

at least for the flow through single obstacles, but it is not known whether it corresponds to any

dynamical/energetical instability. Therefore, the comparison with predictions based on energetic

arguments, similar to the well known Feynman criterion (on which most of the studies of the

critical velocity for superfluid helium are based), or even with the results of a full linear stability

analysis, can be very useful in understanding this important matters.

In the second part of this dissertation, we turned to the study of possible implementation

of quantum interferometers with dilute BECs in double-well traps, where every operation is

performed by dynamical manipulation of the inter-well barrier.

With this respect, the above described experimental analysis of Josephson plasma frequency

in the crossover between strongly coupled (hydrodynamic) to tunneling coupled superfluids,

provides a very useful piece of information. Indeed, in performing the spitting/recombination of

the two clouds, necessary for closed loop interferometry, any spurious excitation must be carefully

avoided, and thus the low-lying modes frequencies must be known for all barrier heights.

Starting from the observation that a double-well Mach-Zehnder interferometer requires an

exquisite control over the dynamical manipulation of both the inter-well barrier and the atom-

atom interactions, we proposed two simpler schemes: i) a Rabi interferometer, where the phase

shift takes place while the atoms oscillate between the two wells, and ii) an interferometer

based on the position measurement of the atoms released from the trap and forming a two-slit

interference pattern.

As the price to pay for a simpler interferomettric scheme, we find that the Rabi interferometer

137



has a sensitivity which is generally worse than the Mach-Zehnder. However, the sensitivity still

scales in the same way with the number of resources employed (number of particles in input), and

in particular becomes better that the shot-noise sensitivity (scaling as 1/
√
N) when entangled

states are used. We studied the sensitivity of the Rabi interferometer for the measurement of

weak forces, considering realistic sources of experimental noise. We analyzed in detail an appli-

cation to the measurement of the Casimir-Polder force, and found that, even without quantum

enhancement of the sensitivity, the zero and finite temperature regimes of the Casimir interaction

can be discriminated. This result has not been achieved in previous measurements of the Casimir-

Polder force, but our calculations show that it should be possible with current-technology using

BECs trapped in a double-well.

For the second interferometer proposed, we have first analyzed the phase estimation based on

a fit of the average density to the interference pattern, and found that the sensitivity is always

worse than the shot-noise. This result had not been stated in previous literature, where also

some arguments leading to the opposite conlusion have been given.

After observing that the fit is shot-noise limited because it actually disregards particle corre-

lations, we have demonstrated that the latter can indeed be measured in order to infer the phase

with a sub-shot noise sensitivity. In particular, the shot-noise limit can be overcome only using

correlation functions of order k not smaller than
√
N , where N is the total number of particles.

Remarkably, we have shown that when k = N the measurement is optimal, i.e. it corresponds to

the best possible choice of the quantity to measure in order to infer the phase, and the sensitivity

reaches the Heisenberg limit, scaling as 1/N .

The fact that sub-shot noise sensitivities are reached only by such refined measurements is

due to the overlap between the two clouds, which washes out the information about the modes,

since it is not possible to determine then whether a particle came from either of the two wells.

We also showed that indeed this overlap dramatically deteriorates the sensitivity also in the

double-well Mach-Zehnder interferometer.

The measurement of the center of mass of all the N particles also provides sub-shot-noise

sensitivity, but, as well as the correlation function-based scheme described above, would be very

challenging to implement experimentally, since it requires very refined detection tools. A main

message resulting from our study of phase estimation schemes based on the interference pattern is

indeed that, for particle numbers sufficiently high that the sub-shot-noise sensitivity (in the best

case scaling as 1/N) becomes an actual gain over shot-noise sensitivity, these schemes would be

extremely demanding from an experimental point of view. There are however recent important
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developments in the atom detection capabilities, according to which, at least with a mesoscopic

BEC with about 1000 atoms, single atom detection with high efficiency could be performed on a

very large fraction of the cloud, therefore suggesting that the correlation function-based scheme

described above might become possible.
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