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1 introduction

A fundamental yet simple consequence of Rademacher’s theorem and Whitney’s theorem is the fact that Lipschitz
functions on the Euclidean space admit a Lusin type approximation with C1-functions, namely for every Lipschitz
function f : Rn → R and every ε > 0 there exists a function g : Rn → R of class C1 such that

L n({x ∈ Rn : g(x) ̸= f (x)}) < ε,

where L n denotes the Lebesgue measure, see [13, Theorem 5.3]. This fact has a central role in many pivotal results
in Geometric Measure Theory, including the existence of the approximate tangent space to a rectifiable set, see [13,
Lemma 11.1], and the validity of area and coarea formulas, see [13, §12].

On the one hand, this approximation property does not only hold for the Lebesgue measure: for instance it holds
trivially for a Dirac delta. It is not difficult to see that the same property holds for any rectifiable measure and
clearly the class of Radon measures for which the property holds is closed under finite sums.

On the other hand, it is known that there are measures µ for which Lipschitz functions do not admit a Lusin
type approximation with respect to µ with functions of class C1, see [9]. In this note we completely classify those
measures, proving that the validity of such approximation property characterizes rectifiable measures, in the
following sense.

Theorem 1.1. Let µ be a positive Radon measure on Rn. The measure µ can be written as µ = ∑n
i=0 µi, where each of the µi

is an i-dimensional rectifiable measure if and only if for every Lipschitz function f : Rn → R and every ε > 0 there exists a
function g of class C1 such that

µ({x ∈ Rn : g(x) ̸= f (x)}) < ε. (1)

The proof of the "only if" part of Theorem 1.1 is a simple application of Whitney’s theorem. The proof of the "if"
part exploits some tools introduced in [1], including the notion of decomposability bundle of a measure µ, see [1, §2.6]:
a map x 7→ V(µ, x) which detects the maximal subspaces along which Lipschitz functions are differentiable µ-almost
everywhere. For the purposes of this paper, we need to refine the result [1, Theorem 1.1 (ii)] on the existence
of Lipschitz functions which are non-differentiable along directions which do not belong to the decomposability
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bundle. In [1], such non-differentiability is proved by finding a Lipschitz function f and for µ-almost every point x
a sequence of points yi := x + tiv ∈ Rn converging to x along a direction v ̸∈ V(µ, x), such that the corresponding
incremental ratios ( f (yi)− f (x))/ti do not converge. Here we need to find a function f such that there exist points
yi as above, with the additional requirement that yi ∈ supp(µ), see Proposition 3.1. For a non-rectifiable measure µ,
the existence of a µ-positive set of points x for which there are points yi ∈ supp(µ) approaching x along a direction
v ̸∈ V(µ, x) is guaranteed by Lemma 2.1.

We plan to investigate similar questions in Carnot groups, exploiting tools and techniques introduced in [3].
In this setting, similar questions have already attracted some interest. For instance, in [7] the authors proved a
suitable extension of Lusin’s approximation-type theorem for the surface measure of 1-codimensional C1

H-rectifiable
surfaces in the Heisenberg groups Hn, n ≥ 2 and where the regular approximation of Lipschitz functions are
found in the class of C1

H-regular functions. The authors also prove that in H1 there is a regular surface and a
Lipschitz function that cannot be approximated by C1

H-regular functions. This different behaviour is connected
to the algebraic structure of the tangents to 1-codimensional regular surfaces in the Heisenberg groups Hn when
n = 1 or n ≥ 2.

2 notation and preliminaries

We denote by U(x, r) the open ball in Rn with center x and radius r and by B(x, r) the closed ball. In addition,
for a Borel set E and a δ > 0, we denote B(E, δ) :=

⋃
y∈E B(y, δ). The unit sphere is denoted Sn−1.

Given a Radon measure µ and a (possibly vector-valued) function f , we denote by f µ the measure

f µ(A) :=
ˆ

A
f dµ, for every Borel set A.

For a measure µ and a Borel set E we denote by µ E the restriction of µ to E, namely the measure defined by

µ E(A) := µ(A ∩ E), for every Borel set A.

The support of a positive Radon measure µ, denoted supp(µ), is the intersection of all closed sets C such that
µ(Rn \ C) = 0. For 0 ≤ k ≤ n, the symbol H k denotes the k-dimensional Hausdorff measure on Rn.

Definition 2.1 (Rectifiable sets and measures). For 0 ≤ k ≤ n, a set E ⊂ Rn is k-rectifiable if there are sets Ei
(i = 1, 2, . . .) such that

(i) Ei is a Lipschitz image of Rk for every i;

(ii) H k(E \⋃
i≥1 Ei) = 0.

A Radon measure is said to be k-rectifiable if it is absolutely continuous with respect to H k E, for some k-rectifiable
set E.

As usual, the symbol Gr(k, n) denotes the Grassmannian of k-planes in Rn, and we define Gr :=
⋃

0≤k≤n Gr(k, n).
We endow Gr with the topology induced by the distance

d(V, W) := dH (V ∩ U(0, 1), W ∩ U(0, 1)),

where dH is the Hausdorff distance. We recall the following definition, see [1, §2.6, §6.1 and Theorem 6.4].

Definition 2.2 (Decomposability bundle). Given a positive Radon measure µ on Rn its decomposability bundle is a
map V(µ, ·) taking values in the set Gr defined as follows. A vector v ∈ Rn belongs to V(µ, x) if and only if there
exists a vector-valued measure T with divT = 0 such that

lim
r→0

M((T − vµ) B(x, r))
µ(B(x, r))

= 0,

where M((T − vµ) B(x, r)) denotes the total variation of the vector-valued measure (T − vµ) B(x, r).
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Definition 2.3 (Tangent measures). We define the map Tx,r(y) =
y−x

r , and we denote by Tx,rµ the pushforward of µ
under Tx,r, namely Tx,rµ(A) := µ(x + rA) for every Borel set A. Given a measure µ and a point x, the family of
tangent measures Tan(µ, x), introduced in [12], consists of all the possible non-zero limits (with respect to the weak*
convergence of measures) of ciTx,ri µ, for some sequence of positive real numbers ci and some sequence of radii
ri → 0. We know thanks to [12, Theorem 2.5] that Tan(µ, x) is non-empty µ-almost everywhere.

Definition 2.4 (Cone over a k-plane). For any k ∈ {1, . . . , n − 1}, 0 < ϑ < 1, x ∈ Rn and V ∈ Gr(k, n) we let:

X(x, V, ϑ) := x + {v ∈ Rn : |pV(v)| ≥ ϑ|v|},

where pV denotes the orthogonal projection onto V. For notation convenience, for k = 0 and for every 0 < ϑ < 1,
we define X(x, 0, ϑ) := {x}.

Definition 2.5 (FK distance between measures). Given ϕ and ψ two Radon measures on Rn, and given K ⊆ Rn a
compact set, we define

FK(ϕ, ψ) := sup
{∣∣∣∣ˆ f dϕ −

ˆ
f dψ

∣∣∣∣ : f ∈ Lip+
1 (K)

}
, (2)

where Lip+
1 (K) denotes the class of 1-Lipschitz nonnegative functions with support contained in K. We also write

Fx,r for FB(x,r).

Lemma 2.1. Let µ be a Radon measure on Rn with dim(V(µ, x)) = k < n, for µ-almost every x. Assume that µ(R) = 0 for
every k-rectifiable set R. Then for every 0 < ϑ < 1 and for every ε > 0

supp(µ) ∩ B(x, ε) \ X(x, V(µ, x), ϑ) ̸= ∅, (3)

for µ-almost every x.

Proof. Assume by contradiction that there exists a Borel set E with µ(E) > 0 such that for every x ∈ E there
exists ε > 0 such that (3) fails. We claim that this implies that for µ-almost every x ∈ E every tangent measure
ν ∈ Tan(µ, x) satisfies

supp(ν) ⊂ X(0, V(µ, x), ϑ). (4)

In order to prove (4), fix x ∈ E such that Tan(µ, x) is non-empty and consider any open ball U(y, ρ) ⊂ Rn \
X(0, V(µ, x), ϑ) and notice that since (3) fails, we have Tx,rµ(U(y, ρ)) = µ(U(x+ ry, rρ)) = 0 for every r < ε/(|y|+ ρ)
which concludes in view of [2, Proposition 2.7]. Thanks to [5, Proposition 2.9] we infer that supp(ν) ⊂ V(µ, x) and
in particular ν = cH k V(µ, x) for some c > 0. For every W ∈ Gr(k, n) denote

EW := {x ∈ Rn : (k + 1)F0,1(H
k V(µ, x), H k W) < 20−k−4}.

By the compactness of the Grassmannian, there exists W ∈ Gr(k, n) such that µ(EW) > 0. On the other hand, by
[12, §4.4(5)] and by the locality of tangent measures, see [12, §2.3(4)], we conclude that µ EW is supported on a
k-rectifiable set. This however contradicts the assumption that µ(R) = 0 for every k-rectifiable set R.

Definition 2.6 (Cone-null sets). For any e ∈ Sn−1 and θ ∈ (0, 1) we let the one-sided cone of axis e and amplitude θ be
the set

C(e, θ) := {v ∈ Rn : ⟨v, e⟩ ≥ θ|v|}.

In the following we denote by Γ(e, θ) the family of Lipschitz curves γ : E ⊆ R → Rn such that γ′(t) ∈ C(e, θ) for
L1-almost every t ∈ E. Finally, a Borel set B is said to be C(e, θ)-null if H 1(im(γ) ∩ B) = 0 for any γ ∈ Γ(e, θ).

Proposition 2.2. Let E be a compact set in Rn. Let W ∈ Gr(k, n), with k < n and suppose that there exists θ0 ∈ (0, 1) such
that for any e ∈ W⊥ the set E is C(e, θ0)-null. Then, for any θ0 ≤ θ < 1 and ε > 0 there exists δ0 > 0 such that

H 1(im(γ) ∩ B(E, δ0)) ≤ ε,

for any γ ∈ Γ(e, θ). For any θ0 ≤ θ < 1, 0 < δ < δ0 and any e ∈ W⊥, consider the function

ωe,θ,δ(x) := sup
γ∈Γ(e,θ)

γ(b)=x+λe

H 1(B(E, δ) ∩ im(γ))− λ|e|. (5)

Then the following properties hold



construction of non-differentiable functions 4

(i) 0 ≤ ωe,θ,δ(x) ≤ ε for any x ∈ Rn,

(ii) ωe,θ,δ(x) ≤ ωe,θ,δ(x + se) ≤ ωe,θ,δ(x) + s|e| for every s > 0 and any x ∈ Rn. Moreover, if the segment [x, x + se] is
contained in B(E, δ), then ωe,θ,δ(x + se) = ωe,θ,δ(x) + s|e|,

(iii) |ωe,θ,δ(x + v)− ωe,θ,δ(x)| ≤ θ(1 − θ2)−1/2|v| for every v ∈ V := e⊥,

(iv) ωe,θ,δ is (1 + (n − 1)θ(1 − θ2)−1/2)-Lipschitz.

Proof. The first part of the proposition is an immediate consequence of Step 1 in the proof of [1, Lemma 4.12]. On
the other hand, the construction of the function ωe,θ,δ was performed in the second step of the proof of [1, Lemma
4.12].

3 construction of non-differentiable functions

In this section we prove the existence of some suitable Lipschitz functions which are non-differentiable along
directions that are quantitatively far away from the decomposability bundle. Given a measure µ as in Lemma
2.1, we prove that there are many functions which are non-differentiable on a set of positive µ-measure with the
additional property that the non-differentiability is “detected” by the points in the support of µ, see Proposition 3.1.

Throughout this section we fix k ∈ {0, . . . , n − 1} and let µ be a Radon measure such that dim(V(µ, x)) = k for
µ-almost every x ∈ Rn and that µ(R) = 0 for any k-rectifiable set R. Thanks to the strong locality principle, see [1,
Proposition 2.9 (i)], and Lusin’s Theorem we can assume, up to restriction to a compact subset K̃ ⊂ supp(µ) of
positive µ-measure, that V(µ, x) is uniformly continuous on K̃. Up to restricting to a subset where the oscillation of
V is small, we can assume that there are n continuous vector fields e1, . . . , en : Rn → Sn−1 such that

V(µ, x) = span{e1(x), . . . , ek(x)} and V(µ, x)⊥ = span{ek+1(x), . . . , en(x)} for every x ∈ K̃.

The aim of this section is to prove the following

Proposition 3.1. Let µ and K̃ be as above. There exists a Lipschitz function f : Rn → R and a Borel set E ⊆ K̃ of positive
µ-measure such that for µ-almost every x ∈ E there exists a direction v ̸∈ V(µ, x) and a sequence of points yi = yi(x) ∈ K̃
such that

yi − x
|yi − x| → v and lim sup

i→∞

f (yi)− f (x)
|yi − x| − lim inf

i→∞

f (yi)− f (x)
|yi − x| > 0.

Denoting α = 1/
√

n, we apply Lemma 2.1 with the choice ϑ =
√

1 − α2 to find a compact subset Kα of K̃ with
positive measure where

supp(µ) ∩ B(x, r) \ X(x, V(µ, x),
√

1 − α2) ̸= ∅ for any r > 0 and every x ∈ Kα. (6)

Lemma 3.2. Let µ and Kα be as above. Then, we can find a compact set K ⊆ Kα of positive µ-measure and a continuous
vector field e : Rn → Sn−1 such that e(x) is orthogonal to V(µ, x) at µ-almost every x ∈ Rn and such that:

supp(µ) ∩ B(x, r) ∩ C(e(x), (n − k)−1α) \ X(x, V(µ, x),
√

1 − α2) ̸= ∅ for any r > 0 and for every x ∈ K. (7)

Proof. By the choice of α, the cones

C(ek+1(x), (n − k)−1α), . . . , C(en(x), (n − k)−1α), C(−ek+1(x), (n − k)−1α), . . . , C(−en(x), (n − k)−1α),

cover Rn \ X(0, V(µ, x),
√

1 − α2) for every x ∈ Kα. Hence there exists one vector field, which we denote e, among
the ek+1, . . . , en,−ek+1, . . . ,−en for which the set of those x ∈ Kα where (7) holds has positive µ-measure.

Definition 3.1. Throughout the rest of this section we will let α0 be as in (6) and we fix 0 < α < α0. We also fix the
compact set K and the continuous vector field e : Rn → Sn−1 yielded by Lemma 3.2. We let e1, . . . , ek : Rn → Sn−1

be continuous orthonormal vector fields spanning V(µ, x) at every x ∈ K and we complete {e1, . . . , ek, e} to a basis
of Rn of orthonormal continuous vector fields that we denote by {e1, . . . , ek, e, ek+1, . . . , en−1}.
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Fix a ball B(0, r) such that K ⊂ B(0, r − 1) and for any β ∈ (0, 1) we denote by Xβ the family of Lipschitz functions
f : B(0, r) → R such that

|De f (x)| ≤ 1 and |Dej f (x)| ≤ β for any j = 1, . . . , n − 1, (8)

for L n-almost every x ∈ Rn. We metrize Xβ with the supremum norm and we note that this make Xβ a complete
and separable metric space. Note also that Xβ is non-trivial as it contains all the β-Lipschitz functions.

In the following definition we introduce some quantities which measure the incremental ratios “detected”
by points in the support of µ, at fixed scales and along directions which are outside a cone whose axis is the
decomposability bundle.

Definition 3.2. For any β > 0 and any 0 ≤ σ′ < σ < 1 we can define on Xβ the maps

T+
σ′ ,σ f : x 7→ max

{
sup

{ f (x + v)− f (x)
|v| : σ′ < |v| ≤ σ and x + v ∈ supp(µ) \ X(x, V(µ, x),

√
1 − α2)

}
,−n

}
,

T−
σ′ ,σ f : x 7→ min

{
inf

{ f (x + v)− f (x)
|v| : σ′ < |v| ≤ σ and x + v ∈ supp(µ) \ X(x, V(µ, x),

√
1 − α2)

}
, n

}
.

Proposition 3.3. For any 0 ≤ σ′ < σ < 1 the functionals

U±
σ′ ,σ f :=

ˆ
K

T±
σ′ ,σ f (z)dµ(z)

are Baire class 1 on Xβ.

Proof. As a first step we show that the T+
σ′ ,σ : Xβ → L1(µ K) are continuous whenever 0 < σ′ < σ < 1. The

functions T+
σ′ ,σ f belong to L1(µ K) since K has finite measure and |T+

σ′ ,σ f | ≤ Lip( f ) + n. In addition, it is immediate
to see that:

|T+
σ′ ,σ f (x)− T+

σ′ ,σg(x)| ≤ 2∥ f − g∥∞

σ′ for µ-almost every x ∈ Rn,

thanks to the fact that if at some x ∈ Rn we have (B(x, σ) \ B(x, σ′))∩ (supp(µ) \ X(x, V(µ, x),
√

1 − α2)) = ∅, then
Tσ′ ,σ f (x) = −n for any f ∈ Xβ. Integrating with respect to µ, we infer that:

∥T+
σ′ ,σ f (x)− T+

σ′ ,σg(x)∥L1(µ K) ≤
2µ(K)

σ′ ∥ f − g∥∞.

This implies in particular that U+
σ′ ,σ is a continuous functional on Xβ. Following verbatim the argument above, one

can also prove the continuity of the functionals T−
σ′ ,σ and of U−

σ′ ,σ.
In order to prove that U±

0,σ is of Baire class 1, thanks to [8, §24.B] we just need to show that for any f ∈ Xβ we
have:

lim
j→∞

U±
j−1,σ f = U±

0,σ f . (9)

This is an immediate consequence of the dominated convergence theorem since the sequence (T±
j−1,σ f )j converges

pointwise to T±
0,σ f and is dominated by the function constantly equal to n.

We are now ready to prove the main result of the section, namely the fact that Xβ contains plenty of Lipschitz
functions whose non-differentiability at some points of K is “detected” by points in the support of µ.

Proposition 3.4. Let β < (8n2)−1α. Then for every σ > 0 the continuity points of U±
0,σ are contained in the set

L±(σ) :=
{

f ∈ Xβ : ±U±
0,σ f ≥ α

16n
µ(K)

}
.

In particular both L+(σ) and L−(σ) are residual in Xβ.
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Let us briefly explain here the idea of the proof. In our reduction, for every point x ∈ K at any small scale there is
a point y ∈ supp(µ) such that y − x is far away from V(µ, x), see Lemma 3.2. Hence the point y is not reached by
Lipschitz curves passing through x and lying inside supp(µ). By Proposition 2.2, we can find a Lipschitz function
ω with small supremum norm which “jumps” with high derivative along the segment [x, y], for any such point y.
Assuming by contradiction that at a continuity point g ∈ Xβ the value of U+

0,σ is below a certain threshold, we reach
a contradiction perturbing g by adding ω so that the value of U+

0,σ increases significantly.

Proof. We prove the result just for U+
0,σ. The argument to prove the analogous statement for U−

0,σ can be obtained
following verbatim that for U+

0,σ while making suitable changes of sign.
Assume by contradiction that g is a continuity point for U+

0,σ contained in Xβ \ L+(σ). It is easy to see by
convolution that smooth functions are dense in Xβ. Since g is a continuity point for U+

0,σ, for any ℓ ∈ N we can find
a smooth function hℓ ∈ Xβ such that ∥g − hℓ∥∞ ≤ 2−ℓ and U+

0,σhℓ ≤ αµ(K)/8n and for any x ∈ Rn we have

|Dehℓ(x)| ≤ 1 and |Dej hℓ(x)| ≤ β for any j = 1, . . . , n − 1.

Let
A := {y ∈ K : T+

0,σhℓ(y) ≤ α/8n}.

Thanks to Besicovitch’s covering theorem and [1, Lemma 7.5] we can cover µ-almost all A with countably many
closed and disjoint balls {B(yj, rj)}j∈N such that, for 0 < η, χ < (n210ℓ)−1β2

(i) rj ≤ 2−ℓ, µ(A ∩ B(yj, rj)) ≥ (1 − η)µ(B(yj, rj)) and µ(∂B(yj, rj)) = 0,

(ii) for any z ∈ B(yj, rj)

|e(z)− e(yj)|+ |∇hℓ(yj)−∇hℓ(z)|+
∣∣∣hℓ(z)− hℓ(yj)

|z − yj|
− ∇hℓ(z)

[ z − yj

|z − yj|

]∣∣∣ ≤ χ4,

(iii) for any j ∈ N we can find 0 < ρj < (n2ℓ)−1β2 and a compact subset Ãj of A ∩ B(yj, (1 − 2ρj)rj) such that
µ(Ãj) ≥ (1 − 2η)µ(B(yj, rj)) and Ãj is C(e(yj), 2−10ℓχ2)-null.

For any j ∈ N we let ϕj be a smooth 2(ρjrj)
−1-Lipschitz function such that 0 ≤ ϕj ≤ 1, ϕj = 1 on B(yj, (1 − ρj)rj)

and it is supported on B(yj, rj). Now fix 0 < ε < βχ2. Thanks to Proposition 2.2 we can find δj ≤ 2−jρjrj and a
function ωj such that:

1. 0 ≤ ωj(x) ≤ εβρjrj for any x ∈ Rn,

2. ωj(x) ≤ ωj(x + se(yj)) ≤ ωj(x) + s, for every s > 0 and any x ∈ Rn. Moreover, if the segment [x, x + se(yj)]

is contained in B(Ãj, δj), then ωj(x + se(yj)) = ωj(x) + s,

3. |ωj(x + v)− ωj(x)| ≤ 2−9ℓχ2|v|, for every v ∈ e(yj)
⊥,

4. ωj is 1 + 2−9ℓχ2-Lipschitz.

We thus define the function gℓ as

gℓ := (1 − 2χ)
(

hℓ + ∑
j∈N

[−⟨∇hℓ(yj), e(yj)⟩+ 1]ϕjωj

)
. (10)

First we estimate the supremum distance

∥g − gℓ∥∞ ≤∥g − hℓ∥∞ + 2χ∥hℓ∥∞ + (1 − 2χ)∥hℓ − (1 − 2χ)−1gℓ∥∞

≤2−ℓ + χ(∥g∥∞ + 2−ℓ) + (1 − 2χ)
∥∥∥ ∑

j∈N

(1 − ⟨∇hℓ(yj), e(yj)⟩)
∥∥∥

∞

≤2−ℓ(2 + ∥g∥∞ + (1 + (n − 1)β2)1/2) ≤ 2−ℓ(4 + ∥g∥∞),

(11)
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where the last inequality follows from the choice of β. The above computation shows that the sequence gℓ converges
in the supremum distance.

Let us now prove that gℓ ∈ Xβ. If z ̸∈ ∪jB(yj, rj) then the functions hℓ and gℓ and their gradients coincide at z
and hence gℓ satisfies (8) on (∪jB(yj, rj))

c. If on the other hand z ∈ ∪jB(yj, rj), there exists a unique j ∈ N such
that z ∈ B(yj, rj). In particular, differentiating (10) we get

∇gℓ(z) = (1 − 2χ)
[
∇hℓ(z)+[−⟨∇hℓ(yj), e(yj)⟩+ 1]∇ϕj(z)ωj(z) + [−⟨∇hℓ(yj), e(yj)⟩+ 1]ϕj(z)∇ωj(z)

]
.

So that, for L n-almost every x ∈ Rn we have

|⟨∇gℓ(z), e(z)⟩| ≤ (1 − 2χ)
∣∣∣⟨∇hℓ(z), e(z)⟩+ [−⟨∇hℓ(yj), e(yj)⟩+ 1]ϕj(z)⟨∇ωj(z), e(z)⟩

∣∣∣+ 4εβ,

where in the estimate above we have used the fact that |−⟨∇hℓ(yj), e(yj)⟩+ 1| ≤ 2, ∥∇ϕ∥L∞(L n) ≤ 2(ρjrj)
−1 and

∥ωj∥∞ ≤ εβρjrj. Now we replace z with yj in the first addendum, by means of the estimate (ii), obtaining

|⟨∇gℓ(z), e(z)⟩| ≤ 3(1 − 2χ)χ2 + (1 − 2χ)
∣∣∣⟨∇hℓ(yj), e(yj)⟩

(
1 − ϕj(z)⟨∇ωj(z), e(z)⟩

)
+ ϕj(z)⟨∇ωj(z), e(z)⟩

∣∣∣+ 2εβ.

Finally, substituting z with yj in the argument of the vector field e we deduce thanks to (ii) that

|⟨∇gℓ(z), e(z)⟩| ≤3(1 − 2χ)χ2 + 2εβ + 6(1 − 2χ)(1 + 2−9ℓχ)χ2

+ (1 − 2χ)
∣∣⟨∇hℓ(yj), e(yj)⟩

(
1 − ϕj(z)⟨∇ωj(z), e(yj)⟩

)
+ ϕj(z)⟨∇ωj(z), e(yj)⟩

∣∣
≤3(1 − 2χ)χ2 + 2εβ + 6(1 − 2χ)(1 + 2−9ℓχ)χ2 + (1 − 2χ) ≤ 1,

where the the last inequality follows from the choice of χ, β, ε. Furthermore, for any q = 1, . . . , n − 1 we infer
similarly that:

|gℓ(z + teq(z))− gℓ(z)| ≤ (1 − 2χ)
∣∣hℓ(z + t eq(z))− hℓ(z)

∣∣
+ (1 − 2χ)|[1 − ⟨∇hℓ(yj), e(yj)⟩](ϕj(z + t eq(z))− ϕj(z))ωj(z)|
+ (1 − 2χ)|[1 − ⟨∇hℓ(yj), e(yj)⟩]ϕj(z)(ωj(z + t eq(yj))− ωj(z))|
+ (1 − 2χ)|[1 − ⟨∇hℓ(yj), e(yj)⟩]ϕj(z)(ωj(z + t eq(z))− ωj(z + t eq(yj)))|+ o(|t|)

≤(1 − 2χ)β|t|+ 4(1 − 2χ)(βερjrj)(ρjrj)
−1|t|+ 3 · 2−9ℓ(1 − 2χ)χ2|t|+ 3(1 − 2χ)(1 + 2−9ℓχ)χ4|t|+ o(|t|)

≤(1 − 2χ)(β + 4βε + 4 · 2−9ℓχ2 + 4(1 + 2−9ℓχ)χ4)|t| ≤ (1 − 2χ)(1 + 10χ2)β|t|+ o(|t|) < β|t|,

provided |t| is chosen sufficiently small (depending on z) and where the second to last inequality holds thanks to
the choice of χ, ε and for ℓ sufficiently big, in such a way that 2−ℓ ≤ β. The above bound implies that in particular

|⟨∇gℓ(z), eq(z)⟩| ≤ β for L n-almost every x ∈ Rn. (12)

This concludes the proof that for ℓ sufficiently big we have gℓ ∈ Xβ.
The next step in the proof is to show that the functions gℓ satisfy the inequality U+

0,σgℓ ≥ αµ(K)/8n for ℓ

sufficiently big, and this contradicts the continuity of U+
0,σ at g (recall that we supposed U+

0,σg ≥ αµ(K)/16n). In
order to see this, we first estimate from below the partial derivative of gℓ along e on the points of Ãj for any j. So,
let us fix for any j ∈ N a point z ∈ Ãj. Then, let 0 < λ0 < δj be so small that ϕj(z + λe(z)) = 1 for any 0 < λ < λ0
and note that

⟨gℓ(z + λe(z))− gℓ(z), e(z)⟩ ≥ (1 − 2χ)
[
(hℓ(z + λe(z))− hℓ(z)) + [1 − ⟨∇hℓ(yj), e(yj)⟩](ωj(z + λe(z))− ωj(z))

]
≥(1 − 2χ)

[
− χ2λ + λ⟨∇hℓ(z), e(z)⟩+ [1 − ⟨∇hℓ(yj), e(yj)⟩]λ

]
≥ λ(1 − 2χ)(1 − 4χ2) ≥ (1 − 6χ)λ.

This implies in particular that for any unit vector v ∈ C(e(z), (n − k)−1α), for any λ > 0 we have

gℓ(z + λv)− gℓ(z) ≥gℓ(z + λv)− gℓ(z + λ⟨e(z), v⟩e(z)) + gℓ(z + λ⟨e(z), v⟩e(z))− gℓ(z)

≥α(n − k)−1(1 − 6χ)λ − β
√

n − 1λ ≥ (α/2(n − k))λ − βnλ > αλ/4(n − k),
(13)
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where the last inequality follows from the choice of β. However, thanks to choice of K, see (7), we infer that

T+
0,σgℓ(z) ≥ α/4(n − k) for any z ∈ ∪j Ãj.

This allows us to infer that

U+
0,σgℓ =

ˆ
A

T+
0,σgℓdµ +

ˆ
K\A

T+
0,σgℓdµ ≥

ˆ
A

T+
0,σgℓdµ + αµ(K \ A)

=

ˆ
A\∪j Ãj

T+
0,σgℓdµ + ∑

j∈N

ˆ
Aj

T+
0,σgℓdµ + αµ(K \ A)

≥− µ(A \
⋃

j∈N

Aj)Lip(gℓ) +
α

4(n − k)
µ(

⋃
j∈N

Aj) + αµ(K \ A)

≥− 2µ(A \
⋃

j∈N

Aj) +
α

4(n − k)
µ
(
(K \ A) ∪

⋃
j∈N

Aj

)
≥− 4ηµ(K) +

α

4(n − k)
(1 − 2η)µ(K) ≥ α

8n
µ(K).

for ℓ sufficiently big.

Since the functional U+
0,σ is of Baire class 1, thanks to [11, Chapter 7] we know that the set of the continuity points

of U+
0,σ is residual. However, since thanks to the above argument L+(σ) contains the continuity points of U+

0,σ, we
conclude that L+(σ) is residual in Xβ.

Proof of Proposition 3.1. Let β := (16n2)−1α and let c(α) := α/16n note that since the countable intersection of
residual sets is residual, we can find a Lipschitz function f in Xβ such that f ∈ ∩σ∈Q∩(0,1)(L+(σ) ∩ L−(σ)). In
particular, for any σ > 0 we have

U−
0,σ f ≤ −c(α)µ(K) < c(α)µ(K) ≤ U+

0,σ f .

Letting ∆Tσ f (z) := T+
0,σ f (z)− T−

0,σ f (z) and Cσ := {z ∈ K : ∆Tσ(z) > c(α)}, there holds

2c(α)µ(K) ≤
ˆ

K
∆Tσ(z)dµ K(z) ≤ µ(K \ Cσ)c(α) + 2Lip( f )µ(Cσ).

Thanks to the above computation we infer in particular that µ(Cσ) ≥ c(α)µ(K)/2Lip( f ) for any σ > 0. Thus,
defined E :=

⋂
j∈N

⋃
l≥j C1/l , Fatou’s Lemma implies that:

c(α)µ(K)
2Lip( f )

≤ lim sup
p→∞

µ(C1/p) ≤
ˆ

lim sup
p→∞

1C1/p dµ = µ(E),

where 1C1/p denotes the indicator function of the set C1/p. Therefore, E is a Borel set of positive µ-measure such
that for µ-almost every z ∈ E there exists a sequence of natural numbers (depending on z) such that p → ∞ and
∆T1/p > c(α). In particular, for µ-almost every z ∈ E we have:

c(α) < lim inf
p→∞

(T+
0,1/p f (z)− T−

0,1/p f (z)) = lim
p→∞

(T+
0,1/p f (z)− T−

0,1/p f (z)), (14)

where the last identity comes from the fact that p 7→ T+
0,1/p f (z) is decreasing and p 7→ T−

0,1/p f (z) is increasing for

any z. However, thanks to the definition of T+
0,1/p f and T−

0,1/p f it is immediate to see that for µ-almost every z ∈ E

we can find a sequence yi = yi(z) ∈ supp(µ) ∩ B(z, i−1) \ X(0, V(µ, x),
√

1 − α2) such that

yi − z
|yi − z| → v and lim sup

i→∞

f (yi)− f (z)
|yi − z| − lim inf

i→∞

f (yi)− f (z)
|yi − z| >

c(α)

2
.
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4 proof of theorem 1 .1

Without loss of generality we can restrict our attention to finite measures. Assume that µ is a finite sum of
rectifiable measures. For every ε > 0 there exist finitely many disjoint, compact submanifolds Sj for (j = 1, . . . , N)

of class C1 (of any dimension between 0 and n) such that denoting K :=
⋃N

j=1 Sj it holds µ(Rn \ K) < ε/2. Consider
now any Lipschitz function f : Rn → R. By [1, Theorem 1.1 (i)] and Lusin’s theorem, we can find a closed
subset C ⊂ K such that µ(K \ C) < ε/2 and for every x ∈ C the differential dV(µ,x) f (x), see [1, §2.1], exists and is
continuous. Let d : C → Rn be obtained extending dV(µ,·) f to be zero in the directions orthogonal to V(µ, ·). By [1,
Proposition 2.9 (iii)] and since the Sj’s have positive mutual distances, we can apply Whitney’s extension theorem,
see [6, Theorem 6.10], deducing that there exists a function g : Rn → R of class C1 such that g = f and dg = d on C.
Hence Lipschitz functions admit a Lusin type approximation with respect to µ with functions of class C1.

Assume now that µ is not a finite sum of rectifiable measures and write µ = ∑n
k=0 µ Ek, where Ek := {x ∈ Rn :

dim(V(µ, x)) = k}. Then there exists k ∈ {0, . . . , n − 1} such that µ Ek is not a k-rectifiable measure: the case
k = n can be excluded by combining [1, Theorem 1.1(i)] and [4, Theorem 1.14], so as to ensure that a measure on Rn

whose decomposability bundle has dimension n is absolutely continuous with respect to the Lebesgue measure L n.
Let ν be the supremum of all k-rectifiable measures σ ≤ µ Ek and let E be any Borel set such that ν = µ (Rn \ E).
We claim that µ E satisfies the assumptions of Lemma 2.1.

To prove the claim, consider a k-dimensional surface S that is the graph of some function h : W → W⊥ of class C1,
where W ∈ Gr(k, n). Assume by contradiction that η := µ (E ∩ S) is non-zero. If G = {µt := H 1 Et}t∈I ∈ Fη is
a family as in [1, Proposition 2.8 (ii)], then supp(µt) ⊂ S for almost every t ∈ I. Since both V(η, x) and Tan(S, x)
are k-dimensional, this implies that V(η, x) = Tan(S, x) for η-almost every x. Fix now a point y ∈ supp(η) and
observe that the family {H 1 pW(Et)}t∈I belongs to F(pW )♯η

(as (pW)♯µt is absolutely continuous with respect to

H 1 pW(Et) for any t) and that V((pW)♯η, ·) is k-dimensional (pW)♯η-almost everywhere. By [4, Corollary 1.12],
we infer that (pW)♯η is absolutely continuous with respect to H k W. Finally, Since pW is locally bi-Lipschitz from
S to W, this implies that η is absolutely continuous with respect to H k S, which contradicts the maximality of σ.
Hence, µ E satisfies the assumptions of Lemma 2.1.

Let f : Rn → R be the Lipschitz function obtained from Proposition 3.1. Clearly there exists no function
g : Rn → R of class C1 which coincides with f on a set of positive µ E measure, hence Lipschitz functions do not
admit a Lusin type approximation with respect to µ with functions of class C1.

Remark 4.1. It is evident from the last lines in the proof of Theorem 1.1 that the condition that g is of class C1 can be
replaced by the condition that g is differentiable everywhere.

Remark 4.2. In Theorem 1.1 the condition (1) can be strengthened to

µ({x ∈ Rn : g(x) ̸= f (x) or dV g(x) ̸= dV f (x)}) < ε, (15)

where dV denotes the "tangential differential" defined in [1, Theorem 1.1]. This follows immediately from [3,
Proposition 6.2], see also [7, Theorem B]. On the other hand one cannot replace (1) with the condition

µ({x ∈ Rn : dV g(x) ̸= dV f (x)}) < ε, (16)

since the latter does not force any geometric structure on µ. More precisely, for every Radon measure µ and every
Lipschitz function f , for every ε > 0 one can find a function g of class C1 such that (16) holds, see [10, Theorem 2.1].
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