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ABSTRACT

This thesis will describe two functional Magneticed®nance Imaging (fMRI)
experiments and one Voxel-Based Morphometry (VBM)dg, each investigating how the
human brain identifies objects and their associgiemperties. In particular, we used three
different categories of objects — livin@nimals), nonliving (tools and nontools) and faces
(famous and non-famous) — to examine the type awkedge attribute in question: one
perceptual (movement) and two semantic attributgpical object location and biographic

knowledge).

We know from neuropsychological literature that tmest anterior portions of the
temporal cortices critically support human concaptnowledge. Unfortunately, the Anterior
Temporal Lobe (ATL) is a challenging region for fM&ue to susceptibility artifacts, especially
at high fields. For these reasons we establishedpéimized fMRI protocol (described in the
second Chapter) by adjusting key acquisition pataradike phase-encoding gradient polarity,
slice thickness, echo time, and slice angle. Thatopol gave reliable Blood-Oxygen-Level

Dependence (BOLD) signal sensitivity in the ATL.

Clinical data describe patients with specific setitampairments at the level of category
(living, nonliving) as well as disproportionate a#f for a modality or type of knowledge (e.g.,
visual/perceptual knowledge or manipulation knowked Functional neuroimaging studies on
semantic organization with normal subjects found‘astion network” specific for tools rather
than living items. In the first experiment (Chapdmwe devised an fMRI paradigm to investigate

the processing of movement (action) and place @apgdic) features, and their influence on



category-specific activations. Within the “movemeetwork” statistical analyses did not show
any significant interaction between categories.sehendings suggest that the visuomotor “action
network” is not specific for tools because it isahctivated when the action related knowledge is

elicited for other categories, such as animals.

The second and the third experiment (Chapter 4usfoon the processing of faces.
Neuropsychological literature attributes semantid kexical retrieval deficits in patients to ATL
lesions. In Part | of Chapter 4, we report datanfil VBM study on patients with known lesions
in the temporal lobe. Unfortunately, as far as wew, data on patients and functional
neuroimaging in healthy individuals has not cladfithe differential role of this area in the two
mental operations because semantic and lexicalepses usually occur simultaneously and
automatically. In Part Il, we devised an eventterlafMRI activation paradigm that allowed us
to study the identification (i.e., association efrentic biographical information) of celebrities,
with and without the ability to retrieve the propeame. While semantic retrieval reliably
activated the ATL, only more posterior areas in lé#fetemporal and temporal-parietal junction
were significantly modulated by covert lexical retal. These results support findings from
patients with ATL lesions and suggest that themnama is due to semantic rather than lexical

retrieval impairment.



TABLE OF CONTENTS

LIST OF FIGURES. ...t 5
LIST OF TABLES. ... .. e e 6
LEGEND ... 7

CHAPTER 1. BACKGROUND TO THE NEURAL ANATOMY OF OBJECTS AND

FACES RECOGNITION PROCESSING ..ottt ceeis et e e anneennans 9
1.1 INTRODUCTION ...utiiiiieiiiiiiiieee e ettt ettt e e e e e s sttt e e e e e e anssbeeeeeeessanneaeeeassssneeeaeesanns 9
1.2 COGNITIVETHEORIESOFSEMANTIC MEMORY ....ccciiiiiiiiiieeeeeiiiieee e e 11
1.2.1 The Sensory/FUunctional TREOIY .........couiiicceeee i 11
1.2.2 The DOmaiN-SPECITIC TNEOIY .......uuuuuuun s e e e e e e e e e e e eeeeeeeeeeeeennnnnes 13
1.2.3 The Embodied and Disembodied Cognition TheorieS..........ccceevvvvvvveveivvnnnnnnnn. 14
1.2.4 Feature-Based TNEOMES. .......ccuuiiiiiiiii i eeeeeee e 15
1.2.5 Models on Face and Proper Name ProCessing .........ccoouvvveeivivivinniiiinnieeeeeeeeeeeee 19
1.3 LESIONSSTUDY:NEUROPSYCHOLOGYAND NEUROANATOMY ....cccviiiiiiiiiieennnnnn, 23
1.3.1 Principal Etiologies of SemantiC DISOIrAErsS ... coeeiieeeeeeeeeieeiieeiiiiieeee e 23
1.3.2 Neuroanatomical models of semantiCc MeMOIY ...........cevvvvvvriiiiiiiiieee e eeeeeeeeeeennns 24
1.3.3 Neuropsychological Data of Category-Specific Infation ..................ccceeeiiiiennnnnnn. 28
1.3.4 Neuropsychological Data of Action KNOWIEAQE. e eevvevrrrrriiiiiiiiieeeeeeeeeeeeeeeiiees 30
1.3.5 Neuropsychological Syndromes of Faces and NamingeRising ..............ccceeeeee.. 33
1.4 NEUROIMAGING STUDIES. ... ..ottt trrsee e sseeee e e s snnneee e e e e e nnneneees 36
1.4.1 Perceptual and Semantic Processing of Tools anthAlSi................ccccoeeeeeeiiiinnnnns 37
1.4.2 Perceptual and Semantic Processing Of FACES.cuue v viiiiiiiiiiiiiiiiiiiiii 46.
CHAPTER 2: FUNCTIONAL MRI GENERAL METHODS ......cccoiiiiiiiies e 55
2.1 BOLD SIGNAL AND NEURONALACTIVATION ..ottt 55



2.2 LIMITS OFFUNCTIONAL NEUROIMAGING .....cooiiiiiiiiiiiiiiiieee e 56

2.3 SUBJECTSAND GENERALMETHOD ....coviiiiiiiiiiieeeee e 57
2.4 OPTIMIZED EPIPROTOCOLFORATL AT ATESLA ... 57
2.5 FMRI DATA ACQUISITIONAND PREPROCESSING...........ccovviiiiiiii s e 60

CHAPTER 3: FIRST FMRI EXPERIMENT “INVESTIGATION OF MOVEMENT AN D

PLACE FEATURES IN OBJECT RECOGNITION” .....cciiiiis ieeeeeeiiiiiiiee e siiieeee e e eieeeeee s 61
3.1 AIMS OF THE EXPERIMENT .....outtiiiiieiiiiiiieee et st e e st e e e e e nntaeeeee e e e 61
I Y 1 I [ ] 1 SO 63
.21 SUDJECES ...ttt e e e e e e e e e aa e e e e e e eeeaerrraana 63
3.2.2 SHMUII ceeeeeeeeee et et e e e e et e e e e e sannnee e e e e nnraeeeeeeaaan 63
I B e (0Tt =T U PP TTTPPTPPP 67
T S - TS PP 67
3.2.5 Behavioral DAta.........coooeiiiiiiiiiiiieiiieeee et 69
3.2.6 fMRI StatistiCal ANAIYSIS..........euvuuiiiiire et e e e e e e e e e eeeeeeeeeeeennnn 70
T T o =] U 1 I 5 RO PPRR 72
3.3.1 Behavioral DAta........cccoeeiiiiiiiiiiiiieit e 72
TR T2 [ 1=V [ To TN - - T 74
3.4 DISCUSSIONOFRESULTS ..ottt ettt e e e e e e s st e e e e e e e nstaeeaeeeeanns 81
3.5 CONCLUSION. ...ttt ettt eee e et e e e e ettt e e e e e st e e e e e eeanneaeeeeannssneeeeeeans 87

CHAPTER 4: “ATL IN SEMANTIC AND NAMING” A VBM STUDY ON PATIENT S

AND AN FMRI STUDY WITH NORMAL SUBJECTS ...ttt oottt 88
PART |: VBM STUDY ON PATIENTS ...ttt e e e e 88
4.1 AIM OF THE EXPERIMENT ....oiitiiiiie ittt mmmm et ee e e e et e e e e e e nns 88
4.2 METHODS ... et e et e e e e e e e e e et e e e et aaaeeata e eeann e e eeannaeeees 88
4.2.1 Subjects and PatientS aSSESSMENT .......uuuuuuuiiiiiieee e 89
S 110 21 RPN 91



4.2.3 FAMOUS FACES TaSK . onininii e et 91

4.2.4 Image Acquisition and Preprocessing of Structuratd...............cccevvviiiiiiiinnnnnnn. 92
4.2.5 Voxel-Based Morphometry ANalySiS.........cooeeiieeeuiiiiiiieeee e 92
O ] U I PP PRRR 93
4.3.1 Behavioral DAta.........ccooeiiiiiiiiiiiiiiii et 93
4.3.2 Voxel-Based Morphometry Data ..............oo oo eeeeeeeeeeeeeeeeiiiiii e eeee s 95
4.4 DISCUSSIONOFRESULTS .. .ciiiiiiiiiiiite e seiiiieeee e ettt e e e e e ennntseeeeeeasnnnneeeeeenn 98

4.5 AIMS OF THE EXPERIMENT ...ouiiiiiiiie et eemmm et e et e e e e e e e e e e e 99
G\ I o 10 5 1 T 103
4.6.1 Subjects and ProCEUUIE ...........oeeviiiiiiieceeeee e eeeeee et s e e e e e e e e e e e e e eeeeeeeeees 103
G S 110 21 PRSP 103
4.6.3 PrOCEUUIE ...t s ettt s e e e e e e e e e e e e e e e e e eeeeeneneeeeesssnnnnnns 105
R S I TS PSR 106
4.6.5 BehaVIOral DAta.......ccceeiiiiiiiiiiiiieiii e 108
4.6.6 Trial Splitting and Hypothesis TeStiNG .......cccceevvvieeiiiiiiiiiie e eeeeeeeieeees 108
4.6.7 fMRI StatistiCal ANAIYSIS.........uiiiiii e 110
A o ] 1 R 10 TSP 112
4.7.1 BehaVIOral DAta........ceeeiiiiiiiiiiiiiii e 112
4.7.2 FUNCHONAI DALA........ccciiiiiiiiiiieieie ettt re e e e e 114
4.8 DISCUSSIONOFRESULTS ....oi ittt s s e e e e et e e e n e e eaa e e e eanns 121
4.9 CONCLUSION . ...ttt ettt e e e e e e et ettt e e e e e e e e e e e e s s s s s aae bbb s eeeeeeeeaaaaaasaannsnsssserrnenes 126
CHAPTER 5: OVERALL DISCUSSION AND CONCLUSION.......cccieiiiiiereeeeiiiiiiieeeeenns 127
5.1 AIMS OF THE THESIS. ... .ottt e e e e et e e e e s snnnnee s 127
5.2 OBJECTDOMAINS AND FEATUREACTIVATIONS ... e 128
5.3 ANTERIORTEMPORALLOBE IN SEMANTIC AND LEXICAL RETRIEVAL............ 133



REFERENCES ...

APPENDICES .o
APPENDIXA — STIMULI USED IN THE FIRST AMMRI EXPERIMENT (CHAPTER3) ....cvevvveriereeneane

APPENDIXB — STIMULI USED IN THE SECOND MRI (CHAPTER4)



LIST OF FIGURES

FIGURE 1.1 THE BRUCE AND Y OUNG (1986)COGNITIVE MODEL OFFACE PROCESSING............... 21
FIGURE 1.2 COGNITIVE MODEL OFFACE AND PROPERNAME IDENTIFICATION......cccvvvrvreeninnnneennn 22
FIGURE 2.1 COMPARISON BETWEENOPTIMIZED AND STANDARD EPIPROTOCOLS..........ccvvveeennnn. 59
FIGURE 3.1 EXAMPLES OFSTIMULUS PAIRS USED IN THEFIRST AMIRI EXPERIMENT.........vvvvivunnnens 64
FIGURE 3.2 ACCURACY AND REACTION TIMES DATA OF THE FIRST AMIRI EXPERIMENT ............... 73
FIGURE 3.3RESULTS OFSTANDARDIZATION ..evvvtuuuutuuuunsasseeeeaeeeeseesseessssssssnnnnnsssssnssnnnanaaaeeeaeeees 74
FIGURE 3.4AREASMORE ACTIVATED FORANIMAL AND NONTOOL CATEGORIES.........cccvuverernnnn. 77
FIGURE 3.5AREASMOREACTIVATED FOR THEMOVEMENT FEATURE .....ccuuiiiiiiiiiiiiiieeceieeeeaie 80
FIGURE 3.6 AREASMOREACTIVATED FOR THEPLACE FEATURE........ccovviiiiiiiiiiiiccee e 80.

FIGURE 4.1 EXEMPLES OFSTIMULI USED IN THE FAMOUS FACESBEHAVIORAL

FAMOUS FACES IN THEVBIM STUDY ..tiiitiiitiiit ittt eea sttt et essmeasesaetsnrensasensnrenenrenens 97
FIGURE 4.3 EXAMPLES OFSTIMULUS PAIRS USED IN THESECOND AIMRI EXPERIMENT.......cvven.s 104
FIGURE 4.4 ACCURACY AND REACTION TIMES DATA OF THE SECOND AIMRI| EXPERIEMNT.......... 113

FIGURE 4.5AREASACTIVATED FORHIGH LEVEL VISUAL PROCESSING ORJNKNOWN FACES,

FAMOUS FACES AND SEMANTIC OR LEXICAL PROCESSES.......oieiitiiieeie e eeeeens 117
FIGURE 4.6 AREASACTIVATED FORNAMING PROCESSING ... c.ituiiniinieniineeeeeeeeeeneeneensenereees 119
FIGURE 4.7 TSNRVALUES FOR THEATL, MTG AND TPJIROIS. .. ..o 211



LIST OF TABLES

TABLE 1.1ACTIVATION ASSOCIATED WITHTOOLS. EXTRACTED FROMNEUROIMAGING

= 7 ] 44
TABLE 1.2ACTIVATION ASSOCIATED WITHANIMALS : EXTRACTED FROMNEUROIMAGING

LI TERATURE ..ttt ettt et e ettt e et e et e et ee e e e et e e e e e e e e e et e e e e e e et e e e e e et e e enn e e et e e en e e enn s 45
TABLE 1.3ACTIVATION ASSOCIATED WITHFAMOUS, FAMILIAR AND PREVIOUSLY SEEN FACES.

EXTRACTED FROMNEUROIMAGING LITERATURE ......ccvvvvirtuuunnniisseesseeeeesesseeseessennnneessssnnnnns 52
TABLE 3.1ACTIVATIONS ASSOCIATED WITHCATEGORY SPECIFICEFFECTS ANIMALS, TOOLS AND

L@ N K00 IR PP 75
TABLE 3.2ACTIVATIONS ASSOCIATED WITHTASK SPECIFICEFFECTS MOVEMENT AND PLACE ... 78
TABLE 4.1 DEMOGRAPHICCHARACTERISTICS OF THESUBJECTSINCLUDED IN THEVBM StuDY..90
TABLE 4.2BEHAVIORAL DATA OF PATIENTS AT THE THREEFAMOUS FASESTESTS.....cccvvvnieennnnn. 94

TABLE 4.3ACTIVATIONS ASSOCIATED WITH THERESULTS OF THEVBM CORRELATIONSANALYSIS

TABLE 4.4 ACTIVATIONS ASSOCIATED WITH THEFAMOUS AND THE UNKNOWN FACESUSED IN THE
SECOND AVIRI EXPERIEMENT .. eninieteie ettt ettt ee et e et e e e ee s e aaeeamen s e e ee e ense e ee e reeseaenreens 114



LEGEND:
NEUROANATOMICAL LABELS

AG: ANGULAR GYRUS

ATL: ANTERIORTEMPORAL LOBE
IFG: INFERIORFRONTAL GYRUS
IOG: INFERIOROCCIPITAL GURYS
IPL: INFERIORPARIETAL LOBULE
IPS: INFERIORPARIETAL SULCUS
ITG: INFERIORTEMPORAL GYRUS
ITP: INFERIORTEMPORAL POLE
ITS: INFERIORTEMPORAL SULSUS
ITL: INFERIORTEMPORAL LOBULE
MOG: MIDDLE OccIPITAL GYRUS
MFG: MIDDLE FRONTAL GYRUS
MTG: MIDDLE TEMPORAL GYRUS
OTP: OccIPITOTEMPORAL JUNCTION
OPJ: OccCIPITOPARIETAL JUNCTION
SFG: SUPERIORFRONTAL GYRUS
SMG: SUPRAMARGINAL GYRUS
SPG: SUPERIORPARIETAL GYRUS
STS: SUPERIORTEMPORAL SULCUS
TP: TEMPORAL POLE

TPJ: TEMPOROPARIETALJUNCTION

VPMC: VENTRAL PREMOTORCORTEX






To my mother ...






CHAPTER 1: BACKGROUND TO THE NEURAL ANATOMY OF OBJECTS AND
FACES RECOGNITION PROCESSING

1.1 INTRODUCTION

Everyday, we are exposed to large amounts of irdtion by interacting with people,
watching animals and manipulating tools. Thanksthese experiences, we develop internal
representations of objects. All of these repredimts are processed by the semantic memory

system in form of factual knowledge of objects elgdeatures, and words and their meanings.

In comparison to episodic or autobiographical mgmtre semantic system consists of
memories that are shared by members of a culttinerr¢ghan those unique to an individual, tied
to a specific time and place. Within this netwodctivations of specific representations are
dependent on the item’s meaning, not on the phlyaaat of the stimulus denoting that object.
Thus the semantic representation of a “dog” wowddabtivatedoy its picture, its written word

and by its name or just the simple thinking abaut i

Through repeated multisensory exposure to the gkgemantic memory can store both
concrete and abstract concepts, such as “disht’, &cal “love”, as well as objects’ features, such
as “a dish can be found in the kitchen”, “a cat nam’ or a “house can be made of wood”. There
are different types of features, such as physipatcgptual) properties (how it looks, sounds,
smells, feels, and tastes), functional propertidss( it is used for), and the category it belongs o
other encyclopedic feature (such as where it imyjrd-eatures play a central role in conceptual
categorization and word meaning processing becthese allow us to efficiently retrieve and

produce information in the service of thought aadguage. They are behaviorally investigated



by researchers through an experimental approatdgdcééature norms” in which participants are

asked to list all the features of a concept that Hescribe it (Kremer & Baroni 2011).

One limitation of this method is that descripticenr® generally collected in written or
verbal form, and thus some kind of information ¢entransmitted more easily and with more
details than other types of information. For examphformation about the size of an object is
quite difficult to verbalize; saying that a doorised by people is easier that saying how big it is
and features such as “is large” perhaps mean samediifferent for ostrich that for yacht and,
thus, could also be differentiated (McRae, Creadederg, & McNorgan, 2005). Similarly,
although animals can be recognized by the way theye, the particular movements are hard to
verbalize, although for some animals a distingmghigeneral movement can be given, e.g. “a

frog jumps" (Kremer & Baroni, 2011).

A number of authors assume conceptual feature septations, such as size, movement
or color, although few researchers have attemmutessess whether conceptual structures can be
exhaustively decomposed into a set of primitivduess. In neuropsychology, the relevance of
feature representations across categories is asealed in spontaneously occurring speech
errors: for example, saying “wheel” when “foot”irdended (Garrett, 1992) suggests that shared
features related to motion can be sufficiently \etio induce an error in which, importantly,
semantic field (category) membership is not presgr{Vigliocco, Vinson, Lewis, & Garrett,
2004). Different types of features are emphasizeddifferent types of objects. For example,
when subjects are asked to give definition of atsmiey generally provide information about
their visual appearance; whereas when they hawpdak about tools they usually emphasize
how they are used. From this assumption we mighdipt that the differences in the types of

10



features that define different objects play a @mnile when considering disorders of semantic
memory and models of how semantic memory is orgahiz the human brain. To investigate the
neuroanatomy of conceptual processing, researdieere the possibility to draw data from
patients or from neuroimaging studies about categtions. Behind the well documented
activations between these categories: animalss,tbwuses and faces, we know from literature
that modality-specific feature representations assumed by a numbers of authors (Martin &

Chao, 2001, Warrington & Shallice, 1984).

1.2 COGNITIVE THEORIES OF SEMANTIC MEMORY

1.2.1 The Sensory/Functional Theory

Evidence from patients demonstrates that the impait in the living things category is
sometimes characterized also by the deficit inaghygreciation of perceptual features of concepts
(Gainotti & Silveri 1996). According to this framewk, Warrington and Shallice (1984) have
suggested that object concepts may be representhd brain as distributed networks of sensory,
motor and abstract functional information. The “Samy/Functional Theory” states in fact that
semantic representations are distributed acrossoserand functional semantic processing

regions of the brain that are closely linked tossep and motor input/output processing channels.

Concretely researchers argue that the ability tentifly living things differentially
depends on sensory knowledge, while the abilityidientify nonliving things differentially
depends on functional knowledge. This can be empthiby the fact that during the gradual
cultural development of specific man-made tools amwory system based on functional

properties might have evolved for the identificatiof man-made objects. The results of the
11



hierarchical cluster analyses that McRae et aD%2@onducted during their feature norms study
support this assumption. They wanted to determihgchvsemantic categories differentially
loaded on which feature types, and they conclubatisual motion and functional information
were the two most important knowledge types fotimggiishing livingthings (high on visual

motion information) from nonliving things (high danctional information).

Nevertheless, as often happens in the clinic, spatients with category-related deficits
do not strictly respect the boundary between liangl nonliving things. If it is true that sensory
knowledge is particularly salient for living thingsd functional knowledge for nonliving things,
and if category-specific deficits are due to dam@agenodality-specific processing channels, then
a deficit in one of the two domains should afféa aiccessing to that type of knowledge that is
supposed to underlie the deficit. Data reported_ambon Ralph & Patterson in 1998 showed
that both living-things and sensory knowledge defican be found in isolation: e.g. an
Alzheimer’'s dementia patient presented poor perémee on living things but did not show any
difference between visual and functional knowledgksp a Semantic Dementia (SD) patient
demonstrated poor knowledge of visual features didt not show any category specific
impairments for animate objects. These cases ddmatmghat living-things deficits do not
necessarily have to be accompanied by impairmentgstial sensory knowledge. Patient JBR,
reported by Warrington and Shallice (1984), sholeed performance with concepts referring to
living things but also to musical instruments areimgtones. In contrast, patient YOT had
problems with artifacts as well as body parts (\Wigton & McCarthy, 1987). The researchers
argued that musical instruments and gemstonedrailarsto living things because they might be

distinguishable in terms of perceptual featuresenghs body parts and artifacts are categories of

12



knowledge for which function is salient. Howevegidcona , Capitani, and Caramazza (2003)
reported a patient who was impaired for living gsrbut spared for sensory quality categories,
and Farah and Rabinowitz (2003) mentioned the ohsepatient who showed low performance
for living things and was at the same time impaii@dboth visual and nonvisual knowledge of

living things.

1.2.2 The Domain-Specific Theory

A theory that accounts for the pattern of categgpgcificity is the “Domain-Specific
Hypothesis”, presented by Caramazza and Sheltor®8f19which states that semantic
representations are divided into processing chansgécific to animals, plants, and nonliving
objects that have evolved because of evolutionagggures to avoid predators, find plants for

food and medicine, and perhaps to use tools.

Mahon and Caramazza in 2009 argued that one impoaspect of the performance
profile of patients with category-specific semantmgpairment is that the impairment is to
conceptual knowledge and not (only) to modalityesfoe input or output representations.
According to this assumption, category-specific @etic impairments will be associated with
impairments for all types of knowledge about theyamed category. However, also for this
theory, there is evidence from patients that shattepn deficits that cross domain boundaries,
making it unlikely that knowledge is organized bynthin (e.g. impaired knowledge of animals
and fruit/vegetables, musical instruments, nongviood, and gemstones versus relatively spared

knowledge of other nonliving things; Warrington &ldallice, 1984).

13



1.2.3 The Embodied and Disembodied Cognition Theories

There are other two theories that have tried tda@xgow concepts are organized in the
brain: the Embodied and the Disembodied Cognitigqpdthesis. According to the Embodied
Cognition Theory, conceptual content is representi¢itin the sensory and motor system. In this
case there would be no interferenbesween the symbolic concept of an object andeitsary
and motor features. For example, if we considersth&tion in which a person is presented with
a hammer and asked about the way to use it, frarEthbodied Cognition point of view, the
process of retrieving the concdmmmerwould itself be constituted by the retrieval of sery

and motor information about how to use it.

On the other hand, according the Disembodied Ciognitheory, we will first retrieve the
abstract concept of the hammer and then this irdoon will contact the motor system in order
to obtain motor system information about its matldpan. Neuropsychological evidences for
this theory show that patients can be impairedufsing objects despite being unimpaired for
naming them or recognizing the pantomimes assatiaith the uses of those objects (Mahon &
Caramazza, 2005). These facts strongly reject theddied Cognition Theory because the data
show that the concept of an object is abstract qudlitatively different from the motor

knowledge that is compromised in the patient.

Within the embodied cognition framework, some récassumptions of the multiple
semantic approach state that conceptual entitiedeagrounded in sensory and motor processes
(Barsalou, 2008; Damasio, H., Tranel, Grabowskiolats, & Damasio, A. R., 2004; Patterson,
Nestor, Rogers, 2007). In general, these theomgsctr the hypothesis that knowledge is

represented by amodal symbols in semantic memuosyedd, the theories focus on the critical
14



role that body cognition plays in causing cognitstates and how they are then affected by such
states. When knowledge is needed to representegargt the brain reactivates multimodal
representations settled during experiences with é&mity to simulate perception and action
representations associated with it. Barsalou (199§)lains this concept clearly when he
describes what subjects do when they generaterésain a norming task. He states that they
directly exploit representations that have devedoperough repeated interactions with the
objects, and they construct a holistic simulatidrnthee target category and then interpret this
simulation by using feature and relation simulatdree fact that brain regions that mediate
object-directed actions are automatically activatedng the observation of manipulable objects

is taken as proof in support of these theories.

1.2.4 Feature-Based Theories

McRae, Cree, Cho, and McNorga2003) demonstrated that although feature typesalon
cannot account for all of the main trends in thegp#s’ data, they are an important component.
The Feature-Based Hypotheses concerning categawifisfiy can be divided in two types:
accounts that assume a feature type organizati@emiantic memory (Martin & Chao, 2001,
Warrington & McCarthy, 1987; Warrington & Shallic&984) and accounts that underline the
importance of feature properties (such as sharedlures, distinctiveness of features, and
correlation among features) in the structure ofcepits rejecting the assumptions based on
modality-specific organization (Caramazza, HillRapp, & Romani, 1990; Rapp, Hillis, &

Caramazza, 1993).

15



According to the feature type account, these featarise from our interactions with the
environment (perception and action) and their omgion is very similar to that of the
sensorimotor systems (Warrington and Shallice, 1.98ategory-specific deficits are explained
by the fact that features have a different weightiag specific domains. Patient RG, described
by Marshall, Chiat, Robson, and Pring, (1996) cantdken as evidence compatible with a
conceptual knowledge organized in terms of differeypes of features that are frequently
associated with a particular category, but theynatdimited to one. In fact, the patient showed a
living-thing deficit coupled with low performanceittv concepts for manner of motion. This link
between living things and manner of motion thati$eature classically related to nonliving
things (especially tools) was taken as a confirombtf the importance of perceptual features in

both domains.

The Sensory Motor Theory of Semantic Represensation

Martin, Ungerleider, and Haxby, (2000) proposed $le@sory-Motor Theory of semantic
representations in which they assume that the gdrafean object is composed of information
about that object learned through direct sensopee&nce and stored near sensory and motor
cortices. Recently, Martin and Chao (2001) preskntée new model for the semantic
representation of concepts in which, while objexdtdires are represented along sensory-motor
cortical networks of the brain, other regions ie taft frontal and temporal lobe are responsible

for the coding and the retrieval of these repredents.

The authors reported critical evidence for modadpgcific representations (Beauchamp,

Lee, Haxby, & Martin, 2002; Chao & Martin, 1999)rd%, they found activations for a nonliving

16



category (chairs) not within the areas of maxin@lvation for tools and houses but laterally,
falling in the inferior temporal gyrus (ITG). Thisnding argues against a strict living-nonliving
separation and is, instead, compatible with differeature compositions of the investigated
categories (Vigliocco et al., 2004). Second, witthia lateral temporal cortex, they found specific
activations for movement properties of tools in kb posterior medial temporal gyrus (MTG),
while video displays containing visual biologicabtion elicited greater activation in the superior
temporal sulcus (STS) and in the MTG (Beauchampe, Udaxby, & Martin, A., 2003).
According to these results, we can argue that aibtins were strictly associated with the type of
motion of the entities rather than their categomgmbership. Finally, all these studies showed
that category-related responses are not restriotadsingle region which responds maximally for
that category, but that all categories activatddrgely feature-specific overlapping region, and
that the profile of activation differed depending @ategory. From this data and more might
conclude that object concepts are represented dngoto object features, rather than according

to semantic categories corresponding to specificaratomically segregated modules.

On the other hand, the second type of hypothedes ren feature properties such as
distinctive, shared and correlated features to @wtctor category-specificity. These theories are
based on the correlated structure principle assomphat states that the conceptual system has
no structure that is specifically reflected in ftional neuroanatomy. In line with these theories,

we find the Organized Unitary Content Hypothesis.

17



The Organized Unitary Content Hypothesis

The Organized Unitary Content Hypothesis (OUCH)ré@eazza et al., 1990; Rapp et al.,
1993) proposes the existence of a single, amodadusiec store in which structure emerges from
the distribution of features across categories. c@inly, the categorical organization of
knowledge arises from the differences in featuterigorrelations and shared features among
members of the same category. Caramazza et alO)1&@ued that there are privileged
relationships between certain types of visual regmé&ations (e.g. visual form of an object) and
certain types of output representations (e.g. ¢bjamipulation). Therefore this might explain

how optic aphasic patients are spared for gestuoimipjects while impaired for naming them.

The authors explained category-specific deficitguang that problems can derive from
the fact that similar things are clustered together semantic space according to their shared and
inter-correlated features. Other researchers dpedlepecified proposals based on the idea that
features are correlated across semantic categariddferent ways. For example, Tayler and
Moss (2001),besides underlininghe importance of feature properties like OUCHesded
particularly the type of association between pegapand functional features that differ for
living and nonliving entities. That is, while colated perceptual features of living things would
be used with different biological functions (e.@sHegs/can move, has eyes/can see), distinctive
features would not (e.g. stripes for tiger). On ¢iieer hand, the association between perceptual
and functional features for artifacts would involdestinctive perceptual features (e.g. the
perceptual featurgharp-edgeand the functional featureutsfor knife). This means that living
things have more shared features, which are higbfyelated, whereas nonliving things have
more distinctive features, which likewise are hygbbrrelated.
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These assumptions bring to two conclusions. Hilistinctive features of living things are
weakly correlated with other properties, and segaity-specific deficits in case of brain damage
should involve primarily this class of conceptsc@wl, the nonliving domain might be more
resistant to damage since its high correlation betwdistinctive perceptual features that are, for
instance, critical for identification. Because thes based on the Correlated Structure Principle
considerthat the organization of the semantic system damshave a structure based on
functional neuroanatomy, they are more appropt@explain the patterns of progressive loss of
conceptual knowledge observed in neurodegeneraligeases, such as dementia of the
Alzheimer type and semantic dementia (SD). Thegesyf diseases are in fact characterized by
a diffuse and widespread deficit than can involvdifierent degrees selected components of the
network. However, such assumptions cannot explaeades in which manipulation dissociates
from function; in fact, although manipulation knadbe (“how to use it”) might be highly
correlated with functional knowledge (“what forfamage to the former does not imply damage

to the latter (Buxbaum, Veramonti, & Schwartz, 2000

1.2.5 Models on Face and Proper Name Processing

Despite the ability to recognize different spe@ésnimals or different kind of tools, our
brain is incredibly efficient at processing fac¥e can memorize, discriminate and identify
hundreds of faces, with or without naming them (Mmas, 1974). The brain’s fine-grained
efficiency in recognizing a familiar face has igtred researchers for decades and the presence of
a dedicated system for this ability has been aenaftanimate debate. However, retrieving the

name corresponding to a known face is far moreacditf We know from literature that when
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shown faces of familiar people subjects are typicglower and less accurate when retrieving

names than other semantic information (Burton &dgtu1992).

The Bruce and Young (1986) Information Processirggl® has been the most influential
model in the field At the beginning of this process the sensory inpuEncoded Structurally”,
allowing the recognition of a particular face. Tiext step occurs at the “Face Recognition Unit”
(FRU) where the information of the encoded struadtuepresentation of a seen face is associated
with a particular person identity node. In this apdemantic biographical information (such as
the person’s profession or nationality) can be seee.The ability to feel a sense of familiarity
when presented with a familiar face is based orddgree to which a FRU is activated. Identity-
specific semantic codes represent any informatimowk about an individual except their name
(e.g. the person’s profession or nationality). Bteuctural Encoding and FRU levels are thought
to be modality-dependent and specific to facesséen in Figurel.l, the model states that proper
names are stored separately and can only be adoaisse the person’s semantic information has
been recalled. Therefore, retrieval of a persorésne@ from a face depends on its prior
identification. On the other hand, the level ofrage of semantic information about known
people (person-specific semantics) is thought to be amada accessible from any input

modality.
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Figure 1.1 The Bruce and Young (1986) Cognitive Model of FRcecessing
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Valentine, Bredart, Lawson, and Ward, (1991) expedntthe Bruce and Young model to
encompass proper name processing (see FigureThupdated model states that proper names
are a sub-class of words, since they are firstgeieed as words and then pper names, and
therefore present some early processing in commtnword recognition (Input Code). Name
Recognition Units (NRUs) are the logicatjuivalent of FRUs and mediate between the initial
input analysisand access to identity-specific semantic infornmaout individuals. The NRU
then allows access to Person Identity Nodes amdetttity-specific semantic information, which
is also accessed by knowaces. The stages of encoding and recognitionhemeght to involve

face- or name-specifiprocessing; but identity-specific semantics (biphieal knowledge) and
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nameretrieval are modality independent, and can bessszkby facial, verbal (written dreard

proper names) and non-verbal (voice patterns andlgaracteristics) inputs.

Within the framework of theories on object procegsithe identification of famous faces
is characterized by the “uniqueness” of the attebuinked to each face that are not shared by
other visually similar members of the same categéepple seem to have the ability to detect the
unique identity of an unlimited numbers of differdaces. In case of objects on the contrary,
appearance alone would often be sufficient to datex membership of many categories (Rosh,

1976).

Figure 1.2 Cognitive Model of Face and Proper Name Identiiica(adapted from Valentine et al., 1991)
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1.3 LESIONS STUDY: NEUROPSYCHOLOGY AND NEUROANATOMY

1.3.1 Principal Etiologies of Semantic Disorders

Semantic memory is characterized by a cognitiveacidyp that depends on a widespread
network of regions (Martin, 2007; Patterson et 2007; Pobric, Jefferies, & Lambon Ralph,
2010) that are mostly located in the left and riggmhporal lobe (Binder, Desai, Graves, &
Conant, 2009; Tranel, Logan, Frank, & Damasio, 199%mbon Ralph, Pobric, & Jefferies
2009). The principal etiologies known to producenastic disorders are Alzheimer’s disease
(AD), semantic dementia, cerebral infarcts and éergmplex virus encephalitis (HSE). All of
these different causes of brain damage produceriatiesa in both the degree to which the
anterior and inferolateral temporal regions of eprare affected and the nature of the damage of

these regions (Gainotti, 2000).

In a study of regional brain atrophy of AD, Boxérag¢ (2003) demonstrated that atrophy
and hypometabolism are moderately left and rightregtrical and involve parietal and temporal
lobes. In SD, a subtype of frontotemporal deme(f#&D), temporal lobe atrophy is usually
bilateral, but more extensive in the left hemisph@Wilson et al., 2009). Specifically, the damage
in SD has a strong focus in the anterior and iofe@mporal regions, while AD patients show a

damage that is more medial in the temporal lokehippocampus.

Neuropsychological studies in patients reveal tina&t right Anterior Temporal Lobe
(ATL) seems to be involved in the recognition ahfdar people, such as friends and relatives, or
celebrities (Gainotti, Barbier, & Marra, 2003; Gofflempini et al., 2004). In his review,

Gainotti (2000) reported cases of herpes patiégmsving lesions in the anterior portions of the
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temporal lobe and deficits for living items; whesestroke patientsvith lesions in the left

dorsolateral peri-sylvian region were characteribgda selective semantic disorder for man-
made objects. He also reported the involvemenefffionto parietal areas in the processing of
“functional” information contributing to the semantrepresentation of man-made objects

through processes of manual use, physical contactancrete utilization.

1.3.2 Neuroanatomical models of semantic memory

As previously mentioned, well-documented studiepaifents with semantic impairment
suggest that the most anterior portions of the twaipcortices critically support human
conceptual knowledge. However, to characterizerdhe of the anterior regions of the temporal
lobes (ATLSs) is quite complicated because it is @adtomogeneous structure; rather it contains
numerous anatomically discrete regions, each othvimay play a distinct role in the acquisition,

storage, and manipulation of conceptual information

In this section | will discuss two main theoriesattrconfirm a role of the ATLs in
conceptual processing. The first describes the A&@ksa semantic hub linking conceptual
information that is widely distributed throughotietbrain (Lambon Ralph & Patterson, 2008);
the second conceives the ATLs as a repository fowkedge of unique entities such familiar

people and landmarks (Damasio et al, 2004).

Semantic Hub

According to Lambon Ralph and Patterson (2008),as#im memory is not restricted to

one specific and defined anatomical region but lea ¢ontrary should be represented by the
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activation of modality-specific information storadgthin a distributed network of regions. All the
attribute-specific components of semantic memorylofc sound or movement knowledge)
should have their independent role and definedaaatomical location (Martin, 2007), but the
central conceptual knowledge might be slightly etéint. Lambon Ralph and Patterson (2008)
state that the central properties of conceptuaivkeage are localized in a subsystem of amodal
representations. Or better, they think that aliitaite-specific features of a concept are bound
together in an amodal semantic hub localized in @hterior regions of the temporal lobes

bilaterally.

This semantic hub is domain-general and storegnrdtion about the similarities and
differences between categories, rather that pecphaperty information of specific attributes
(Patterson et al., 2007). It allows semantic gdrizatgon processing, supporting conceptual
relations between categories (e.g. a fox and anbot¥i are animals, both live in a forest, both
breathe air, etc.). These kinds of processes nessmantic hub and therefore when the brain
regions supporting this amodal hub are lesionectimsequence will be a deficit in appropriate
generalization. They do not reject the assumptiwat information arising in each specific
modality is stored in the related specific cortisahsory or motor region, rather they claim that
these regions are supported by the bilateral AThasgic hub, a region which is well known to

be highly interconnected with many modality-sp&c#ssociation cortices.

Convergence Zone

Another neuroanatomical model of semantic memonmgsesented by the convergence

zone theory by Damasio et al. (200Axcording to this theory, temporal poles a@nvergence
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zones, where simpler features from differembdalities are brought together to define unique
individuals and situations. In their Positron EroasTomography (PET) experiment, Damasio et
al. (2004) demonstrated that naming animals ossteetsus persons shows activation in posterior
ITG bilaterally, whereas naming persons versus alsinor tools activated ATL cortices.

Therefore they stated that naming unique facesdeegs that require the highest disambiguation
of physical details and the highest recall of tetated background related to the person) are
elicited by rostral temporal and frontal regionseaed by lesions data and activations sites in
normal subjects. In his theoretical framework, Daimaet al. (2004) state that the system
operates through images, images that representhpaiterns characterized by any sensory type

(e.g. visual, auditory, somatosensory).

The cerebral regions that surround the point ofyeat sensory signals are the explicit
neural patterns that primarily support these imad@ispositions are the stores where the
knowledge for facts and the mechanism for image acitn are processed, their contents are
implicit and they can construct and recall imaggnerate movements and regulate processes.
All the evolutionary knowledge historically accuratdd exists in the dispositional form and can
potentially become an image or an action. Dispms#tiare neuroanatomically distributed in
higher order cortices (limbic cortices) and wheeytlare active they can cause the generation of
images and actions elsewhere in the brain. The ingsbrtant aspect is that dispositions are
represented in neurons ensemble called “convergeme” that are made of microcircuits and

are distributed within convergence regions.

The particularity of these convergence regionshit tthey exist prior to individual
experience and then they are shaped by individupkreence. Convergence zones should
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generally be found in the same regions of the beaicording to specific types of tasks, but
because of the constraints of the brains’ anatdnuieaign one could expect to find them in
different sites across individuals. Therefore, Daim&t al. (2004) concluded that only at a large-
scale there should be an overlap of the convergeoges. He also states that PET and lesions
data highlight the fact that left ATL regions ale tconvergence regions containing disposition
for proper name retrieval. ATLs may be the convecgeregion where, conceptual knowledge
about unigue entities and entity associated wagds ames), which are stored outside the ATL,
are linked together. Data on focal ATL damage hasnbassociated with selective semantic
memory deficits. For example, anterior temporaéctisn can affect recognition and naming of
famous people, suggesting that the ATLs may steneastic information about unique entities
rather than semantic memory generally. Consistetiit the unique entity theory there are also
functional neuroimaging findings. ATLs activity hagen associated with viewing famous and
familiar faces (Damasio et al., 2004; Gorno-Tempati al., 1998; Leveroni et al., 2000;

Nakamura et al., 2000).

Neuroanatamomical model of face processing

According to the widely accepted neuroanatomicatieh@roposed by Haxby, Hoffman,
and Gobbini (2000), faces are processed firstlg bgore system” consisting of three regions: the
inferior occipital gyri (I0G), the STS and the latefusiform gyrus, which allow the perception
of the invariant aspects of the faces (perceptiaimajue identity) despite the changeable aspects
of the face. These regions interact with the “edéshsystem” characterized by two components,

person knowledge and emotion, with each componeesumably including several neural
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regions. Person knowledge includes biographicarmétion (ATL), retrieval of personal traits,
attitudes, and mental states (anterior paracingulatental states and intentions (STS, temporo
parietal junction, TPJ), and retrieval of episodiemory (precuneus/posterior cingulate). The
emotion components include the insula, amygdalé,samatum, which are presumably linked to

emotional reactions to familiar faces.

1.3.3 Neuropsychological Data of Category-Specific Inforration

Unfortunately, the underpinnings of the organizatiof category-specific information
remain now days still controversial. There areatdht explanations for this lack of consistency:
the inadequate description of the brain pathologyided by most of the reported cases, the
authors’ prevailing interest for the cognitive mthhan the anatomical problems of the case. And
furthermore brain pathology was limited to Compuziedl Axial Tomography (CT) scan findings,
whose spatial resolution is unsatisfactory, esfigoidth respect to lesions involving the medial
and inferior parts of the temporal lobes (Kapurakf 1994). Another problem is the non-
homogeneous nature of the cognitive deficit, whicBome patients is confined to naming tasks,

while in others it also involved tasks probing setiaknowledge.

The “Domain-Specific Hypothesis” and the “Sensowyil€tional Theory”, which are
based on different assumptions, admit the existevicalistinct representational areas for
distributed visual, semantic, and lexical represons, arguing that category specific semantic
deficits depends on selective damage to the nsulatrate upon which the impaired category of
items depends. However, even if direct evidencetlier existence of such a network in the

normal human brain has not been reported, nor Haveomponent areas of the network been
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identified, cases of category-specific semanticicitef are of particular interest because
regularities in patterns of impairment can be usederive constraints on possible theories of
semantic memory. In this session | will discussrtearopsychological evidence that has inspired

both the domain-specific accounts and the sensmrgtibnal theory.

Warrington and McCarthy (1983, 1987) and Warringaod Shallice (1984) were the first
to describe patients with specific semantic impamts for living but not for nonliving items and
also the reversed pattern. In particular, Warringamd Shallice found 4 patients who showed
bilateral temporal lobe damage as a consequenEShf These patients were unable to identify
plants or animals and showed low performance icrd@ag living things while they performed
well in visual identification and spoken descriptiof inanimate objects. This finding suggests
that the selective impairment of living things tsoagly associated with a certain kind of brain

pathology.

The first study that investigated which brain regidend to be lesioned in association
with category-specific deficits was by Damasio, Brabowski, Tranel, Hichwa, and Damasio,
A.R. (1996). They assessed 127 neurological patigmdracterized by lesions caused by different
cerebrovascular diseases, HSE and temporal lobgcteith a recognition and naming famous
faces task. Through a lesion overlap analyses filnétyd that name retrieval impairments were
associated with left temporal pole lesions. In augrstudy on 79 patients, Strauss et al. (2000)
found that anterior temporal lobectomy has a greatfiect on naming ability for living things
compared to nonliving things. In another study odril et al. (1997) researchers demonstrated
maximal overlap of lesions site with abnormal cqutaeetrieval for faces in the right temporal
pole, animals in the right mesial occipital and tvaihtemporal cortex and tools in the left lateral
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occipito temporo-parietal (OTR)nction. In the PET study of 2004, Damasio andeagues

collected data on patients with the same cerebsslades from the study conducted in 1996.
They demonstrated that naming animals or toolsugepersons shows activation in posterior
inferior temporal lobe (ITL) bilaterally; whereasaming persons versus animals or tools
activated ATLs. Damasio et al. (2004) stated tl@ahing unique faces (a process that require the
highest disambiguation of physical details andhigidest recall of the related background related
to the person) are elicited by rostral temporal &odtal regions revealed by lesions data and

activations sites in normal subjects.

In the Voxel-Based Morphometry (VBM) experiment &rambati et al. (2006),
researchers found a correlation between naminggithings and lesions in the right anteromesial
temporal pole, and between the left posterior M@ tools. Dissociations of abilities in patients
(and of processes in models) are central to theopsychological approach. It has been
demonstrated that the majority of reported patidiatge disproportionate impairments for living

things compared to nonliving things (Capitani, lcaiaa, Mahon, & Caramazza, 2003).

1.3.4 Neuropsychological Data of Action Knowledge

The disorder of action planning is called “apraxiafipairment in the use of familiar
objects that cannot be attributed to physical dystion of the limbs (Rothi & Heilman, 1997).
Specifically, apraxic patients usually make ernwteen moving on a command, with movement
imitation, in producing a coherent action sequegiecg. preparing a cup of the) and in object use.

Apraxia can be divided in three subtypes: ideomatigational and conceptual. The ideomotor
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apraxia is characterized by problems with imitatipantomime and tool use, and it is most

commonly caused by parietal damage in the domimamisphere (Left Hemisphere).

In their model of ideomotor apraxia, Rothi and Heih (1997) claimed that movement
planning involves representations of limb postumesociated with specific action components
that are called praxicons. Praxicons are translaitx the appropriate motor patterns for the
desired movement via the supplementary motor &&A) of the right and left hemispheres.
The model predicts the dissociation between thétyald produce the required action and the
knowledge of action. The ideational apraxia cossdistthe inability to produce a coherent action
sequence because both perceptual and motor tasiion sequencing are impaired, while the
ability to imitate or to produce movement on como®is spared. In the conceptual apraxia there

is a profound inability to use tools in an apprafgiway.

Literature provides a series of reports on patievita diminished ability to recognize
and/or use tools and with damage to left inferiarigtal lobule (IPL) associated with apraxia.
Neuropsychological data on apraxic patients (MaorCaramazza, 2005) show that when
patients have to process the ‘abstract’ and ‘syiobobncept of a hammer, they instantiate it in
isolation from motor information (how to use itgdause they can still recognize and name it but
not mimic its use. There are data on patientsrttahtain knowledge of the function of common
objects (Buxbaum & Saffran, 2002) but have degrdaenviedge about how to move their body
parts to interact with tools. Studies of SD pasesuiggest that the patients suffer from impaired
knowledge of how to use common tools as well asr therpose (Bozeat, Lambon Ralph,
Patterson, & Hodges, 2002). The degree of the mati®bject use deficit has been found to
correlate with their lower scores of general semamnecognition and comprehension. In
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summary, the neuropsychological literature indisdteat lesions to the IPL generate a specific
deficit to tool manipulation knowledge while the B Tdamaged in semantic dementia patients,
generates a general effect which, in the contetdafuse, impacts on both function and praxis in

a parallel fashion.

In a study conducted in 2003, Tranel, Kemmerer,|flay Damasio, H., Damasio, A.R,
were interested in the neural underpinning of #maantic knowledge of action and they assessed
90 patients with Picture Attribute and Picture Camgon tasks. They were interested in two
tasks that elicit the processing of action knowkedgithout necessarily requiring verbal
mediation. During the performance of these two sagkwas possible that subjects covertly
named some of the actions, since using languadactiitate performance is an automatic and
reflexive thing to do. However, it might be possilihat accuracy on the responses did not
absolutely depend on the retrieving of the phoncligorms of the actions. They contrasted the
lesions sites of the patients who presented loiopaance in the task with those of the patients
who did not fail both tasks. The maximal overlapoamign lesions involved the inferior frontal
gyrus (IFG), the inferior regions of the precentatl postcentral gyri, the supramarginal gyrus
(SMG) and the posterior MTG. The same regions wemlin the action of knowledge were
found by Kemmerer et al. (2010), who used the same¢hod to investigate the verbal and
semantic knowledge of action assessing 226 braimadad patients with focal lesions in either
the left or the right hemisphere. In the same earpamt, Tranel et al. (2003) also measured
conceptual knowledge for concrete object categafiggersons and tools asking subjects to name
famous faces or tools. Through this, they compdtesl neural system involved in action

knowledge with that involved in categories of caterentities. Investigating the lesion profile of
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the subjects who had impaired tools and action etiscthrough a lesion overlap analyses, they
found that the highest area of overlap was thenhdidle temporal region. In the case of famous
persons, the systems are distinct since in themlysjust 1 person on 26 subjects presented
impaired action concepts and knowledge for famaersgns. This patient had right hemisphere

lesion in the occipital temporal region.

1.3.5 Neuropsychological Syndromes of Faces and Namingdtessing

The anatomical correlates underlying the differeminponents in the cognitive models
previously described (Bruce & Young, 1986; Valeatirl981; Haxby et al, 2000) are still
debated, and patient studies and functional imagiandies diverge. This is particularly true for
semantic and lexical retrieval processes and tpessible involvement of the left ATL. In
particular, the strictly sequential nature of thaltistage organization of the Bruce and Young
model is supported by psychological studies in radrsnbjects and by behavioral dissociations in
neurological patients. Studies indicate that a faare look familiar without being identified and
biographical information can be retrieved withoatallection of the corresponding name. In
healthy subjects it is well known the existenceahaf “tip of the tongue phenomena” (TOT), an
effect characterized by the difficulty in the retral of proper names whereby the person has the
feeling to know the name but cannot access ititénature there is evidence confirming that the
TOT phenomena is a universal experience that oaosit once a week, increasing with age,
and it is frequently elicited by proper names (Bnow991). In patient studies, these examples of

semantic and lexical dissociations became cleaaiments.
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There are three main neuropsychological syndronteg have been reposted to
correspond with deficits at three main levels aefand proper name processing: prosopagnosia,
loss of knowledge about known people and properenamomia. Prosopagnosia was first
described from Bodamer (1947) and refers to theaimpents if brain-damaged patients to
recognize familiar faces. They do not fail in regizgng the general appearance of a face, but in
the identification to whom that particular face dreds. The deficit is confined to faces since
patients are able to identify known individuals imgans of their voice, posture or other non-

facial cues (e.g. a scar, hair style, or a pauiciiém of clothing).

Since the 1940s, many case reports of prosopaghasi@ been published (Damasio,
1985; De Renzi, 1986). If we accept the idea thas@pagnosia is really confined only to faces,
we can claim to the conclusion that faces are dritbeomost striking example of a domain (or
category)-specific neuropsychological deficit, sesfgng a categorical organization not only at

the cognitive, but also at the neural level.

Regarding the loss of knowledge about known petipbge are patients described by
Ellis, Young and Critchley (1989), and Evans, Heg@stoun, and Hodges (1995) who show a
selective impairment in identification of known pé® regardless of the input modality (i.e. faces
and names). Kroll, Markowitsch, Knight, and Von @ (1997) reported cases of patients, who
have a deficient semantic, show low performancee@alling information about famous people
compared to other categories of objects. The drsiia for loss of biographical knowledge
across all modalities seems to be the anterior eeahfpobe, but the type of pathology available

does not clearly indicate which hemisphere is nogortant.
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More recently, the involvement of both ATLs has odmplied from patients with
neurodegenerative disease (i.e. temporal variaRT@f) or semantic dementia, who have loss of
semantic memory in particular for familiar peophunmery, Patterson, Hodges, & Price 1998)
Furthermore, patients with left ATL lesions of tnaatic or infective origin have been reported to
lose the ability to recall information about knoweople, together with other aspects of semantic
knowledge (Kroll et al., 1997). Therefore, the ¢alitesion seems to be in the anterior portions
of the temporal lobes. On the other hand, patitrds present impairment at the post semantic
lexical retrieval level show inability in the geaé@iopn of names (McKenna & Warrington, 1980;
Lucchelli & De Renzi, 1992, Semenza & Zettin, 1988atients who suffer from proper name
anomia are unable to name a person, in responpldimgraph or verbal description, despite
being able to provide semantic information aboat fferson. From the date of the original report
from Semenza and Zettin (1988), several casesopepranomia have been reported (Papagno &
Capitani, 1998). Papagno and Capitani (Papagno git&a, 2001) described a patient with
degenerative disease mainly involving the left aotetemporal lobe who progressed from
having a pure anomia for proper names to a sewemaiiment of person-specific semantic
information. In contrast with the site responsitdebiographical knowledge, the laterality of the
lesion site in proper name anomia is more condiskéost of the reported patients had extensive
left hemisphere lesions, involving multiple regipssach as subcortical structures (thalamus), or

the temporal and parietal lobes (Semenza, Mond&iZiettin 1995).

According to the “two stage lexical access modebippsed by Levelt (1989), proper
anomia should represent the result from damagkealetvel of the “lemma” that correspond to

the conceptual representation of the word, andab@vates its phonological representation (the
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“lexeme”). In summary, there are currently two meaterpretations of face specific deficit3n
one hand, faces are considered a very particutad & stimuli and thus served by a specific
dedicated cognitive syster@®n the other, faces and objects are processedhgrad system, but
faces place different demands on the system thgattabAt the perceptual level, identification
of faces requires an exceptionally high level fual discrimination since they have numerous
visually similar exemplars with which humans argerts In contrast, at the semantic/naming
level, faces have unique identity, not shared Hemwotvisually similar members of the same

category.

1.4 NEUROIMAGING STUDIES

Functional imaging experiments in normal subjeeteehgiven different insights of neural
representation of semantic memory. First, the ntgjaf research found left-sided activations
rather than bilateral (Devlin et al., 2002; Mar&8nhChao, 2001). Second, results indicate that
semantic knowledge is encoded within a large disted cortical network, with different regions
specialized to represent particular kind of infotiora (Martin & Chao, 2001; Tranel et al., 1997),
or particular categories of objects (Caramazza &bfa 2003; Perani et al., 1995). These main
findings compel some researchers to suggest thaingte region supports semantic abilities for
all modalities and categories (Humphreys & Ford&)13. On the contrary, we already know
from previous neuropsychological studies on SD tiet anterior temporal cortex in both
hemispheres is critical for the semantic represiemarocessing across all stimulus modalities
and for all types of conceptual knowledge. Antertemporal activation has been in fact

associated with the processing of semantic tasksl{et al., 2002; Mummery et al., 1999), but
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the vast majority of functional imaging studies @aeported postericiemporal and/or frontal

activations for semantic tasks, with no mentiothef anterior temporal cortex.

In this Section, | will review the currently avala functional neuroimaging data
regarding the perceptual and semantic level of abbjecognition processing. Perceptual
processing was assessed using passing viewing attch{to-sample with pictures of animals,
tool and faces, while conceptual processes wasuae using silent picture naming and a
property verification task probing semantic knovgedf objects denoted by their written names.
Tables 1.1, 1.2 and 1.3 summarize the results efsthdies that investigated respectively the

neural systems underlying tools, animals and facesessing.

1.4.1 Perceptual and Semantic Processing of Tools and Anals

In a single multi-study, Devlin et al. (2002) called data from seven PET experiments
and considered in the analyses all the followingidis: stimulus type (living things and man
made items), stimulus type (pictures, words) arsk {@erceptual, semantic, syllable decisions
and word retrieval). They concluded that the omgsistent finding found across studies was the
activation of the left posterior MTG specific foodls presentation when the task involved

semantic processing.

An example of the activation of this area is saethe functional Magnetic Resonance
Imaging (fMRI) experiment of Chao, Haxby and Marti999), in which they used photographs
of animals, tools, faces and animals, during aingadhaming, viewing and matching task. They

found that tools versus animals activated bilalgrdle medial fusiform and the MTG, while
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living things activated the lateral portion of thesiform gyrus, the medial and inferior occipital

regions and the STS.

In a following fMRI experiment, Chao and Martin (ZI) examined the areas associated
with viewing and naming pictures of tools relatieeother categories of animate and inanimate
objects. Viewing tools rather than animals actidatee left ventral premotor cortex and the left
posterior parietal cortex. The authors suggested tthese activations might be related to the
retrieval of information about finger movementsaasated with the use of manipulable man-
made objects. Also in the PET study of Gorno-Temp@ipollotti, and Price (2000) the
processing of reading and naming body parts asagethanipulable objects activated an area in

the posterior temporal cortex.

Chao, Weisberg and Martin (2002) sought to evaltiaeeffect of experience on the
pattern and magnitude of the category related cartactivity using a repetition related
reductions in the fMRI signal index changes in obgpecific neural representations. Subjects
became familiar with a subset of animal and toadtupes by performing naming and other tasks,
and four days later they were scanned while narfiegld and the novel pictures of animals and
tools. The fronto-temporo-parietal activations fduior tools and the occipito-temporal
activations specific for animals found in the po8 experiments were consistently obtained

with this study as well.

In particular, for what concerns the ventral tengb@ortex, two investigations (Chao, et
al., 1999; Ishai, Ungerleider, Martin, SchoutenH&xby, 1999) indicated that different ventral
cortical regions responded preferentially to pietostimuli from specific categories. Biological

entities (faces and animals) were associated wifeater activation in the lateral fusiform gyrus
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while activation for tools and houses was more mlediiowever, these studies showed that
response to a specific object category is notioéstt to the region that responds maximally for
that category, but that all categories activatedjitferent degrees, a broad region of the ventral
temporal cortex. According to these results, thgregentation of objects within the ventral
temporal cortex appears to be organized by obgatufes clustering together, rather than into
semantic categories corresponding to specific amatomically segregated modules. To this
regard, | will include in this section some studieat investigated object categorization through
associative task, asking subjects to respond tcastentasks about objects features. Some
experiments of word-generation provided evidenggpetting the idea that information about
different object features might be stored in déf@rregions of the cortex. For example, Martin
and Chao (2001) reported that asking subjects twergée the name of an action typically
associated with an object activated the posteegion of the left MTG just anterior to sites
active during motion perception. These studiedetfoee demonstrate that the regions of the
posterior temporal cortex can be differently adedadepending on the type of information

retrieved.

In the PET experiment of Cappa, Perani, Schnurtairetnti, Fazio (1998), researchers
asked subjects where a specific animal is typicedlynd in Italy, and for words referring to
nonliving objects they asked whether the objectymcally used of food preparation. They
focused their analysis on the main effects of aateghe nonliving items versus the living items
activated the left inferior temporal cortex, th& IBMG, the right STS and the right thalamus.

Animals versus tools activated the right middlented gyrus (MFG) and the right fusiform gyrus.
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While the associative task versus the visual tashvated the posterior cingulate cortex

bilaterally.

Further, Mummery et al. (1998) introduced in thRET experiment three experimental
manipulations: a semantic similarity judgment anatomtrol task (syllable task), the object
domain (words denoting living things or artifactgnd type of knowledge attribute one
perceptual (color) and one associative attribyei¢al object location). The regions activated in
the semantic more than in the control task for mains revealed left lateralized activation
that include the left OTP junction and the medialigtal lobe.The activations specific for
artifacts versus living things were found in th& osterior MTG and in the left fusiform gyrus.
They did not find any specific activation assodiat&ith the processing of living things
regardless of task. The activations for living gsronly for the location task were obtained in the

left MFG and the right TOP junction.

Moreover, a network of regions involved in semaptiacessing of objects was studied in
the meta-analysis of Binder et al. (2009). Theseaehers were interested in identifying brain
regions that access meaning of objects. They iedwer 500 published fMRI and PET studies
that used words to access knowledge retrieval. Thapd a left lateralized network for the
semantic system, composed of the following regidhs: angular gyrus (AG), the middle and
ITG, the medial fusiform gyrus, the dorsomedial &edtromedial prefrontal cortex, the IFG and

the posterior cingulated gyrus.
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Neuroimaging of Function and Action

Despite the large number of researchers interestethe exploration of the neural
correlates of retrieval of semantic knowledge fonarete domains (e.g. animals, tools, faces)
some work focuses its attention to the neural ymdeimgs for the retrieval of conceptual
knowledge for actions. In particular, Beauchamp@0showed his subjects point light displays
and video displays containing visual motigruman video clips) and he found posterior STS and
lateral fusiform gyrus activated for the human mwofiwhile the MTG and inferior temporal

sulcus (ITS) bilaterally involved in the processofgools motion.

Using pictures, written and spoken words of aninaald tools, Noppeney, Price, Penny,
and Friston (2006) asked participants to perforoma-back task deciding whether stimuli are
identical, have the same size, or perform a sinatdion. They found the activation of the left
hemisphere in the posterior MTG, in the medial anterior fusiform gyrus, in the SMG, in the
IFG (triangular and opercular part) during the @ssing of tools, while the activations associate

with animals have been found in the right middleipital gyrus (MOG) and in the right fusiform

gyrus.

Studying modulations in stimulus-specific repetit&uppression (RS) with a rapid, event-
related fMRI, Mahon et al. (2007) described a nekwof regions associated with motor
movements and tools use. On the basis of the cgemnee that they found between functional
and neuropsychological data, they claimed thatdfienedial fusiform gyrus, the left MTG and
the left IPL are domain specific for tools. Thisane that this circuit is mainly defined by the
content of the objects class that is processetierahat the type of information (form, size,

action). There is additional evidence in literatafehis “action network’more activated for tools
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than for living items and maybe involved in the gessing of action knowledge/manipulability
(Chao & Martin, 2000; Canessa et al. 2008). Inipaldr, neuroimaging data showed that
familiar tools use knowledge activates the infeparietal cortex and, furthermore, this brain area

has shown greater activation for manipulation theattion judgments (Boronat et al., 2005).

The Sensory Functional Theory explains the activatif these areas by tools stimuli that
mediate object directed action with the criticalerahat functional knowledge plays in the
recognition of nonliving things (Kellenbach, Bre#&, Patterson, 2003; Martin et al. 2000,
Noppeney et al. 2006). According to the embodieghi@n the activation of the motor system
would either constitute a semantic analysis of stimulus, that is that the motor system is
activated because that activation is causally vewlin the semantic analysis of the sentence.
Whereas from the perspective of the disembodieditiog hypothesis, stimulation of the motor
system results in a cascade of activation backéoabstract’ concept, and subsequently to the

perceptual systems (and/or decision mechanismsyémerate.

Finally, several neuroimaging investigations of Ittea participants have reported
dissociable neural activations associated witheeittunction knowledge or knowledge of
manipulation of tools. Buxbaum et al. (2000) intiodd a first distinction between functional and
motor features when they reported a double dissonidbetween manipulation and function
knowledge. Kellenbach et al. (2003) conducted a Bt@ly to investigate the neural activation
associated with making judgments about a tool'stion or manipulation. They found increased
activation in left inferior parietal cortex whenrpaipants were asked to make binary decisions
about the actions associated with familiar objdetg. “Does using the object involve a back-
and-forth action?”) relative to when they were mmgkjudgments about the function of the same
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objects (e.qg. “Is the object used to attach or lodgicts together?”). The left intra parietal sslcu
(IPS) was highly activated by explicit judgment abthe type of movement engaged during the
use of manipulable objects. This cortical area wat activated by either of the function
judgments even relative to the control conditionggesting that this structure is selectively

activated by retrieval of knowledge concerning@tti

Boronat et al. (2005) also reported similar actorain the left parietal area in an fMRI
study. They presented pairs of tool pictures akeécshe participants to judge whether or not the
tools had the same function (e.g., matches andeligtor if they could be manipulated in a same
way (e.g., piano and computer keyboard). The commgarof the neural activations for these two
tasks indicated significantly higher activatiortli left inferior parietal area (extending from AG
to IPS) during the manipulation-relative to the dtion-related judgments. Using very similar
tasks, Canessa, Borgo, Cappa, Perani, and Fafl@BfZound contrasting activations in parietal
and inferior temporal cortices during the manigolatand function judgments, respectively. The
authors reported significantly higher activatiom foanipulation than function task in the left
IPL, premotor cortex and IPS. In contrast, therinfetemporal lobe was activated significantly
more in the function judgments. These neuroimadindings are consistent with the different
neuropsychological symptoms associated with the ag@min these structures (see above),
implying that there is a relative division of labacross the left inferior parietal and inferior

temporal areas, with respect to the knowledge ande uof familiar tools.
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Table 1.1Activations Associated with Tools

Contrast TASK TEMPORAL PARIETAL FRONTAL
Tools>Animals LOBE LOBE LOBE
Damasio et al. | Naming task Inferior MTG
(1996)** (Not available coords)
Martin et al. Identifying line drawings, | MTG SMG Inferior frontal
(1996) * naming silently and out loud L -36, -50, 4 R 48, -50, 24 cortex
Anterior Cingulate L -52, 10, 20
L -6, -38, 2 L -48, 0, 20
Cappa et al. Functional knowledge task | ITG SMG
(1998)** with tools words: decision | L -48, -64, -8 L -50, -40, 24
about utilization in food STS
preparation R 52, -16, 16
Mummery et al. | Matching words task on a | posterior MTG
(1998)* specific dimension: domain| L -57, -56, 2
(living nonliving) or Fusiform
associative attribute L-31-30-19
(location)
Chao et al. Naming task Medial Fusiform
(1999)* L -28, -53, -15
R 29, -50, -18
MTG
L -47,-58, 10
R 55, -55, 6
Chao and Martin| Viewing task Posterior parietal | Ventral premotor
(2000)* L-32-44 47 cortex
L-42,4,18
Gorno-Tempini | Reading and naming task | Inferior MTG
et. al. with objects and body partg L -54, -56, 0
(2000)**
Chao et al. Naming task Medial Fusiform | Inferior parietal Premotor cortex
(2002)* L -26, -60, -6 cortex L -46, 12, 31
R 25, -56, -5 L -31, -44, 49
MTG
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L -46, -57, 4
Devlin et al. Semantic decision tasks posterior MTG Anterior SMG Ventral premotor
(2002)** (location, color, L -62,-58,0 -62, -58, 0 cortex
action, and real-life size) L-42, 4,18
Noppeney Naming task posterior MTG SMG IFG (triangular
(2006)* L -51, -66, -6 L -57, -30, 39 part)
Medial Fusiform L -48, 36, 6
L -24,-57, -15 IFG (opercular
Anterior Fusiform part)
L -33, -33, -24 L -54, 18, 15
Mahon et al. Stimulus specific repetition| Medial Fusiform Caudal IPS
(2007)* suppression L -25, -50, -8 L -15, -65, 51
R 31, -43, -12 R 28, -63, 41
MTG IPL
L -52, -64, -5 L -60, -24, 37
** PET studies ; *fMRI studies
Table 1.2Activations Associated with Animals
Contrast TASK TEMPORAL OCCIPITAL FRONTAL
Animals>Tools LOBE LOBE LOBE
Damasio et al. Naming task Anterior and ITG
(1996) * (Not available coordinates)
Martin et al. Identifying line drawings, Calcarine sulcus | L -26, -6, 24
(1996)* naming silently and out loud L -4, -80, 8 L -26, 28, 16
Cappa et al. Associative knowledge task | Fusiform R 30, 50, 12
(1998)** with animals words: location | R 34 -38 -24
decision
Mummery et al. | Matching words task on a TOP L -31, 29, 22
(1998)* specific dimension: domain R 53, -66, 30
(living nonliving) or
associative attribute (location
Chao et al. Naming task Lateral Fusiform MOG
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(1999)* L -40, -59, -20 L -10, -100, 7
R 41, -56, -22 R17,-97,3
STS I0G
L -45, -65, 11 L-37, -84, -7
R 57, -59, 17 R 45, -84, -8
Gorno-Tempini | Reading and naming task with Cuneus
et. al. (2000)** faces, animals and maps L -4, -62, 20;
L -10, -94, 8
Chao et al. Naming task Lateral Fusiform | Calcarine sulcus
(2002)* L -40, -61, -9 L-12,-92,9
R 40, -60, -10 R 22,-90, 9
STS MOG
R 48, -39, 19 L-38,-77,6
R 43, -75,5
Devlin et al. Semantic decision tasks Anterior MTG
(2002)** (location, color, R 24,8, -24
action, and real-life size) Insula
L -28, 8, -8
Noppeney One-back semantic task Fusiform MOG
(2006)* (identity, size, action) with R 39, -60, -21 R 51,-78,0

pictures and words

** PET studies; *fMRI studies

1.4.2 Perceptual and Semantic Processing of Faces

In this section, | report functional neuroimagingtalregarding the perceptual and
semantic level of face processing of famous and-fabrous persons. In previous imaging
studies, the term “famous” consistently refersaoek of well known celebrities, while the term
“familiar” has been used for faces that were praesip seen only once during the experimental
setting, or to faces belonging to friends and ardaaces. In this thesis, the term “familiar” will

only be used to indicate faces of people personaligwn by the subject, while the term
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“previously seen” refers to faces to which subjdwse been previously exposed to but do not
possess any associated semantic or episodic mewrnwdythe term “unknown faces” refers to

faces of anonymous people.

At a perceptual level of analysis, PET and fMRId&s on viewing and matching
unknown faces has evoked activation in the middieign of the lateral fusiform gyrus, usually
bilaterally. This region has been labeled as th&féuim Face Area (FFA) in the experiment of
Kanwisher, Dermott, and Chun (1997) because itardp significantly more strongly to passive
viewing of faces than scrambled faces, and to ghofdaces than photos of houses or human
hands. In particular, the FFA is considered torwlved in analyzing the more static aspects of
face perception, such as feature configuration,civwtdare more useful for face identification

(Haxby et al., 2000).

In addition to the fusiform gyrus, other regionsvéaébeen shown to be involved in
particular aspects of face processimarticularly, a region in the lateral 10G, labelbg
Kanwisher et al. (1997) by the name of Lateral @itai Complex (LOC), and which seems to be
related to more general analysis of object shapeiixi & Kanwisher, 2000). The STS (Chao et
al., 1999) which responds during perception of averted gazk lgnmovements (Hoffman &
Haxby, 2000), and the amygdala, which has beenuénaty activated in response to facial

expression depicting negative emotions (Gorno-Teirgdial., 2001a).

This data confirms the clear role of the fusiforegion in the perceptual processing of
faces. In any case, the precise role of this regidhe stages of the face identification following
the perceptual processing is still a matter of miebate. In particular, it is not clear whethes thi

region is implicated in recognizing a face as faaniand/or famous and thus whether fame has an
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effect on FFA activation. In addition, it is stilhclear whether the FFA activation in response to
unfamiliar faces is really specific to faces, @oashared by other categories of objects. Table 1.3
summarizes the results from both PET and fMRI erpemts of the studies that investigate the
neural systems underlying famous and familiar facessing. In particular, some researchers
have investigated the semantic stage of face psogeguring the differential responses to
famous or familiar faces (Damasio et al., 1996; Uapriston, Young, & Frith, 1995; Leveroni

et al., 2000) and their results are not completelyvergent. In these studies, famous faces have

either been compared to other categories of objects unfamiliar faces.

Sergent and Signoret (1992) carried out the fiisT Btudy that investigated the neural
basis of famous face processing. They comparedtegaazation task on famous face with
gender decision task on unfamiliar faces. The pmsiog of famous faces in this contrast
activated the fusiform gyrus, the temporal polateitally and the more lateral portion of the left
anterior MTG. In the same study, researchers asubpbcts to perform a categorization task on
objects (living/nonliving judgments). They laterngpared this condition with the viewing of
gratings and they found activations in the lefteaior MTG, but not in the temporal poles

direct comparison between famous faces and objegsnot performed.

Damasio et al. (1996) contrasted naming famoussfac®l objects with a task where
subjects had to respond “up” if unknown faces weesented in the correct way up and “down”
if they were upside down. Enhanced activity for ¢aus faces was again found in the bilateral
temporal poles and the left sided activation ex¢eintb the anterior portion of the lateral MTG.
The authors attributed the response of the right £Tl'the process of recognizing the identity of
the face and the left sided activation to a facéiaded lexical retrieval system. In fact the ATL
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activations were not found for naming tools or amsnwhen compared to the same control
condition. Few fMRI studies have attempted to itigede the brain responses to famous faces.
In the experiment of Sergent and Signoret (199®%)ai$ impossible to attribute the activation to
the identification process alone since not onlytiipe of stimuli (famous versus unfamiliar) but
also the cognitive task (semantic versus perceptizaled across conditionfistead, during a
familiarity judgment task, Leveroni and co-workgi000) carried out an fMRI study that
compared activation obtained from famous facegdaeen once before and unknown faces. The
anterior lateral MTG showed greater activationaméus faces compared to both previously seen
and unfamiliar faces. Significant activations famious faces were also found in the prefrontal
and mesial temporal lobes bilaterally (hippocampuel parahippocampus). Also Henson,
Shallice and Dolan (2000) comparing famous and faomus faces in the context of a priming

experiment found an effect of fame in the left apeMTG.

Therefore, the available functional imaging datggasts a possible role of the fusiform
gyri in the perceptual analysis of faces and okaot temporal lobe in the identification of
famous faces. However, when subjects view a faniacs, retrieval of semantic and lexical
(proper name) occurs together automatically, aretefbre it is not possible to disentangle
identification from lexical retrieval process. Thigct was confirmed by results obtained by
Campanella et al. (2001), who tried to localize bhan structures allowing the retrieval in long-
term memory of a face on the basis of a relatedenamd of a name on the basis of a related face.
In their experiment subject’'s task consisted inidlag whether the pairs of stimuli referred
correctly to a previously learned couple. The pssogg of face associations relative to name and

rest condition produced, in line with previous fimgs, a large increase of activity in the right
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fusiform gyrus. Whereas they did not find any spedcictivation for the name condition relative
to the face condition, assuming that name procgssis automatically activated during face

presentation.

At this point, neuroimaging studies have been primaevoted to studying famous and
non-famous stimuli, and only a small number of msdhave examined the direct contrast
between famous faces and famous names. At thigdiegathe PET experiment of Gorno-
Tempini et al. (1998), researchers investigatednéwgral system involved in face, proper name
and common name processing during a same difféaskt with pairs of stimuli. Specifically,
they used faces and names of famous and non fapemyde as stimuli, and within the category
of names they involved proper and common namescdhgol conditions were scrambled faces
for pictorial stimuli and strings of consonant feerbal stimuli. Activity in the fusiform gyri
bilaterally (particularly in the right) and in thight lingual gyrus was found for the processing of
faces relative to names and scrambled faces. liicplar, the activations of the fusiform gyri
were common for famous and unfamiliar faces, sugggshat perceptual analysis is equivalent
when subjects perform the same task on both typesirauli. Whereas Sergent and Signoret
(1992), after having found the fusiform gyri to l@re active on a semantic categorization task
with familiar faces relative to a gender decisian unfamiliar faces, claimed that this region

“performs perceptual operations particularly wellegded to the process of facial identity

The most interesting demonstration of functionajregation in the study of Gorno-
Tempini et al. (1998) was the activation in the laferal anterior middle temporal cortex, which
responded more to famous faces than to famous namesto famous names more than to
common object names. Therefore, the area spedfifamous proper names appeared to be

50



enhanced by semantic processing of person knowletlgis finding contrasts with that of
Damasio et al. (1996), which associated the lefitraor temporal cortex with a face dedicated
lexical retrieval system. Gorno-Tempini and Pri@d(lb) explained that there might be a
discrete region in the left ATL that is specificgerson specific semantic or lexical attributes. As
a matter of fact, this conclusion is in line withtients having anterior temporal damage and loss
of person specific semantic, but at the same timis not consistent with the neuroimaging
studies that have shown activation of the anteMdrG when retrieving specific semantic
features related to objects. A possible explandtorthese contrasting results is that naming or
matching famous faces elicits more activation tbaject naming in areas associated with the
retrieval of semantic features due to the uniquemésemantic associations evoked by famous

faces and not shared by other items of the sanegaat

In their PET experiment, Gorno-Tempini and Price0Ib) tried to test this hypothesis
with a matching task involving famous and non-fasixdaces and buildings. They found
equivalent responses for both famous faces andlibgg in the left anterior MTG, confirming
that processing unique items increased the denmatidsi semantic area. Also in this experiment,
they demonstrated the role of the FFA in the pertadstage of face recognition, confirming that
this area is unaffected by fame when subjects @tterthe perceptual features of unfamiliar as
well as famous faces. Previous studies that foudidferential role of fame in the FFA did not
control for task (Sergent & Signoret, 1992), ordupassive viewing (Henson, Shallice, & Dolan
2000) or familiarity decision (Leveroni et al. 2Q0@aradigms, in which more attention could
have been engaged by the subjects when the stimeué familiar. However, the problem that

arises with famous stimuli is that when subjects exposed to them identification and lexical
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retrieval occurred together automatically. Therefare cannot exclude the possibility that this

region is involved in pure lexical retrieval proses (Damasio et al. 1996).

In a recent study, Nielson et al. (2010) tried dentify the unique and shared regions
associated with accessing name and face familiaBtypjects were asked to undergo a fame
discrimination task on faces of famous and non-fasnpersons and names of famous and non-
famous individuals. They found that famous facesdpced greater activity than famous names
in the fusiform gyrus, right cuneus and right imdertemporal gyrus (ITG). Famous names
instead produced more activity than famous facessat of regions including the cuneus and the
precuneus and in the left SMG. They found a comar@a of activation for both famous faces
and famous names in the area of the left ATL, whichnot extend out to the temporal pole as
reported by Gorno-Tempini et al. (1998). It is umdble that future studies, combining

neuropsychological and neuroimaging data, are sacg$o solve this issue.

Table 1.3Activations Associated with Famous, Familiar andvisusly seen Faces

TASK FUSIFORM ANTERIOR TEMPORAL
LOBE

Famous Faces LATERAL TEMPORAL
MTG POLE

Sergentt al.(1992)** | Categorization of famous facesL -37, -60, -12 | L -52, -9, -9 L-36, 9, -27

- gender decision on unknowr| R 37, -55, -11

faces
Kapuret al (1995)** Categorization of famous faces R 37, 20, -32
- gender decision on unknowri
faces
Damasio et al. Naming famous faces — saying L -56,-14,-9 | L-37,3,-33
(1996) ** “up” or “down” to upright or

inverted unknown faces
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Gorno-Tempini et al. | Matching: famous faces - nont L -60, 2, -24
(1998) ** famous faces; proper names -
common object names
Gorno-Tempini et al. | Reading — Naming L -66, -14, -8
(2000) ** Famous faces
Leveroni et al. (2000)*| Familiarity decision on faos L -52, -15, -12
— unknown faces R 52, -5, -16
Leveroni et al. (2000)*| Familiarity decision on faos | R 32, -46, -16 | L -51, -11, -13
— newly learned faces R 52, -6, -18
Henson et al. (2000)* | Viewing famous — unknown | L -36, -60, -15| L -63,-6,-24
faces (primed and not primed
Gorno —Tempini et al. | Matching task L -64, 0, -16
(2001) ** Famous faces relative to non- R 62, -2, -14
famous faces and scrambled
faces
Ishai et al. (2005)* Passive viewing of black and L -42, -58, -18 | L -54, -48, 4
white line drawings of R 40, -57,-17 | R 53, -45,7
unknown faces - famous faces
- unknown faces — emotional
faces
Brambati et al. (2010)* Decisions on specific role L-54 -8, -4
(president) versus general
profession (politician)
Nielson et al. (2010) * | Fame discrimination task on| R 40, -47, -60

famous — unfamous faces

Familiar Faces

Nakamura at al.
(2000)**

Familiarity decision on
familiar fixation or face

discrimination

R 37, 23, -27

Previoudly seen faces

Kim (1999)*

Previously seen faces versus

gender decision

Not available
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Leveroni et al (2000)*

Familiarity decision on
previously seen — unknown

faces

R 32, -43, -15

Campanella et al.
(2001) **

Deciding whether the pairs of
stimuli referred correctly to a
previously learned couple

(names-faces pairs)

R 44, -81, -15
R 40, -59, -15

** PET studies; *fMRI studies

In summary, two main consistent findingsnerge from cognitive neuropsychological
research. First, patients have been reported vistbraportionate impairments for a modality or
type of knowledge (e.g., visual/perceptual knowkedy manipulation knowledge). Second,

category-specific semantic deficits are associatgd impairments for all types of knowledge

about the impaired category.

Analogues to those two facts are also found in tfanal neuroimaging. First, features
and attributes of some categories of objects (Egls) are differentially represented in modality-
specific systems (i.e., motor systems). Secondyimvid given modality-specific system (e.qg.,

ventral visual pathway), there is functional orgation by semantic category (e.g., living

animate versus nonliving).
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CHAPTER 2: FUNCTIONAL MRI GENERAL METHODS

2.1 BOLD SIGNAL AND NEURONAL ACTIVATION

The Blood-Oxygen-Level-Dependent (BOLD) contrastcsisidered a measure of the
functional changes in brain activity since it regmets the mechanism that connects neural
activity to the measured T2* value. The physiolagjiibasis of the BOLD signal lies in the fact
that T2* weighted images, that form the basis f@LB contrast, are sensitive to the amount of
deoxygenated hemoglobin present in the blood fldvicklv changes according to the metabolic
demands of active neurons. More specifically, ascaue infer from its extended definition, the
BOLD signal depends on the oxygenated level of dl@o better it exploit the different magnetic
properties of the oxygenated and the deoxygenatatbblobin and the fact that the proportions
of the two types of hemoglobin change because efiticrease of the neural activity. The
deoxygenated hemoglobin, that is paramagnetic, rgee®e inhomogeneities in the strong
magnetic field of the scanner, these disomogesefiievoke a spin-dephasing of the hydrogen
nuclei in the tissue and a following signal lossnirthat tissue and a correspondent decrease in
the MR signal. Neuronal activity causes an incraasine metabolic demand and therefore an
increase in the blood flow and in the oxygen corption, but the fact is that there is not a
correspondence between oxygen metabolism and Wloedincrease. In fact, the oxygen
consumption increases less than the blood flow. imbeease of oxygenated hemoglobin due to
the increase of the blood flow exceed largely therelase of oxygenated hemoglobin due to its
conversion in the deoxygenated form because thgesxgonsumption. This process reflects the
net increase in the relative concentration of oxyded hemoglobin and thus an increase in the

BOLD signal. In fact, if we consider the time caursf the BOLD contrast we see how the
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oxygenated hemoglobin reaches it s positive peautab or 6 s after stimulus onset, on the
contrary deoxygenated hemoglobin increases ra@idstimulus onset, peaking at about 2 s and
then it declines to its minimum value after 4 sisTiact can be explained by the initial oxygen
extraction before the later compensatory resporisbland flow. When the blood volume

increase because the oxygen consumption is finjstheel to the cessation of neuronal activity,
blood flow decrease more rapidly than blood volurse,the amount of the deoxygenated
hemoglobin will be greater and the MR signal wil teduced. This phenomenon explains the

low results on the fMRI BOLD hemodynamic response.

2.2 LIMITS OF FUNCTIONAL NEUROIMAGING

Within the framework of semantic categorization vk that fMRI can be contribute to
disentangle theoretical interpretations and giver explanations to anatomical constraints of
these cognitive processes. However the use otabimique with normal subjects gave different
insights rather than patients about the neuralesgmtation of semantic memory: there is in fact
no evidence of a distributed network responsiblediferent aspects of semantic processing in
the ATL. We know that ventral temporal regions ditéicult to study with fMRI because the
proximity of bone and air-filled cavities with vewifferent magnetic susceptibilities leads to
geometric distortions and signal loss, well recagdilimitations of echo planar imaging (EPI),
particularly with high-field MRI (Devlin et al., Z2; Ojemann et al. 1997; Robinson,
Windischberger, Rauscher, & Moser, 2004). Thereftire use of standard EPI may preclude the
detection of task-related activity in the ATL. Sieglusing more sophisticated image acquisition
techniques (Binney, Embleton, Jefferies, Parker &JRalph 2010; Simmons, Reddish,

Bellgowan & Martin, 2010; Visser, Jefferies & Lamb®alph, 2010) succeeded in finding ATL
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activation for semantic representations. For teason we optimized BOLD sensitivity of 4 T
gradient echo EPI in ATL areas, considering sliuekiness, echo time, polarity of the phase-
encode gradient, slice angle and shimming. Timesesignal-to-noise ratio (tSNR) in the
resultant protocol, a good indésr BOLD sensitivity (Triantafyllou et al., 2005vas compared

with that achieved with a standard EPI protocobduee whole-brain imaging.

2.3 SUBJECTS AND GENERAL METHOD

We first optimized and evaluated a single-shot igrateecho EPI protocol for 4 T fMRI
in the ATL. This optimized protocol (for parametesee below) was used to characterize

semantic and lexical retrieval in the temporal kbe

All participants were right-handed, had normal orrected-to-normal vision, and none
reported a history of head injury or other neuralagproblems. Specific demographics are
indicated below, separately for the three groupsutijects used in the optimization of the EPI
protocol, in the movement and place experiment p@re3) and in semantic and lexical retrieval
(Chapter 4) experiment. All participants gave wentinformed consent for their participation in
the study. The ethical committee for experiment®iving humans at the University of Trento

approved the experimental procedures.

2.4 OPTIMIZED EPI PROTOCOL FOR ATL AT 4 TESLA

The following parameters were investigated to min@rsusceptibility-loss effects in the
ATL, and to increase time-series signal-to-noig® r@dSNR), a good index for BOLD sensitivity

(Triantafyllou et al. 2005). We tested different {Bandettini, Wong, Jesmanowicz, Hinks, &
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Hyde, 1994; Gati, Menon, Ugurbil, & Rutt, 1997; Kger, Kastrup, & Glover, 2001), slice
thickness and orientation (Deichmann, Gottfrieditbty & Turner, 2003), polarity of the phase-
encoding gradient and shimming (De Panfilis & Sciabauer 2005), following previous
evidence at lower field strength (Robinson et @04). Voxel-wise tSNR was assessed in 10
healthy volunteers (mean age: 32.9 years, rangd53/ars) in our standard EPI protocol (TE =
33 ms, 3 mm isotropic voxels, TR = 2000 ms, fliglesr 750, 37 axial AC-PC oriented slices,
slice gap = 0.45 mm) and the optimized EPI protd@@ = 21 ms, 3x3 mm2 in-plane voxels, 2
mm slice thickness, 43 axial slices oriented apionaxely -200 relative to the AC-PC plane
(approximately parallel to the longitudinal axistbé temporal lobes), slice gap = 0.3 mm). Each
volunteer underwent a 10 minutes resting state saedmeach EPI protocol. Full brain coverage
was not possible with the optimized EPI protocobpPoximately the upper 2 cm of the brain
were not included while the main areas of intemeste covered, including the entire temporal

lobes, the inferior parietal regions as well asdbeipital and most of the frontal lobes.

Images were preprocessed in SPM5 using standaftbage{see below). The tSNR was
used as a metric of BOLD sensitivity, and was dated as follows. Low-frequency signal
changes (such as drift) were removed by subtraetisgcond-order polynomial fit to total slice
signal. tSNR was calculated by dividing the voxétevdetrended signal mean by the standard
deviations. Comparison between the optimized aawldstrd EPI protocols using paired t-test and
thresholding with a false discovery rate (FDR) dd®revealed significant increases in tSNR
with the optimized EPI protocol in bilateral ATLufher, tSNR distributions within the bilateral
ATL were calculated over all subjects. The ATL waagined as the volume of the temporal lobes

anterior to the limen insula (approximately defireedthe anteroposterior position of y = 4mm in
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the MNI template space (Insausti et al. 1998) ekoly the parahippocampal formation and
amygdalae. The distributions showed higher tSNRhvaptimized EPI (mean tSNR = 156)
compared with the standard protocol (mean tSNR B.1The mean tSNR improvement in the

ATL was 41%. Results are illustrated in the Fig2ire

I standard
[ optimized
[ both

#voxels

z 100 150 200 250 300
tSNR

Figure 2.1 Comparison between optimized and standdrEPI protocols. (A) Statistical

map showing regions, in which the optimized protodoyields significantly higher tSNR.

The shown axial slices are oriented parallel to théongitudinal axes of the temporal
lobes, corresponding to the orientation of slices cguired with the optimized EPI

protocol. The blue lines in the sagittal view on té right side indicate their position. (B)
Extension of the anatomically defined ATL in the I& and right hemisphere (red)

overlaid on the rendered MNI template. The distribttion of tSNR values in these
regions is shown for both protocols (C).
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2.5 fMRI DATA ACQUISITION AND PREPROCESSING

Functional and structural images were acquired thighparameters listed in the methods
description of the optimization study. Only optimizEPI was used for functional scanning runs.
For both functional runs 405 volumes were acquiegoint-spread function (PSF) scan was
acquired prior to each functional run for distanticorrection (Zaitsev, Hennig, & Speck, 2004;
Zeng & Constable, 2002). The first 5 volumes ofream were discarded to allow &quilibrium
to be established. Further preprocessing  was peedr  with SPM5

(http://www.fil.ion.ucl.ac.uk/spm/software/spin@-riston, Ashburner, Kiebel, Nichols, & Penny,

2007), including slice time correction and motiasrrection. The mean functional image was
coregistered with the structural image using adrigody transformation. Structural images were
segmented, bias corrected and spatially normaliseMontreal Neurological Institute (MNI)

space using a unified segmentation procedure (Asglkebw& Friston, 2005). Functional images
were normalized to MNI space, using the same pasas)jeand spatially smoothed with a

Gaussian kernel of 8 mm FWHM.
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CHAPTER 3: FIRST FMRI EXPERIMENT “INVESTIGATION OF MOVEMENT
AND PLACE FEATURES IN OBJECT RECOGNITION”

3.1 AIMS OF THE EXPERIMENT

With the present study we intend to investigate dhatomical correlates of place and
movement features using living and nonliving iteffise place feature (encyclopedic knowledge)
was chosen as an associative attribute that eqapfiifes to living things and artifacts, whereas

the perceptual feature of action is typically assec to objects (tools in particular).

First, we chose three categories of objects, mainta the well-established distinction
between animals and tools (Chao & Martin, 2000;a@&zza & Shelton, 1998; Warrington &
Shallice, 1984) and introducing, within the catggof nonliving things, the nontools category.
Since the majority of the studies on categorizathowl features focuses their analyses on the
contrast between tools ariving things (e.g., faces, animals), we might assuthat their
conclusions are also driven by the different ineohents of properties used for their
identification (perceptual for animals and functbffior tools). For example, the hammer, the
reflex hammer and the gavel are similar in weightl #hape, but the semantic system will
processes the hammer differently from the otheilainools primarily by its unique properties
connected to nails and the common movement asedciat its use instead of its physical
properties or its typical location. Therefore, tontrol for all the nuances of the movement
feature, without them being masked by the alreadiabdished perceptual and functional
difference between animals and tools, we introdutted category of nontools objects, which

belong to the nonliving category but have a prapechanical movement rather than tools.
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Second, with the purpose to isolate activation®@ated with movement, rather than
other associative aspects related to functionalkedge, we tried to dissociate manipulation
knowledge from the context of use knowledge, whids mainly been used to investigate
function (Martin & Chao 2000). For example, to istigate action and functional knowledge,
Canessa and colleagues (2008) asked subjects wh®theobjects in a pair had the same

manipulation pattern or whether they were founthensame context based on their function.

The feature of movement and specifically the atiwves in the IPL have always been
studied in relation to tools; whereas in the préesetperiment we want to extend the most
important property for the recognition of tools (mement) also to other categories which belong
to nonliving, like nontools (i.e. vehicles) andilig items (i.e. animals). From literature, we are
aware of the existence of an “action network” imwad the left medial fusiform gyrus, the left
MTG and the left IPL, which are more activated fools rather for living items and may be
involved in the processing of action and manipuighbiCanessa et al., 2008; Mahon et al., 2007,
Noppeney et al., 2006; Boronat et al., 2005). THewlngs are consistent between functional

neuroimaging studies on normal and neuropsychaibgicdies.

In particular, damage to left IPL is associatedhwapraxia, a disease characterized by
impairment in the use of familiar objects withouygohysical dysfunction of the limbs. These
patients maintain knowledge of the function of coomnobjects (Buxbaum & Saffran, 2002) but
have degraded knowledge of how to move their badysgo interact with tools. Studies on SD
patients demonstrate impaired knowledge of hows® eommon tools as well as their purpose
(Bozeat et al., 2002). Specifically, in their stuthodges, Bozeat, Lambon Ralph, Patterson and
Spatt (2000) found that low performance in a cotwapknowledge task about tools correlates
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with the impairment of the knowledge of their ustence, the neuropsychological literature
shows the involvement of the IPL in tools manipiglatknowledge, while the ATL is responsible

for a more general effect that affects both functad praxis.

3.2 METHODS

3.2.1 Subjects

Thirteen right-handed, native Italian-speaking woders took part in the study (4 males
and 9 females; mean age: 27 years; st.dev.: 7aBger 19-47 years). All participants had normal
or corrected-to-normal vision, and none reportddstory of head injury or other neurological
problems. All participants gave written informechsent for their participation in the study. The
experimental procedures were approved by the étlcmamittee for experiments involving

humans at the University of Trento.

3.2.2 Stimuli

We presented black and white photos of animals @4x2tools (n=215), and nontools
(n=215). Our definition of tools and nontools i4 necessarily based on their purpose, but rather
on the typical nature of their movements. With t&owe refer to objects whose movement
depends, from initialization to completion, on thmanipulative interaction with humans and
particularly with human hands (e.g. hammer, perail] scissors). With “nontools” we refer to
objects moving mainly on the basis of intrinsic imeuisms. The initialization of their
movements may depend on the interaction with hunaansell, but they would maintain their

movement after being started, like the spinningaofvashing machine or carousel, or the
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swinging of a pendulum. We removed the backgrounthfall images and selected only static
representations of objects and animals, to avaiagoof the semantic attributes of interest (place,
and movement). We composed pictures with pairsiohals (n=40), tools (n=40), and nontools
(n=40), which should elicit either a same respadnsthe “place” task and a no response in the
“movement” task, or vice versa. Figure 3.1 showanasle stimuli for each condition and all the

object pairs are listened in Appendix A, Table 1.

Fig. 3.1: Examples of stimulus pairs for the sevenonditions: same place animals (A),
same movement animals (B), same place tools (C)nms movement tools (D); same
place nontools (E), same movement nontools (F) sanserambled picture (G) and
different scrambled picture (H).

64



Standardization and Stimulus Selection

In order to select the best stimuli for our expemand to have the possibility of
controlling for confounding factors, we presentddoactures first individually and then as pairs
to a group of 40 subjects (16 males and 24 fematesn age: 26,13; st. dev.: 4,53 years, range:
20-40 years). For each individual picture, subjbetd to report their familiarity (likert scale from
1 to 5: 1=low familiarity; 5=high familiarity) andgisual complexity (likert scale from 1 to 5:
1=Ilow visual complexity; 5=high visual complexityjor each picture pairs, subjects had to rate
the visual similarity between them (likert scalenfr 1 to 5: 1=low visual similarity; 5=high
visual similarity), and whether the two objects #ypically found in the same “place”, and
whether they typically “move” in the same way. tastions were given to the subjects in the

form of the following questions:

Familiarity: “How familiar are you with the object the picturefers to?” “How
frequently do you come into contact with the stimiibth directly (meeting the real exemplar of
the object) or indirectly through media (from TVmewspapers)?”

Visual Complexity “Assess the amount of details, lines and pointsthe picture.”
(McRae, et al., 2005)

Visual Similarity “How similar are the two objects presented inhepair?”

Place “Do the two objects/animals are found in the sgtaee/environment?”

Movement“Do the two objects/animals move in the same Way?
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How we created the object pairs for the standartiira

The pairs with animals were chosen through a behnalvstudy in which 20 subjects took
part (7 males and 13 females; mean age: 26; st. 41d\3; years, range: 20-40 years). Participants
were shown each stimulus on a computer screenheydwere asked to state all the places they
thought the animal could be found. Similarly, thed to state all the possible ways they thought
that animal could move. This questionnaire allowsdo verify for the most common places and
movements associated with each object. Instructimre given to the subjects in the form of the

following questions:

Environment In which environment or country do you think tlaisimal is found more
frequently?(e.g. camel-desert, lion- savana, pig- farm)
Movement How do you think this animal moves in real lifé2g. eagle-fly, cow-walk,

frog- jJump)

We adopted this questionnaire just for the aniraggory, rather than tools and nontools,
since living things are on average less familiaprenvisually complex, and designated by less
frequent words (Funnell & Sheridan, 1992). Addiatly, a number of feature listing studies
found that living things concepts on average shaoee features with other category members

than nonliving concepts (McRae et al., 2003).

Based on the results from the standardizationefmh object we selected category 20
picture-pairs judged by at least 70% of particigatiot be typically found in the same place, and
by less than 40% of participants to move in theesaray. Similarly, we selected another set 20
picture pairs judged by at least 70% of participaiot move in the same way, and by less than

40% to be found in the same place. In this way eeeived a final set of 40 object pairs per
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category. The same set of objects was used forteekis, since half of the pairs were expected to
elicit the “same place” response and the other Wwal expected to elicit the “same movement”
response. We averaged familiarity ratings and Visoanplexity ratings across the pictures of
each pair. The resulting average familiarity ansuai complexity ratings, as well as the visual
similarity ratings were compared between objecegaties using paired t-tests and Bonferroni

correction (respectively 3 tests per measure).

Visual Stimulation

Stimuli were back-projected onto a screen withgait-crystal projector at a frame rate of
60 Hz and a screen resolution of 1,280 x 1,024IpiRarticipants viewed the stimuli binocularly
via an adjustable mirror mounted on the head &iimulation was programmed using the in-
house software “ASF” (available from jens.schwaazh@unitn.it), based on the MATLAB

Psychtoolbox-3 for Windows.

3.2.3 Procedure

All subjects were screened by a neurologist tosssset fMRIcompatibility, and then
trained with the experimental task and familiarizath the MRI environment. Participants were
then brought into the scanner, supine and head @se structural scan was acquired, lasting 6

minutes, and 4 functional scanning runs with theeexnental task, each lasting 10min.

3.2.4 Tasks

The task consisted in a semantic same/differengmeht regarding object pairs,

presented as pictures in the scanner. We used & JuM factorial design, resulting in six
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conditions. The first factor was the “categorytbé presented objects — either “animals”, “tools”
or “nontools”. The second factor was the “kind’tagk. In the “place” task, subjects were asked
whether the two objects presented are found tylgigalthe same environment or geographical
habitat. In the “movement” task, subjects were dskkether the two objects move typically in a
similar way. In the following text, the six resulyj conditions will be referred to by “animals—
place” (Ap), “animals-movement” (Am), “tools-placéTp), “tools-movement” (Tm), “nontools-
place” (Np), “nontools-movement” (Nm). An additidrfacrambled” control condition (Sc) was
included, showing pairs of scrambled images, anbiests were asked whether they were
identical or not. Subjects were instructed to peegey with their right index finger to indicate a

“Yes” response, and to press a key with the lefexfinger to indicate a “No” response.

Training

Subjects were familiarized with the task prior i@ texperiment using a separate set of
stimuli. They were instructed to respond as qui@dypossible, and to respond even if they were
unsure about their decision. Regarding the “plaesk, they were instructed to think about the
general environment (e.g. workshop, office, kitchgarden) or the geographical habitat (e.g.
desert, forest) in which objects are typically fduiror the movement task, they were asked to
consider the common movement associated with tjegisband, in the case of tools, the common
manipulative movements related to them. We toldnthet to be too specific since the same
objects can be found in one or more different aaed can move in different ways (e.g. a sheep

can be found both in a lawn or farm, and it carmlealk or run).
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Design

In each condition, 40 trials were presented, widif lof them being congruent in the
relevant attribute-dimension (i.e. place, movemiarthe semantic conditions Ap, Am, Tp, Tm,
Np, and Nm; and visual identity in the control ctimh with scrambled images). The
experimental conditions were behaviorally blockedavoid confusion of the tasks by frequent
switching. However, trials were jittered using mteal intervals between 2 and 7 seconds. In
each of the 4 runs, 2 blocks with respectivelyi&ldrwere presented for each of the 6 conditions
(Ap, Am, Tp, Tm, Np, and Nm). The order of thesenditions was counterbalanced across

blocks and participants.

One second before the start of each block, writtetructions were given to remind the
participants of the task: “Same Place” anticipated conditions involving the place task
(conditions Ap, Tp and Np); “Same Movement” antatgd the conditions involving the
movement task (conditions Am, Tm and Nm). Betweacheof these blocks, either two or three
trials with scrambled images (condition Sc) werespnted. In each trial the grayscale pictures of
2 objects were presented simultaneously on a viaitieground for 3.5 seconds. A black fixation
cross was presented in the centre of a white sdiaethe duration of inter-trial intervals and
before/after the first/last trial of each run. Thation period before/after the first/last trialsted

20 and 16 seconds respectively.

3.2.5 Behavioral Data

Subject responses were collected with fMRI compatiutton boxes for the left and right
hand (Lumina LU400-PAIR, Cedrus, United Stateskspeetively, the first response and reaction
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times were measured. Accuracy and mean reactioastimere calculated for the different
conditions and compared using two-way repeated mesasANOVA. Post-hoc analysis was
performed using t-tests and Bonferroni correctigvie did not exclude trials with incorrect
responses from the statistical model of the BOLEpomise (see below) because we expected a
similar degree and pattern of BOLD signal changeind these trials. This idea was motivated
by on the assumption that, even if a subject canadonclusion different from that predicted on
the basis of our standardization, the subject shaitill have analyzed the object features
corresponding to the particular task. Consequently, included incorrect trials also in the
analysis of reaction times to have a better idethefpossible effect of reaction times on the

BOLD signal.

3.2.6 fMRI Statistical Analysis

Effects on the subject level were estimated bynfitia General Linear Model (Friston et
al., 1995) for each voxel using SPM5. The four fiomal runs for each subject were
concatenated. The design matrix consisted of ompéaeatory variable (EV) per experimental
condition and run. The EVs were created by conngiva box-car function (corresponding in
duration to the stimulus presentation) with a cacelrhemodynamic response function (HRF).
To control for differences in visual complexity afamiliarity of the object pairs shown in the
different trials of conditions Ap, Am, Tp, Tm, Npnd Nm, we created one additional EV in
analog manner that modeled the events of all tBesenditions. This EV was then modulated
parametrically by the familiarity and visual conmyitg ratings received during the

standardization procedure. For each trial, the rpaters for the modulation were chosen by
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averaging the ratings of the two objects preseneath run included 6 additional regressors,
corresponding to the head motion parameters esttnatiring the realignment step, and one

variable encoding the mean.

Model parameters were estimated using Restrictexiran Likelihood (ReML) using
an autoregressive AR(1) model to correct for ndmesigity arising from serial correlations. The

data and model were high-pass filtered with a ¢utrequency of 1/128 Hz.

Contrast images calculated at the single subjeel iwere entered in a random effects
analysis to infer effects on the population levighis second level of analysis was conducted
using the flexible-factorial design implementedSRM5. Average reaction times were calculated
for each subject and condition, and entered asvariate. Contrasts at the second level were
calculated at the single voxel level, correctingFamilywise Error (FWE) at P<0.05. Based on a
priori hypotheses, we recalculated certain corgrasing a region of interest (ROI) approach

using Marsbar software.

All results were displayed with MRIcron (Version July 2009, Chris Rorden,

http://www.mricro.con), overlaying functional data on the provided segubject T1 template.

Anatomical labels were determined based on visusdection of the data with reference to the

atlas of Duvernoy (1999).

To visualize the size of cognitive effects on theLl®® signal, the percent signal change

was plotted in certain activation clusters.
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Hypothesis Testing

The first analysis aimed at determining categomeffir effects. To this end, we
contrasted respectively both conditions involvinge garticular object category against the two
conditions of one of the other categories (e.g.ahd Tm for tools). In this way, each object
category was tested against each other (i.e. asiagainst tools; animals against nontools; tools
against nontools; and vice versa). We created iamegf interest analyses (ROI) on the basis of
the coordinates found by Devlin et al., (2002), ket al., (2007) and Noppeney et al., (2006)

for the contrast tools against animals and toodsresf nontools.

The second analysis aimed at determining the effetihe task (i.e. movement, place).
Contrasting all conditions involving the movemeask against the place task, and vice versa,

identified this effect.

The third analysis tested interactions betweenaoblo@egory and task.

3.3 RESULTS

3.3.1 Behavioral Data

Behavioral results

No significant differences were found for the ae@ayr of response (Fig. 3.2A). Reaction
times (Fig. 3.2B) differed significantly across ety categories [F(2)=11.825, p=0.0003] and
tasks [F(2)=6.685, p=0.0239]. Also, the interactibatween both factors was statistically

significant [task*category F(2)=7.198, p=0.0036].
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Standardization

Figure 3 summarizes the results of the standaidizat the final stimulus set. There was
no significant difference in familiarity ratingsi@f 3.3A) between animals and tools [t(69)= -
0.6399; p=1.5723], but there was a significanteddhce between animals and nontools [t(67)=
2.9365; p=0.0136] and between tools and nontod®/ )t -3.0764; p=0.0087]. We obtained
significant differences in visual complexity (Fig.3B) for all the categories, animals and tools
[t(63)= 5.5834; p<0.001], animals and nontools§}-5.0452; p<0.001], and tools and nontools
[t(76)= -8.5289; p<0.001]. For visual similarityi¢F- 3.3C), there was no significant difference
between animals and tools [t(73)= -1.0633; p=0.3@detween animals and nontools [t(76)=
1.8109; p=0.2223]. Only the difference between damhd nontools was significant [t(69)= -

2.6611; p=0.0294].
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Fig. 3.2 Mean accuracy (A) and reaction times (B)ithe six experimental conditions.
Error bars show standard error of mean. For abbrevations of conditions see text.
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Fig. 3.3 Mean and SEM are shown for familiarity (A) visual complexity (B), and visual
similarity ratings (C), collected during standardization.

3.3.2 Imaging Data

fMRI Data: Effect of category irrespective of task

Animals:the task of comparing animals versus tools (see F4A, Table 3.1) revealed
activity in several cortical regions, including thesiform gyrus bilaterallythe MOG bilaterally
and the right MTG. Animals compared to nontoolgy(RB.4B, Table 3.1) revealed activations in
the 10G) bilaterally in the left MOG, in the fusifo gyrus bilaterally and in the right cuneus and
precuneus.

Tools:the comparison of tools (Table 3.1) versus animalgaled greater activity in the
fusiform gyrus bilaterally.

Nontools:for the contrast of nontools versus animals (Fig¢C3 Table 3.1), activations
were observed in the fusiform gyrus bilaterally andthe left lingual gyrus, and the MOG

bilaterally.

Comparing nontools against tools (Fig. 3.4D, TaBl&) revealed activations in the

fusiform gyrus bilaterally, in the left MOG, andtine right calcarine.
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Table 3.1:Category Specific Effects

Contrast Brain area MNI coordinates | Extend mm3 P Max T
(FEW-cor)
X y z

Animals>Tools
Right middle occipital 45 -7% -6 4266 <0.001 1041
Right middle temporal 57| -60 18 0.007
Right middle temporal 42| -63 15 0.013
Left middle occipital 21 -99 @ 207p <0.0( 6.46
Right Fusiform 42  -51 -21 648 <0.0(¢ 6./4
Left middle occipital -45  -81 @ 378 0.0d 5.89
Right middle temporal 51 -4p 12 972 0.0p2 5|33
Left fusiform -39 -51 21 162 0.01p 5/4

Animals>Nontools
Right inferior occipital 45  -75 -6 4698 <0.0( al.
Left inferior occipital -45|  -78 -6 2295 <0.0d 8.1
Left middle occipital -18  -99 € 178p <0.0( 1.6
Right Fusiform 42  -51 -24 8911 <0.0( 1.5
Left Fusiform -42| -51 24 729 <0.00 6.71
Right middle temporal 54  -4p 12 135 0.016 5|31
Right precuneus 6 -5 24 108 0.022 5|21
Right cuneus 6 -5 30 54 0.043 5.01
Right precuneus 3 -6p 24 27 0.047 4197

Tools>Animals
Left fusiform -27| -63] -12 2511 <0.00 8.32
Right fusiform 30, -60 -9 1890 0.00 7.31
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Nontools>Animals
Right Fusiform 27| -48 -12 7884 <0.001 13.65
Left lingual gyrus -27  -60 -9 6696 <0.001 12.46
Left middle occipital -36 | -84 15 1620 <0.001 6.91
Right middle occipital 36 -81 21 405 0.006 5.6
Left fusiform -21| -84 -9 27 0.04y 4.97
Nontools>Tools
Right fusiform 27| -4 -12 259p <0.001 7.28
Right fusiform 33| -36 15 <0.001
Right cerebellum 24| -30| -24 0.001
Right calcarine 21 -57 15 243 0.003 5[76
Left middle occipital 42 -78 27 248 0.009 5.49
Left fusiform -27|] -33]  -21 162 0.019 5.25
Left middle occipital -39 | -84 18 27| 0.04% 4.0

Table 3.1 Effect of category: P-values (P) and maxium T statistics (Max T) are
reported for the local maximum of each cluster. P-alues were controlled for FWE (13
subjects: FWHM = 13.2mm 13.6mm 12.7mm; Volume = 484 voxels = 487.2 resels).
For single clusters, which clearly extended into seral areas of the brain, the local
maxima in these additional areas are indicated irtalics.

76



Figure 3.4: Surface rendering of the parametric map of t-statistic in 13 subjects.
Overall effect of processing living things (A, comast Animals vs. Tools; B, contrast
Animals vs. Nontools); and effects due to procesgnof nonliving things (C, contrast
between Nontools vs. Animals; D, contrast between ddtools vs. Tools). Height
threshold and scale of t-statistic is indicated fothe 13 subjects in A.

fMRI Data: ROI Analyses

We did not find any activation in the comparisontween tools and nontools
(tools>nontools), while in the contrast betweenldand animals (tools>animals) we obtained
the activation of the fusiform gyrus bilaterallydanot the inferior parietal gyrus as it is gengrall
reported in literature. We created a ROI for thferior parietal area (IPL; MNI coordinates-61 -
25 37), defined by the average calculated in theiDet al., (2002), Mahon, et al., (2007) and
Noppeney et al., (2006) and studies. The respoimséise ROI were significant for both the

contrasts of tools versus animals (p < 0.01) antsteersus nontools (p < 0.05) 0.0012.
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fMRI Data: Effect of task irrespective of category

Movement:processing the “action knowledge” (Fig. 3.5A, TaBl@) in the movement

condition activated bilaterally, the SMG includirige left IPL, the posterior ITG and the

posterior IFG. Lateralized left activations weraurid in the precentral gyrus and for the right

hemisphere in the superior parietal gyrus (SPG)iauige right MTG.

Place: in the contrast between place and movement (FiB,3Table 3.2), only the left

hemisphere was activated. The analyses elicitecespitad activity in the medial inferior

occipital lobe (calcarine), the AG, the anterior G Tand the fusiform gyrus.

Table 3.2: Task Specific Effects

Contrast Brain area MNI coordinates | Extend mm3 P Max T
(FEWCcaor)
X y z
Mov>Place
Left supramarginal -60 -36 3 16281 <0.001 9.95
Left inferioir parietal 42 | 42 45 <0.001
Left inferioir parietal -33 | -48 45 <0.001
Left precentral gyrus -48 6 2 4131 <0.001 8,63
Right supramarginal 63 -2 3 6129 <0.001 8.47
Left inferior temporal -57 57 - 3402 <0.001 7.3
Right superior parietal 18 -60 5 1215 <0.001 68.75
Right inferior frontal 48 12 1§ 891 <0.001 6.85
Right inferior temporal 51 -54 - 540 0.005 5.62
Left inferior frontal -45) 42 6 189 0.00 5.48




Right middle temporal 66 -4b 1P 27 0.088 5/04
Place>Mov

Left Calcarine -9 -54 G 337b <0.001 7.26

Left angular gyrus 42 -75 30 1863 <0.0p1 7113

Left middle temporal -54 -3 21 1080 <0.001 6(57

Left fusiform gyrus 24  -33  -21 531 0.001 6.24

Table 3.2 Effect of task: P-values (P) and maximunT statistics (Max T) are reported
for the local maximum of each cluster. P-values wercontrolled for FWE (13 subjects:
FWHM = 13.2mm 13.6mm 12.7mm; Volume = 46415 voxets 487.2 resels). For single
clusters, which clearly extended into several areasf the brain, the local maxima in
these additional areas are indicated in italics.

fMRI Data: Interaction between object category aask

We found no interaction between object categorytaskl. For visualization, we show the
percent signal change in two representative clsistespectively revealed by the contrasts
between Movement versus Place (Fig. 3.5B: left SMBLI coordinates: -60, -36, 36; and Fig.
3.5C: left ITG; MNI coordinates: -57, -57, -6; onlgxels within 20mm around the peak voxel),
and between Place versus Movement (Fig. 3.6B:A&ft MNI coordinates: -48, -72, 30; only

voxels within 20mm around the peak voxel).
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Signal change (%)

Figure 3.5: Surface rendering of the parametric map of t-statistic in 13 subjects.
Overall effect of processing the movement featureA( contrast Movement vs. Place);
Height threshold and scale of t-statistic is indiced for the 13 subjects in A. Percent
signal change is shown for two representative clusts defined by the contrast
Movement>Place (B,left SMG; C,left ITG).
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Figure 3.6: Surface rendering of the parametric map of t-statistic in 13 subjects.
Overall effect of processing the place feature (Aontrast between Place vs. Movement).
Height threshold and scale of t-statistic is indiced for the 13 subjects in A. Percent
signal change is shown for one representative cless defined by the contrast
Place>Movement (B, left AG).
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3.4 DISCUSSION OF RESULTS

The present experiment aims to investigate theah@orrelates of two semantic features:
one related to the encyclopedic knowledge whiclestigates the typical environment of objects,
and one related to the perceptual knowledge obacBy asking subjects to make same/different
judgments on a recognition task about object paiesidentified two neural networks involved in

the place and in the movement feature.

fMRI Data: Effects of category

Activations based on the effects of category-speéifr living items are consistent with
previous neuroimaging studies. Specifically, coregato pictures of tools, pictures of animals
elicited greater bilateral activity in the latefakiform gyrus (Cappa et al., 1998; Chao et al.,
1999, 2002; Noppeney, et al., 2006;), in the MO@&] @ the right MTG (Chao et al., 1999;
2002; Noppeney et al., 2006; Perani et al., 19856)e that these activations are consistent with
studies that focused their research particularlyfeature investigations. For example, using
pictures of animals and tools in an fMRI experiméswbppeney et al., (2006) asked subjects to
decide whether subsequent stimuli within a blockenidentical, performed a similar action or
were a similar size in real life. She found thentiylOG and the right fusiform to be involved in

the processing of animals rather than tools.

Previously, we mentioned the divergence betweerromaaging studies and data on
patients with regards to the lack of activationgha ATL. According to our results, we might
assume that the temporal lobe activation speafidi¥ing items could find a confirmation on the

VBM correlation analyses of Brambati and colleag(2306). Even though they reported more
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anterior activations, we can claim that within tbantext, our findings, consistent with literature,
that some regions respond more strongly to anithals tools in the ventral temporal pole (right
fusiform) and in the right MTG may provide a neubalsis for selective semantic deficits for
animals following temporal lobe lesions. At the sartime, we cannot yet claim a full
understanding of the constraints under which cotscepm the domain of living things do not

produce regional activation in the anterior temppode in functional investigations.

Finally, consistent with recent reports on nonlgitems, the comparison of tools versus
animals showed activations in the medial part efftisiform gyrus bilaterally (Chao et al., 1999,
2002; Noppeney et al., 2006). Despite the well-doented relation of the IPL during the
processing of tools, we did not find any activatiorthis area with a corrected threshold (FEW
p<0.05). However, the ROI analyses calculated énRQkvlin et al., (2002), Mahon et al., (2007)
and Noppeney et al., (2006) studies revealed sogmif results confirming the supremacy of the
tools category over both animals and nontools. Nuaéthe difference between living nonliving
was in our experiment an implicit focus of the taiskfact we tried to drive subjects’ attention
specifically on the difference between attributpety. place and movement, rather than the
comparison between objects category, then explaithierefore the lack of activations in the IPL
area. Activations related to nontools were elicitedhe fusiform gyrus and in the right and left

medial 10G.

Clearly the fact that we obtain distinct activasdior different categories of objects fits
with the dramatic deficit specific to object domminthat have been reported in
neuropsychological literature (Warrington & Shadlicl984). However, it is important to point
out that differences found in object domain actoszg weresmaller than those related to
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differing types of knowledge. This same pattermesfults was also found in another experiment
about features by Mummery et colleagues (1998)hich they could not find any activations in

the contrast between animals versus tools, irréisgeeaf task condition.

fMRI Data: Effects of tasks

Place the processing of the place feature elicitedfiald¢eralized widespread activity in
the medial inferior occipital lobe and in the AGafipa et al., 1998; Mummery et al., 1998;).
Other activations were found in the left anteriof®and in the fusiform gyrus. In the study of
Cappa and colleagues (1998), researchers used aeRfeFiment to investigate visual and
associative knowledge about animals and tools wdrdparticular, for the semantic task, they
asked subjects where a specific animal is typidaliynd and whether a specific tool is typically
used in food preparation. In the main effect oftdek, they found the left MFG and the occipito
parietal junction (OPJ) bilaterally (MNI -41 -74 )3@ere more active during the processing of
animals location. Mummery and colleagues (1998ji@adrout another study that investigated
object features. They specifically ran a PET expent using object names as stimuli, and they
asked subjects to respond to a matching task igatisty object domain (living versus
nonliving) and type of knowledge attributes, onercpptual (color) and one associative
(location). The regions activated in the semaragkt more so than in the control task, were the
MTG, more posterior than our activations, and th&) TMNI 42 -72 34), very close to the
coordinates of our cluster in the AG. As a mattérfact, our results are confirmed by
neuroimaging studies on semantic features andfggalyi by studies that focused their attention

on the location property.
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Movement:judgments about object movement relative to plaszewassociated with
enhanced activation of the SMG, including the ieferior parietal gyrugBoronat et al., 2005;
Canessa et al., 2008; Kellenbach et al., 2003)etCibtivated areas were the right SPG, the right
posterior MTG (Beauchaump et al., 2003), the pasténferior temporal pole (ITP), the medio

lateral, and posterior inferior regions of the tadriobe.

Canessa and colleagues (2008) found the inferioetpairegions more involved in action
knowledge and the lateral anterior inferior temparartex more active during functional
knowledge. They explicitly dissociate the actionfipalation knowledge (“how” objects are
used) from the functional knowledge (“what for” ebjs are used) with two different conditions.
Note that the functional properties of object wagestigated by explicitly asking participants a
judgment relative to the context of use, a prop#rat does not belong to the perceptual or the
motor domains. On the contrary, we tried to fodwes gubject’s attention on the general concept
of movement, including any movement classified iatolgical independent movement (animals),
mechanical proper movement (nontools) and manijpmaftools), contrasting it with an
encyclopedic knowledge related to location, avajdieferring to any functional property of the

object.

Literature consistent with an “action network” segts that the areas involved in it are
more activated for tools than for living items aace possibly involved in the processing of
action knowledge/manipulability (Canessa et al.Q&0Chao & Martin, 2000; Mahon et al.,
2007). With the present study we want to deternwuhether category-specific activations for
nonliving (tools and nontools) depend on this actn@twork, and nevertheless to investigate a
possible role of this network during the processwofgaction knowledge related to other
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categories of objects, like animals. If the braigamizes information about objects according to
their features and attributes, we might expect mb&sed properties to be more important when
identifying manipulable man-made objects that am®ngly associated with specific hand

movements (i.e., tools). Our results demonstrate #ithough we cannot exclude that this feature
remains the most important for tools recognitidrgeré are no significant interaction between
category and task neither in the place nor in tliwement networks. This suggests that these
areas are not more activated for tools than theyareither animals or nontools. We could argue
that the areas we found to be involved in the mamntiask might be responsible for a general
and more global meaning of movement, which incluaded only the action related to

manipulation but also the independent biologicatiomoof animals and the intrinsic mechanical

motion of nontools.

Also in their PET study, Kellenbach and colleag2603) investigated action and
functional knowledge in the form of questions taslsing manipulable and nonmanipulable
objects. They found that the ventral premotor codPMC) and the left posterior MTG are
activated by all kinds of objects, both nonmanipldaand manipulable relative to the control
condition, with a greater activation for manipuklibjects. Note that in our experiment we
specifically found a widespread activation in thiateral areas of the posterior ITG and the
involvement of the right posterior MTG instead betleft posterior MTG, this last activation

might be explained by the fact that we also inctuttee category of animals.

On the other hand, there were two studies by Cha.,e(1999) and Chao and Martin
(2000) that compared tools against another kindsaf-made objects (i.e. houses). The authors
found that the left VPMC and the posterior MTG wantivated during the comparison between
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tools and the control condition (scrambled objeatd)ereas no such activations were found for
buildings. They explained this finding by suggegtihat these regions of the temporal lobe
support some aspects of the manipulation of objettser than artifacts in general. Note that
Chao et al., (1999) and Chao and Martin (2000) égs$keir subjects to watch carefully and name
the pictures of objects, while we focused partiotpaattention on the movement judgment. Thus
the activity found for nontools and animals in edperiment and in the Kellenbach et al., (2003)
study might represent the result of stressing &a¢ufre of action in the non-manipulable object

category.

Moreover, our results surprisingly showed an atitivain the IPL for all categories, areas
that have always been claimed to be selectivelyated by tools stimuli and therefore reflecting
the nature of motor properties related to the w@tion of these objects. The lack of
interaction between category and task make us gdadhat the processing of movement cannot
be attributed solely to the processing of toolse Tinding that specific regions, assumed to be
involved in storing information about object motjowere not significantly active for the
processing of tools with respect to other categoculd mean that motion information might be
critical also for distinguishing between objectsatttdo not belong to the tools category.
Furthermore, our results seem to confirm the nesydological data and theory that account for
a feature type organization of semantic memory dngiies that features are generally associated

with a particular category but they are not limitedne.
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3.5 CONCLUSION

The fMRI data presented confirms the importanca nétwork of regions involved in the
semantic processing of place and movement featuras, also reveals category-specific
activations that were consistent across individuadjects and processing tasks. By applying a
semantic categorization task related to movemaetiog@ and place (encyclopedic) knowledge to
three different categories of objects (animals/s@nd nontools), we were able to identify the

networks involved in the processing of the two seticdeatures.

The processing of place activated a network ofdaterior temporal and inferior parietal
regions whereas the processing of movement elicited adsdhnetwork of the inferior parietal,
inferior frontal and posterior ITG. These regiomsni a common network for the retrieval of
semantic action knowledge and place, regardlesstiofulus category. We have shown that,
when normal adults make semantic judgments on pdack movement feature, a network of
cortical areas is activated, remarkably consistatit those found in other studies using pictures
of objects. Furthermore, we demonstrated that withese regions statistical analyses did not
show any significant interaction between categoflégse findings suggest that this visuomotor
“action network” is not more specialized for tott&n for nontools or animals, and therefore that

it is active not only when people process the megaof graspable objects.
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CHAPTER 4: “ATL IN SEMANTIC AND NAMING” A VBM STUDY ON
PATIENTS AND AN fMRI STUDY WITH NORMAL SUBJECTS

The following chapter describes two experimentst Pavill present the Voxel-Based
Morphometry (VBM) study with patients, while Pattwill report an fMRI experiment with
normal subjects. These studies aim at the invegiigeof the anatomical organization of
processing famous faces, in particular, the funetioinvestigation allowed to disentangle

between semantic and lexical retrieval processing.

PART I: VBM STUDY ON PATIENTS

4.1 AIM OF THE EXPERIMENT

In the present study, we wanted to investigateatietomical organization of processing
famous faces distinguishing brain regions respdadir recognition, semantic association and
naming. To do this we used VBM on structural MRhagpes, a structural neuroimaging technique
that is not affected by artifacts in the anteremnporal lobe, and we included patients with known

damage to this region, such as SD patients.

4.2 METHODS

VBM is a technique that converts structural MRIladmito spatially normalized images of
gray matter density, and makes inferences aboutifferences between normal subjects and

patients in a regionally specific and quantitafighion.
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In this study we correlated accuracy scores obtiaibg patients in three tasks that
differentially separated the three steps — recagnitsemantic association, and naming — in the
face-processing cascade. This technique alloweb @soid confounding artifacts produced in
BOLD imaging of the anterior temporal lobes. We extpd that differential scores on each of
these tasks might correlate with unique gray matbérmes in the temporal lobes in such a way
as to localize the neuroanatomic correlates of [farnty-checking, personal identity retrieval,

and naming.

4.2.1 Subjects and Patients assessment

We collected MRI images from a group of 107 pase@i4 male, 64 female, mean age:
62,88, range 47-79) with both varying degrees ogbamment and different patterns of gray

matter atrophy.

The patients were recruited through the Memory @&uing Center (MAC) at the
University of California, San Francisco (USCF) amédre diagnosed with Alzheimer Dementia
(AD), Primary Progressive Aphasia (PPA) and itse¢hwvariants: Semantic Dementia (SD),
Progressive Nonfluent Aphasia (PNFA) and Logopépiogressive Aphasia (LPA) (Gorno-
Tempini et al. 2011); The behavioral variant of mTemporal Dementia (FTD), Dementia
with predominant motor symptoms: Corticobasal Degation (CBD), Lewy Bodies Dementia
(DLB), Progressive Supranuclear Palsy (PSP); akageAmyotrophic Lateral Sclerosis (ALS),
Mild Cognitive Impairments (MCI) and clinically noral subjects (NC). All these diagnosis were
based on published criteria by a multi-disciplindeam of neurologists, neuropsychologists,

neuropsychiatrists and nurses after a comprehersigiiation including neurological history
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and examination, and neuropsychological testingnemory, executive function, visuospatial
skills, language and mood. The different neurodegsive diseases are characterized by distinct
cognitive and neurological symptoms that reflee #pecific patterns of gray matter atrophy

involved (Boxer et al., 2006; Gorno-Tempini et aD04).

During the neuropsychological screening batteryt tpatients underwent, general
intellectual function was assessed using Mini MeState Examination (MMSE) and functional
status was tested using the Clinical Dementia Batoale (CDR). The study was approved by
the UCSF committee on human research. All subjeaigided written informed consent before
participating. Patients that were included in thalgses (66 subjects) were required to score at
least 11 out of 30 on the Mini-Mental Status ExXAMASE), 1 at the Naming Test, 5 at the Facial
Recognition Test and 10 at the Semantic Task Taplest. Demographic and clinical variables

are reported in Table 4.1.

Tab. 4.1Demographic characteristics of the subjects inaudehe VBM study

NC AD CBD/PSP/DLB | FTD MCI PPA AD ALS | MNRC
(n=16) | (n=8) (n=7) (n=6) (n=3) | (n=14) | (n=5) (n=2) (n=5)
Age 68.25 59.25 66.42 58 65.3 66.28 66.6 55 58,2
M/F 4/12 4/4 3/4 4/2 1/2 4/10 4/1 2/0 2/3
MMSE 29.56 23.5 27.57 25.5 29 22.28 27 29.b 28./75

Table 4.1 Means of Age and means of MMSE scores areported for each clinical

group. NS = clinically normal subjects; AD = Alzheiner's disease; PSP/CBD/DLB =
patient with dementia and predominant motor symptons (progressive supranuclear
palsy, corticobasal degeneration, dementia with Lewbodies); FTD = frontotemporal

dementia; MCI = mild cognitive impairment; MNRC = patients that did not meet any
research criteria; PPA = primary progressive aphas (only patients with and with LPA

and PNFA have been included in this group); SD = seantic dementia; MMSE = Mini-

Mental State Examination.
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4.2.2 Stimuli

All subjects were administered with three testssesiimg of a set of 20 black-and-white
photographic stimuli of celebrities, i.e. enter&as politicians, royalty, and athletes. The
photographs were reproduced on white horizontailgnbed sheets of paper and were presented

one-at-a-time to the participants. Participantsenggven as much time as they needed to respond.

4.2.3 Famous Faces Task

Famous faces processing was tested using an exgeambattery comprising three
different tests: 1) The Recognition Test: in whilbjects were asked to make a famous face
familiarity judgment, pointing to the familiar facamong three unfamiliar distracters; 2) The
Famous Faces Semantic Association Test: in whibfests needed to match two famous faces,
among three choices, according to profession; anth8 Famous Faces Confrontation Naming
Test: in which subjects were asked to name ea&h fagure 4.1 shows example stimuli for each

test.

Fig. 4.1 Examples of stimuli used in the: Famous [eas Confrontation Naming Test (A);
Famous Faces Semantic Association Test (B); Recoiyon Test (C).
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4.2.4 Image Acquisition and Preprocessing of Structural @ta

MRI scans were obtained on a 1.5T Magnetom Visigstedn (Siemens, Iselin, NJ), a
standard quadrature head coil and previously destrsequences to obtain scout views of the
brain for positioning subsequent MRI slices, protensity and F-weighted MRIs and F

weighted (MP-RAGE) images of the entire brain. MR&E images were used in the analysis.

4.2.5 Voxel-Based Morphometry Analysis

VBM analysis included two steps: spatial preprocgsgnormalization, segmentation,
Jacobian modulation and smoothing) and statistinalysis. Both steps were implemented in the
SPM2 software package (Wellcome Department of Im@giNeuroscience, London:

http://www.fil.ion.ucl.ac.uk/spmrunning on Matlab 6.5.1 (MathWorks, Natick, MA3d hoc

templates an@ priori images were created by averaging 30 age-matchedahaontrol scans

that had been normalized and segmented in the MWh{real Neurological Institute) stereotaxic
space. A two-step segmentation procedure was then appligtie scans in this analysis. First,
T1l-weighted images were segmented in native spBeeh gray matter image was then
normalized to the gray matter template. The pararsebbtained from the gray-matter
normalization were then applied to the originalifrtages. Finally, the normalized images were
segmented again into gray matter, white mattercamelbrospinal fluid. Gray matter voxel values
were multiplied by the Jacobian determinants derivem the spatial normalization step
(Jacobian modulation), in order to preserve thgainvolumes. Modulated gray matter images

were then spatially smoothed with a 12 mm FWHMrizoit Gaussian kernel.
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All subjects were entered as a single group. Age gender were entered as nuisance
covariates. We accounted for global levels of diyopy scaling each image by its total
intracranial volume. The significance of each dffefcinterest was determined using the theory
of Gaussian fields. We accepted a statistical Huiesof p<0.05, (SPM family-wise error — FWE,

corrected for multiple comparisons).

In order to investigate whether there were sigaiftcdifferences in anatomic localization
and lateralization between familiarity judgmentsd girocesses that require the activation of
transmodal “semantic” neurons, we entered namiegpgnition, and association scores as
covariates in three separate analyses. Three efiffestatistical models were implemented to
assess the global effect of total recognition s¢@eneral Recognition Effect), of total semantic
score (General Semantic Effect) and the naminges{@eneral Naming Effect). All subjects

were entered as a single group regardless of alidiagnosis.

To look for a general naming effect, we used then sof naming scores of all
subcategories as a single covariate. The generaingaeffect was tested using a t contrast,
assuming that decreasing naming abilities wouldabsociated with decreased gray matter

volumesWe calculated the recognition and the semanticeifiean analog way.

4.3 RESULTS

4.3.1 Behavioral Data

Means of accuracy obtained at the three FamoussRasks are reported separately

(Table 4.2) for each category of patients. Stattanalyses were conducted to test for group
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differences in total naming accuracy. We used &aridte analysis of variance (General Linear
Model), in which we entered the sum of scores acrdgagnostic groups (NC, AD,
CBD/PSP/DLB, FTD, MCI, PPA, SD, ALS, MNRC) as adik factor. Total naming scores
varied significantly across groups [F(8,99) = 18,23 < 0.001]. Bonferroni’s method was used
for post doc pair-wise group comparisons. Post lanalysis revealed that the naming
performance of SD patients was significantly lowdren compared to all the other groups, apart

from the AD group.

Tab. 4.2 Means and Standard Deviations of Recognition/Sénilaming Tests Grouped by Clinical
Diagnosis

CBD/
NC AD FTD MCI PPA SD ALS MNRC
PSP/DLB
(n=16) | (n=12) (n=13) (n=3) (n=16) | (n=28) | (n=2) (n=7)
(n=10)
18 15.6 14.7 14.77 16.3 16.37 12 19 13.72
REC
(1.7) (2.2) (3.7) (6.1) (2.8) (38) | @46) | (1.9 (4.9)
18.12 16.42 18.3 14 18 16.5 12.71 16.5 15.36
SM
(0.8) (2.6) (3.8) (3.9) Q) 3) (3.1) (3.5) 4.2)
13.75 4.5 7.3 8.30 11 8.81 0.35 13.5 5.63
NM
3) (5.4) (4.6) (6.8) (3.6) (6.3) (1.8)* (3.5) (5)

Table 4.2 Means of accuracy for the total scores tdined by the overall group of
patients (107) at the three behavioral tests withaimous faces: REC=Recognition Test;

SM=Semantic Association Test; NM= Confrontation Naring.
* p < 0.01 vs. each of the other groups in pairwiseomparisons, except AD.
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4.3.2 Voxel-Based Morphometry Data

General Recognition Effect

There was a significant positive correlation betveecuracy in recognition scores and
gray matter volumes (Tab. 4.3, Fig. 4.2A) in thiateral MTG, ITG and middle temporal pole,
left superior temporal pole, left IOG and right pggampus and left fusiform (p < .05, FWE

corrected for multiple comparisons).

General Semantic Effect

There was a significant positive correlation betmveecuracy in recognition scores and
gray matter volumes (Tab. 4.3, Fig. 4.2B) in tightiMTG, bilateral ITG, left middle temporal
pole, right superior temporal pole, bilateral sugefrontal gyri (SFG), left MFG and right

fusiform right anterior cingulum (p < .05, FWE ocected for multiple comparisons)

General Naming Effect

There was a significant positive correlation betweaecuracy in scores and gray matter
volumes (Tab. 4.3, Fig. 4.2C) in the bilateral IT@®e left superior temporal pole, the right

fusiform and the right hippocampus and in the defigdala and bilateral cerebellum.

Table 4.3Results of the VBM Correlation Analysis

Brain area MNI coordinates Extend | P Max T

(mm?)

General Recognition Effect
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Right middle temporal 64 -6 -16 7782  <0.001 7152
Right middle temporal 66 -14 -16 7.09
Right middle temporal 52 -6 -18 7.05
Right Hippocampus 30 -1p -12 1020 <0.001 6,44
Left inferior temporal -60 -18 -28 2244 0.001 15,
Right inferior temporal 58 -58 -16 309 0.0p1 &0
Left superior temporal pole -40 6 -20 2b5 0.008 505
Left middle temporal -46 -2 -14 5.23
Left middle temporal pole -36 P -42 303 0.009 &l4
Left inferior temporal -40 -12 -38 5.34
Right middle temporal pole ap 16 -38 114 0/01 65.4
Left inferior temporal -60 -54 -10 57 0.018 5.28
Left inferior occipital -50 -66 -16 24 0.029 5.13
General Semantic Effect
Right Fusiform 30 -8 -4 10878  <0.001 8
Right middle temporal 7.13
Left inf temporal -60 -1d -30 15537 <0.001 762
Left middle temporal pole -46 -8 -42 7.3
Left middle frontal -24 52 28 7P 0.004 5.72
Right cerebellum 5( -48 -40 33 0.016 5.3
Right superior temporal pole 54 12 -14 48 0102 258.
Right superior frontal 24 an 40 9 0.024 5/18
Left inferior temporal -52 -66 -18 39 0.029 5.14
Left superior frontal -22 64 1p 21 0.029 5.03
Right inferior temporal 56 -56 -18 21 0.03 512
Right middle temporal 70 -24 4 18 0.083 5]09
Right anterior cingulum 4 34 2P 6 0.034 5.08
Right superior temporal pole 34 18 -28 6 0.039 453.0
Left superior frontal -16 46 40 3 0.04 5.04
Right fusiform 42 -34 -26 3 0.043 5.01
Right superior temporal pole 34 22 -80 3 0.049 74.9
General Naming Effect
Left amigdala -22 -4 -14 18543 <0.001 8.4
Left inferior temporal -56 -8 -34 7.68

96



Left inferior temporal -42 -2 -18 7.59
Left superior temporal pole -42 26 -20 2p5 <0.001 6.43
Right inferior temporal 4( 6 -46 1083 <0.0p1 ©[3
Right Fusiform 30 -8 -44 5.5
Right Fusiform 20 2 -40 5.17
Right Cerebellum 26 -76 -5¢ 486 0.001 5/99
Right Hippocampus 24 -10 -12 732 0.002 5(93
Left Cerebellum -28 -74 -56 558 0.003 581
Right Fusiform 42 -12 -40 27 0.037 5.06

Table 4.3 Note: P-values (P) and maximum T statists (Max T) are reported for the
local maximum of each cluster. P-values were contiled for FWE (in the group of 64
subjects: FWHM = 13.1 mm 14.4 mm 13.1 mm; Volume £82193 voxels = 518.3 resels.
For single clusters, which clearly extended into seral areas of the brain, the local
maxima in these additional areas are indicated irtalics

Figure 4.2: Surface rendering of the parametric map of t-statistic for VBM analyses.
General Recognition effect (A), General Semantic Ect (B), General Naming Effect
(C). Height threshold and scale of t-statistic isndicated in A.
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4.4 DISCUSSION OF RESULTS
We correlated accuracy in recognition, semantic aadhing retrieval of different
categories of faces with voxelwise gray matter wads in 66 patients with neurodegenerative

diseases using VBM.

Our data supports two conclusions: first, we ideadithat the semantic retrieval system
elicits a network within the anterior inferior amaiddle temporal pole bilaterally; second, that
within the left temporal lobe, nhaming occur mor@eiorly than semantic association, eliciting

activations in the most posterior part of the iidetemporal lobe.

These data are consistent with previous studieshwhtate that semantic and lexical
processing of faces involved mainly temporal regi@@orno-Tempini & Price 2001b; Perani et
al. 1999) and in particular left temporal areas @atecial for naming (Howard 1995; Howard &
Gatehouse 2006; Lambon Ralph, Sage, & Roberts,)2@0dies by Damasio and colleagues
(Damasio et al. 1996; Damasio et al. 2004; Traf@62 with a large population of patients with
focal lesions suggest that the left anterior teraptwbe (ATL) is crucially involved in naming
faces while the right ATL is crucial for recogniginfamous faces (Tranel et al. 1997).
Regardless, in order to claim the conclusions tatderived from our data we would need a

linear comparison between semantic and naming psotg

Unfortunately, the procedure implemented for theM/Btudy does not allow us to
understand the differential role of areas implidaite the processing of proper names versus
biographical knowledge (i.e. semantics), becaus@un patient population we do not have
enough patients who identify and do not name awdetifiect is likely to come from the SD

patients who have lesions in the ATL and presemainment at the level of semantic retrieval
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and therefore they show inability in the generattdmames (McKenna & Warrington, 1980;
Semenza & Zettin, 1988; Lucchelli & De Renzi, 199®) the behavioral analysis, SD patients
showed a significantly lower performance in namaognpared to the other groups (Table 4.2).
Thus, the scores obtained at the Naming task bgEhgroup may not represent a pure measure

of their deficit and therefore become useless tapait in the correlation VBM analyses.

With the fMRI experiment described in Part Il, wéed to disentangle semantic and
naming processes. Based on previous studies wecig@dhat semantic and lexical retrieval are

characterized by different neural correlates.

PART II: “ATL IN SEMANTIC AND NAMING”
THE SECOND fMRI EXPERIMENT

4.5 AIMS OF THE EXPERIMENT

The occasional failure to name well-known peopl&isommon experience in healthy
individuals and suggests that naming is a procasekow independent from the identification of
a person. In aphasia and in normal aging, thisicdiffy to retrieve names can become
pathological and is called “anomia”. Anomic subgecan show preserved semantic knowledge of
items they cannot name, thus suggesting that, ev@athological situations, the processes of
lexical and conceptual knowledge retrieval canaligge. In these cases, anomia can be caused
by lexical and phonological deficits (Howard 19%ward & Gatehouse 2006; Lambon Ralph
et al. 2000). The dissociation between semanticwlkenge and naming is not a double

dissociation, though, since patients who have sémadgeficits invariably show lexical retrieval
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impairments as well (Butterworth, Howard, & McLoligh 1984; Gainotti, Silveri, Villa, &
Miceli, 1986; Hodges, Patterson, Oxbury, & Funn&B92). This finding is consistent with a
serial, although interacting, naming model in whidime retrieval follows semantic processing

(Bruce & Young 1986; Valentine et al. 1996).

Despite the behavioral distinction between semarmtid naming processes, the
identification of the anatomical correlates of tfwe processes has been difficult and is still
debated. Single case studies in which semantidextichl retrieval processes have been studied
in detail suggest that left temporal and temponoepal areas are crucial for naming but the
precise anatomical location of the lesion was ugumlt detailed in these reports (Howard 1995;
Howard & Gatehouse 2006; Lambon Ralph et al. 20@0pup studies (Damasio et al. 1996;
Damasio et al. 2004; Tranel 2006) on a large pdijomaf patients with focal lesions suggest that
the left anterior temporal lobe (ATL) is cruciallywolved in naming faces while the right ATL is
crucial for recognizing famous faces (Tranel etl@R7). The presumptive role of the left ATL in
naming was then explained by Damasio and colleaglesnasio et al. 2004) in their
“convergence zone” account. According to this aotouhe left ATL would hold the
“dispositions for naming”. Dispositions are the giality to produce the explicit mental
representation of the word or its written and spogatterns. Together, this evidence suggests
that the left temporal lobe and the left inferiariptal region are involved in semantics and

naming, but the specific role of each region i sat clarified.

Recent evidence from patients with PPA (Gorno-Teingt al. 2004; Gorno-Tempini et
al. 2011; Mesulam 1982, 2007;) has suggested atifumat distinction between posterior
temporo-parietal areas on the one hand, and the &Tthe other. Patients with left posterior
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temporal and parietal damage have logopenic PPAaandhia but not a multimodal semantic
deficit (Gorno-Tempini et al. 2011; Henry & Gorn@mpini 2010), whereas patients with ATL
atrophy due to semantic variant PPA typically hananing problems but also a multimodal

semantic deficit (Patterson et al. 2007).

While patient studies suffer from uncertainty retjag the precise anatomical location of
the lesion responsible for the cognitive impairmémbctional imaging studies on semantics and
naming have to meet two different challenges. Firsemantics and name retrieval occur usually
simultaneously and automatically and are diffictdt dissociate in cognitive tasks (Gorno-
Tempini et al. 2000; Gorno-Tempini et al. 1998; Muary et al. 1998). However, as initially
mentioned, the failure to retrieve proper nameseiatively frequent in healthy individuals
(Brown 1991). In this study we therefore used ag@m involving famous people. This gave us
the opportunity to dissociate semantics and lexpcatessing, an opportunity we would not have

had with categories of non-unique objects (e.gnats, tools, vehicles) and common names.

Secondly, the ATL is a region of the brain thadiicult to investigate with fMRI. The
proximity of bone and air-filled cavities with vewifferent magnetic susceptibilities leads to
geometric distortions and signal loss, well-recagdilimitations of EPI, particularly with high-
field MRI (Devlin et al. 2000; Gorno-Tempini et &002; Ojemann et al. 1997; Robinson et al.
2004; see Visser et al. 2010b for review). Theesfthe use of standard EPI may preclude the
detection of task-related activity in the ATL, esjadly when using a higher field magnet. Studies
using more sophisticated image acquisition techesdBinney et al. 2010; Simmons et al. 2010;

Visser et al. 2010a) succeeded in finding ATL aation for semantic representations.
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The main aim of this study was to characterizertite of the left temporal and inferior
parietal regions in semantics and name retrievedgublood-oxygen-level-dependent (BOLD)
fMRI. To address this, we first optimized BOLD siingy of 4 T gradient echo EPI in ATL
areas, considering slice thickness, echo time,ripplaf the phase-encode gradient, slice angle
and shimmingWe then used the optimized fMRI protocol to stuéynantic-biographical and
proper name retrieval in a group of 21 healthy sctisi We askedubjects to perform a semantic
(profession) same-different matching task in thanser to ensure subjects' performance and
attention to semantic information. The ability teemtify and name the famous faces that were
shown was assessed individually in a post-scanbpégvioral test, presenting all famous faces

once again.

Based on this post-scanning assessment, we wezet@lgompare the BOLD response
during trials in which celebrities could be cortgdtientified and named, to trials in which faces
were correctly identified without the name beingaleed. Based on previous findings in PPA
(Gorno-Tempini et al. 2008; Gorno-Tempini et all20Patterson et al. 2007), we predicted that
a network of regions, including bilateral ATL, lgfbsterior temporal and the inferior parietal
regions, would be activated by the semantic matrctask but that the more posterior left lexical

and phonological regions would show greater respéorsname retrieval.
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4.6 METHODS

4.6.1 Subjects and Procedure

Twenty-one native Italian-speaking volunteers tpakt in the study (7 males; mean age:
28.4 years, range: 19-49 years). All participangsemright-handed, had normal or corrected-to-

normal vision, and none reported a history of heady or other neurological problems.

4.6.2 Stimuli

Three types of stimuli were used: famous facesnawk faces, and scrambled faces.
Black and white photographs of 105 famous facdsatin and internationally known celebrities
were selected. Their names are listed in AppendiXdble 2. Thirty-six healthy controls (ages
ranging from 25-70) were asked to identify, namd eate the faces for familiarity. All of the
celebrities belong to one of the following categseripolitics, entertainment, sports, clergy, royal
family, journalism, and business. The famous fagese then assembled in pairs of celebrities
belonging to the same category (65 picture paisspdirs of women, and 50 pairs of men) or
belonging to different categories (65 picture pal® pairs of women, and 49 pairs of men). We
selected pictures in order to maximize attentiotd BR semantic processing. See figure 4.3 A,B

for example pairs, and Appendix B, Table 2 for mptete list of pairs.

In order to create picture pairs of unknown facgs, chose 150 grayscale pictures of
unfamiliar faces (74 females and 76 males) from“ieltiracial Faces” database created by the
Tarrlab at Brown UniversityStimulus images courtesy of Michael J. Tarr, Cefaethe Neural
Basis of Cognition, Carnegie Mellon University,gtbwww.tarrlab.org). Four types of picture

pairs were created: same females, same malegediffemales and different males. Picture pairs
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of the same person were taken from slightly difiéngerspectives and showed the person with
slightly different facial expressions. In contrgstture pairs of different persons were seleated t
be as similar as possible (for example pairs spedi4.3 C, D). This allowed us to increase task
difficulty, matching it as closely as possible toetlevel of difficulty in the condition FF.
Unfamiliar faces were matched with famous facesaige, nationality and confounding factors
such as position of the face, expressions, lumin@sid the presence of glasses or earrings. We
selected 80 picture pairs (i.e. 20 of each typa) Were most consistently perceived as the same

or different person in tests with a sample of 18Ity subjects.

Figure 4.3 Examples of stimulus pairs for the threeonditions FF (A,B), UF (C,D), and
SF (E,F). Subjects had to do a same/different judgemt regarding the persons’
profession (condition FF), the identity of the face (condition UF), or the identity of the
images (condition SF). Respectively one matched pd&A,C,D) and one unmatched pair
(B,D,F) is shown for each condition. For details setext.
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The stimuli for the control condition SF were cezhby scrambling both types of faces,
i.e. famous and non-famous faces (see Fig 4.3 Hd)maintain a constant spatial frequency
power density spectrum in these scrambled facesnémipulation was performed on the phases
of each spatial frequency in the image. The phésach lower frequency component, starting
from the lowest frequency, was swapped with thesphaf a corresponding higher frequency
component, starting with the highest. A pattern wltsined that was no longer recognizable as a
face. The scrambled faces were arranged in 20 padiferent pictures and 20 pairs of identical

pictures.

All pictures were scaled to 315 x 260 pixels (visaragle: 6.05° x 4.85°). Pairs of pictures

were displayed next to each other, in the centtbe¥isual field and on a black background.

Visual Stimulation

Stimuli were back-projected onto a screen withgait-crystal projector at a frame rate of
60 Hz and a screen resolution of 1,280 x 1,024IpiRarticipants viewed the stimuli binocularly
via an adjustable mirror mounted on the head &iimulation was programmed using the in-
house software “ASF” (Schwarzbach in press), lbas: the MATLAB Psychtoolbox-3

(Brainard 1997) for Windows.

4.6.3 Procedure

All participants underwent 2 functional scanningswvith the task, each of 14.2 minutes
duration. After the scanning session, subjects peesented with each famous face to assess

identification and naming scores.
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4.6.4 Tasks

A mixed blocked/event-related design was used. &hegre three different conditions,
which were presented in blocks. At the start ohdalock, a written instruction was shown for 2
seconds to inform subjects of the upcoming taséinftius faces” or “unknown faces”). Within
each block, trials were jittered to allow analybmssed on different responses. Each condition
involved the presentation of pairs of pictures.tte first condition, two famous faces were
presented and subjects were asked to perform ansientask, deciding whether the people
shown had the same profession (condition FF). énsttond condition, two unknown faces were
presented and subjects were asked to perform a-ddi@esnt visual matching task, deciding
whether the images were of the same person (conditF). In the third condition, two
scrambled faces were presented and subjects weed &s perform a perceptual task, deciding
whether the two images were identical (conditior). Stibjects were instructed to press a key
with their right index finger to indicate a “Yesésponse, and to press a key with the left index
finger to indicate a “No” response. Response timese collected using in-house software
“ASF” (Schwarzbach 2011), based on the MATLAB Pstgmlbox-3 (Brainard 1997) for

Windows.

Of the 21 subjects, 13 were scanned with 80, 80 4Mdrials respectively in the
conditions FF, UF, and SF. The remaining 8 subjeei® presented with 130, 40, and 40 picture
pairs in the same conditions. In this second grthuplarger number of picture pairs was used for
the FF condition because trials in this conditiogrevto be subdivided in the analysis according
to the naming and identification abilities of eanHlividual subject, assessed after the scanning
session (see below for details).
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Each picture pair was presented at the centreeo$¢heen on a black background, for 3.5
seconds. Inter-trial-intervals were jittered inange of 2-7 seconds (mean = 4.5 seconds). A
black screen with a fixation-cross in the centres whown during these periods. Each scanning
run contained 15 blocks: 5 in each condition. Baldtk of a given condition type contained the

same number of trials.

Subjects were familiarized with the task before &x@eriment using a separate set of
stimuli. They were instructed to respond as qui@dypossible, and to respond even if they were
unsure about their decision. For famous faces, tinene asked to concentrate on the semantic

task without thinking about the name of the person.

Post-scanning behavioral assessment of identiboagind naming ability

After the scanner session, subjects were agairepied with all the famous faces they
had been shown in the fMRI experiment. Each face prasented on a computer screen for a
maximum of 5 seconds, and subjects were asked ate ¢he proper name and the
profession/category of the person shown. A face eassidered as identified correctly if the
profession/category was stated correctly. Thesa datre used to categorize trials of condition
FF individually for each subject, depending on thadility to name and identify the faces shown
in the corresponding picture pair. This categormatvas critical for testing our main hypothesis

on semantic and lexical processing and is explaime@tail below.
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4.6.5 Behavioral Data

Subject responses were collected with fMRI-compatiesponse pads for the left and
right hand (Lumina LU400-PAIR, Cedrus, United SsateReaction time and accuracy of
response was calculated for the different condstiand compared among conditions using one-
way repeated measures ANOVA. Post-hoc analysispgeermed using t-tests and Bonferroni

correction.

4.6.6 Trial Splitting and Hypothesis Testing

The aim of our study was to reveal, in a first s, brain areas involved in the
processing of famous faces in general. In a seeamadysis, we attempted to distinguish areas
contributing to lexical retrieval. Both these arsay required the classification of trials in the FF
condition depending on the subjects’ ability toreotly identify and/or name the famous faces in
the post-scanning behavioral assessment. Althoughcellected behavioral responses to the
profession-matching task in the scanner, we consilihe post-scanning explicit description as a
more specific index of semantic knowledge. Furtrennaming could only be assessed post-

scanning. The schemes of trial splitting for ouo twajor analyses are described below.

Trial Splitting for Analysis 1 (Famous Faces Netigor

In the first analysis, we were interested in rewmeplthe overall effect of semantic
processing, independent of lexical retrieval. Tosdp we isolated trials in which subjects knew
both famous faces, and therefore had access telded semantic information. In order to do

this, trials in condition FF were split into twoaogips: trials in which both faces were correctly
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identified in the post-scanning assessment (FF-kgpand trials in which subjects could not
identify both faces correctly (FF-unknown). Contiag FF-known against condition SF would
then reveal the overall network involved in proeegsamous faces. The range of processes
captured by this contrast would include high lewisLial processing specific to faces as well as
semantic and lexical retrieval processes. A conjanaf this contrast, i.e. FF-unknown vs SF,
with the contrast of condition UF versus SF wouldva isolation of high level visual processing
common to both tasks. A third contrast, betweenkik&an and condition UF, could finally

reveal all semantic and lexical processes whicheymnd the pure visual processing of faces.

Trial Splitting for Analysis 2 (Naming Effect):

In the second analysis, we were interested in ifiyamgj networks contributing to lexical
retrieval processes. In order to study lexicaliegtl, without confounding it with different levels
of semantic processing or the task performed irstia@ner, we included only trials in which both
faces could be correctly identified (i.e. FF-knowiut split these trials further into two
subgroups: trials in which both faces were coryeothmed in the post-scanning testing (FF-
named); and trials in which subjects could not ndmoth faces (FF-unnamed). The ability to
retrieve proper names could then be captured byrastimg FF-named against FF-unnamed. In
order to avoid effects being compromised by nomge,conducted this second analysis only for
subjects who had at least 16 trials of each typerd were 12 subjects who met this criterion and

were therefore included in the second analysis.

Since FF trials were classified as known, unknawamed or unnamed based on the post-

scanning session we included in the analyses als tn which subjects gave an “incorrect”
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performance in the scanner. Since post-scannirfgrpgnce showed that subjects actually knew
the celebrities, these “incorrect” responses onsemmantic matching task in the scanner were
really atypical categorizations since celebritiaa bave more than one profession (e.g. actor and
singer). Similarly, FF trials in which subjects dmbt identify both faces post-scanning were
classified as FF-unknown and excluded from the yeesl regardless of performance in the

scanner.

4.6.7 fMRI Statistical Analysis

Effects at the individual subject level were estadaby fitting a General Linear Model
for each voxel using SPM5. The two functional rdos each subject were concatenated. The
design matrix consisted of one explanatory varigBé) per experimental condition and run.
The number of EVs was different for our two anasys#epending on the scheme of trial splitting
in condition FF (see above). For the first analydisEVs were used, corresponding to the
conditions FF-known, FF-unknown, UF, and SF. The #V condition FF-unknown was
included in the model as an effect of no interéstt the second analysis, 5 EVs were used,
corresponding to the conditions FF-named, FF-undarmRE-unknown, UF, and SF. Here, only
the first two EVs were of interest for the expenmta hypothesis. All of these EVs were created
by convolving a boxcar function (corresponding uration to the stimulus presentation) with a
canonical hemodynamic response function (HRF). éaoh run, 6 additional regressors were
included, corresponding to the head motion parametstimated during the realignment step,
and one variable encoding the mean of the run. Mpdeameters were estimated through

restricted maximum likelihood (ReML) using an aeigressive AR(1) model to correct for non-
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sphericity arising from serial correlations. Theadand model were high-pass filtered with a cut-

off frequency of 1/128 Hz.

Contrast images calculated in the first level odlgsis were entered in a random effects
analysis, to infer effects on the population levidiis second level of analysis was conducted
using the flexible-factorial design implemented SPM5. Contrasts at the second level were
calculated at the single voxel level and corredt@dmultiple comparisons. For the Analysis 1
(i.e. semantic contrast), we corrected for Familisg&\Error (FWE) at P<0.05, taking advantage
of the ability of FWE to detect small clusters tha¢ reliably activated. For the Analysis 2 (i.e.
lexical contrast), we did cluster size correcti@tduse we did not anticipate strong effects given
that naming was an implicit process, and givenldivger number of trials. Following a whole
brain uncorrected voxel-wise with a threshold &d.04, we only activations surviving at p<0.05
(FWE) at the cluster level were accepted as sipniti. We also performed a small volume
correction to reduce the risk of false negativeiltesn the left temporal lobe. The ATL volume
included the temporal pole and extended posteriorlihe -10mm MNI coordinate, in order to

include also the MTG cluster found in the semaowictrast between conditions FF versus UF

All results were displayed with MRIcron (Version July 2009, Chris Rorden,
http://www.mricro.com), overlaying functional dada the provided single subject T1 template.
Anatomical labels were determined based on visusdeaction of the data with reference to the

atlas of Duvernoy (1999).
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4.7 RESULTS

4.7.1 Behavioral Data

Based on the post-scanning performance, we firsedd-F trials in FF-known and FF-
unknown (Analysis 1, overall famous faces netwoHRgr the lexical retrieval analysis (Analysis
2, naming effect), we split the FF-known trials FfF-named and FF-unnamed (see methods
above for more details). The number of FF-knowaldrranged from 79-130. FF-unknown trials
were generally fewer and even absent for some stsbgnd were not included in the analyses.
After splitting FF-known further, we had enough R&med (range from 16-97) and FF-unnamed
(range from 16-63) trials for twelve subjects. Tg®portions of FF-named and FF-unnamed

trials are shown for these 12 subjects in figudB4.

Performance in the scanner was analyzed for s@lsbased on the post-scanning results
described above. Subjects responded faster and acotegately during trials of type FF-known
compared to trials of type FF-unknown (Fig. 4.4Ahis finding was to be expected since
subjects’ performance on the trials in which they ribt know the celebrities should depend
mainly on guessing, i.e. “real errors”. Comparedrtals of type FF-known, subjects reacted
faster in conditions UF [t(20)=-12.14, p<0.001] &H [t(20)=-11.21, p<0.001]. Accuracy was
also higher in UF [t(20)=4.82, p<0.01] and SF [)&®28, p=0.02] when compared to FF-
known. Since FF-known were correctly recognizedt4seanning, “errors” in this condition are
likely due to “atypical” categorization of celehes with multiple professions (see methods).
These findings nevertheless indicate that the U& &R conditions were less effortful. No

significant difference was found between conditibiftsand SF.
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For analysis 2 (Fig. 4.4C), there was no signifiadifierence in accuracy during scanning
for the FF-named and FF-unnamed [t(11)=2.07, p3013& reaction times were significantly
faster [t(11)=-3.83; p=0.016] for FF-named. Thiading suggests greater effort for the FF-
unnamed trials. As a consequence, we argue thapasigive effect of naming on the functional

data (i.e. FF-named > FF-unnamed) cannot simplgxpéained by task difficulty, which has the

opposite sign.

A Performance in the scanner in conditions relevant for analysis 1
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Figure 4.4 Reaction times and accuracy in the scagnis shown in panel A for all 21

subjects and in all conditions (i.e. conditions FFUF, and SF). According to the post-
scanning assessment, trials of condition FF were lggndividually for each subject into

a first group in which subjects knew the pair of pesented famous faces (FF-known) and
a second group, in which they did not know both faes (FF-unknown). The second
group of trials was considered “real” errors, sincesubjects could do the semantic
matching task inside the scanner only on guessingonsequently, these trials were
excluded from the analysis of functional data. Analsis 1 investigated the overall
famous faces network. For Analysis 2 which investajed the naming effect, the trials
with known famous faces were further split into twosubgroups (i.e. FF-named, FF-
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unnamed) according to subjects’ ability to name thm in the post-scanning assessment.
Panel B shows the percentages of FF trials falling these subgroups for the 12 subjects
included in Analysis 2. Panel C shows for the sam&ubjects the performance in the
semantic matching task done during the scanning s&sn. For details see text.

4.7.2 Functional Data

Table 4.4 Activations Associated with the different conteagerformed for Analysis 1

Contras Brain area MNI coordinates Extend P Max T
t (mm?)
X y z
FF vs. SF (including 21 subjects)
Right fusiform 42 -51 -24 1528p (0] 15.56
Right inferior occipital 42 -78 -12 13.7¢§
Right middle temporal 45 -53 15 9.17
Left precuneus -3 -54 15 547%6  <0.001 12,98
Left amygdala -21 -6 -12 10.25
Left thalamus -6 -9 3 9.88
Right amygdala 24 -6 -15 8.97
Right hippocampus 33 -12 -18 8.72
Left caudate -12 9 6 8.72
Left hippocampus -30 -15 -15 7.99
Right caudate 12 12 6 7.08
Left inferior frontal (pars triangularis) -45 24 21 12150, <0.001 11.84
Left fusiform -42 -72 -18 7749  <0.001 10.92
Left inferior occipital -42 -81 -15 10.6¢
Left occipito-parietal junction -36 -7p 42 4644 0.6801 9.67
Right inferior frontal (pars orbitalis) 33 33 -12 1296| <0.001 9.05
Left temporal pole -39 12 -3B3 1215 <0.0p1 9|04
Right middle temporal 54 -9 -2 1701 <0.001 8.2
Left middle temporal -57 -6 -18 1269 <0.001 7165
Right medial frontal 6 42 -18 1944  <0.001 7143
Right temporal pole 36 1p -33 405 0.001 6/87
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Right inferior frontal (parg 45 24 21 648 0.003 6.42
triangularis)

Conjunction(FF vs. SF; UF vs. SF) (including 21 sybcts)
Right fusiform 42 -51 -2 9450 <0.001 15.56
Right inferior occipital 42 -78 -12 13.78
Right middle temporal 48 -66 12 6.8
Left fusiform -42 -72 -18 5040 <0.001 10.92
Left inferior occipital -42 -81 -15 10.68
Right amygdala 24 -6 -15 2889 | <0.001 8.97
Left amygdala -21 -6 -15 1728 <0.001 8.96
Right inferior frontal (pars orbitalis) 36 33 -15 324 | <0.001 6.97
Right inferior frontal (parg 45 27 18 405 0.004 6.29
triangularis)

FF vs. UF (including 21 subjects)
Left precuneus -3 -54 1p 128466  <0.001 15.91
Left caudate -12 6 6 12.27
Left thalamus -9 -6 6 11.87
Left posterior cingulum -3 -36 30 9.44
Left inferior frontal (pars triangularis)| -39 27 6 9.3
Right caudate 18 21 -3 9.18
Left inferior frontal (pars orbitalis) -36 33 -12 7.86
Left temporal pole -39 15 -33 7.53
Left temporo-parieto-occipital junction -33 72 98 9450| <0.001 11.48
Left middle temporal -6( -6 -18 2403 <0.001 8/56
Right middle temporal 60 -3 -15 1809 <0.001 7(54
Left medial orbitofrontal -3 6( -9 2025 <0.001 19.
Right temporo-parieto-occipital 45 -66 30 2457  <0.001 7.08
junction
Left superior frontal -21 57 D 270 <0.001 7.01
Left middle temporal -54 -39 -6 918 0.004 625
Right lingual gyrus 18 -4% -9 324 0.005 6.23
Right hippocampus 5 -1p -18 81 0.p2 5|72
Right middle temporal 48 5 =27 54 0.026 5/63
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FF vs. UF (including 12 subjects)

Left cuneus -6 -66 2y 38664 <0.001 12/81
Left precuneus -6 -57 12 12.61
Left posterior cingulum -3 -39 30 7.63
Left inferior frontal (pars triangularis) -42 24 24 2160 <0.001 8.6
Left cingulum -9 -18 21 351 <0.001 8.16
Right middle temporal 60 D -15 729 <0.0p1 8|04
Left parieto-occipital junction -338 -7p 42 2889 0.e01 7.65
Left temporal pole -42 15 -33 540 0.001 7)08
Right angular 51 -66 27 729 0.004 6.57
Left middle temporal -57 -6 -18 405 0.005 6.47
Left superior frontal -24 54 3 108 0.005 6.46
Right putamen 15 15 -8 57 0.008 6,27
Left medial orbitofrontal -3 54 -1p 837 0.01 6.18
Left inferior frontal (pars triangularis) -39 27 3 81 0.019 5.93
Left inferior frontal (pars orbitalis) -39 3B -12 54 0.026 5.81
Left caudate -6 9 3 2917 0.029 5.7

Table 4.4 Note: P-values (P) and maximum T statigts (Max T) are reported for the
local maximum of each cluster. P-values were contiled for FWE (in the whole group
of 21 subjects: FWHM = 12.1 mm 12.5 mm 11.6 mm; Voine = 42101 voxels = 566.7
resels; in the subgroup of 12 subjects: FWHM = 13.6hm 13.4 mm 12.3 mm; Volume =
43152 voxels = 478.1 resels). For single clustevghich clearly extended into several
areas of the brain, the local maxima in these adddnal areas are indicated in italics.

Consistent with previous studies, perceptual pringsof faces involved mainly the
fusiform and occipital cortex (Kanwisher et al. I991cCarthy et al. 1997), while semantic and
lexical processing went well beyond these visuabastion regions, including our temporal and

parietal regions of interest (Gorno-Tempini & Priz@01b; Perani et al. 1999).

As stated above, we included only 12 subjects mseaond analysis on lexical retrieval.
However, we first wanted to show that the subgroas a representative sample of the whole

group. For this reason, we calculated the contresteen trials of type FF-known and condition
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UF again for the subgroup (Table 4.4). The ovepalitern of activation in this contrast was
similar, although some clusters were activated téesser extent. Most importantly, stable
activation clusters were still present in the tefnporal pole, the bilateral anterior MTG, and the
bilateral TPJ. These were areas predicted to behiaeg in famous face processing (Gorno-
Tempini et al. 1998), and our particular aim wasdisambiguate the role of these areas in

semantic and lexical processing respectively.

GSBWEF-known vs SE R
o v

Figure 4.5 Surface rendering of the parametric mapsof t-statistic for Analysis 1.
Overall effect of processing famous faces in 21 gebts (A, contrast FF-known vs. SF);
effects due to high level visual processing of faxén 21 subjects (B, conjunction between
FF-known vs. SF, and UF vs. SF); and effects due semantic and/or lexical processes
in 21 subjects (C, contrast FF-known vs. UF). Heidlhthreshold and scale of t-statistic is
indicated in C. For details see text.
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Results of Analysis 2 (Naming Effect)

The aim of the second analysis was the identificatf brain areas that would show
greater activation for implicit naming. For thisrpase, we compared the BOLD signal for FF-
known trials that were named in the post-scannesgisn (FF-named) versus the ones that were
correctly identified but not named (FF-unnamed)teanning. Data from 12 subjects were
included in this analysis (for explanation see debral results’). Using cluster size correction
(see methods) this analysis revealed one largeteclysize = 269 voxels = 7263 mn
comprising areas in the left inferior parietal (JRad in the left posterior MTG (Fig. 4.6A). To
reduce the risk of a false negative result in #fe ATL caused by signal noise, we used also a
small volume correction including only the left ATLhis analysis confirmed the absence of any

effect in that region.

In order to visualize the size of the lexical redal effect, BOLD signal was calculated
within two regions of interest (ROI) centered a thcal maxima of the activation cluster in the
posterior MTG (Fig. 4.6B, MNI coordinates: x -63-34; z 6) and in the TPJ (Fig. 4.6MINI
coordinates: x -42; y -60; z 48). ROIs were defiasdall voxels within a 10 mm sphere around

the local activation maximum, and being locatechimithe overall activation cluster.
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Figure 4.6 Effect of naming (Analysis 2). Surfaceandering of the significant cluster
revealed by cluster thresholding at p=0.01 (A). Ble lines indicate the anterior-posterior
position of coronal sections shown in panel B and.O’he local maxima in the MTG (B)
and in the TPJ (C) are indicated by blue cross-has. Percent signal change is shown for
masked 10 mm spheres in both local maxima.

Post-Hoc Analyses Results of Analysis 1 (Famousd$-Betwork)

To identify the overall effect of famous face presieag (e.g. perceptual processing,
structural encoding, face recognition, semantigjcld and phonological retrieval, emotional
processing) we contrasted FF-known versus SF &\, Table 4.4). The areas revealed by this
contrast were bilateral fusiform and 10G, left qut parietal junction (OPJ), left precuneus,
bilateral amygdala and hippocampus, bilateral ceydalateral IFG, right MFG, bilateral MTG,

and bilateral temporal pole (TP).

To isolate further the effect of visual processiiigaces, we calculated the conjunction of

contrasts FF-known versus SF, and UF versus SF @&EB, Table 4.4). Since semantic
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processing of UF is not possible, this conjunctstrould identify perceptual areas. Common
activations were present in bilateral fusiform a@¢, right MTG, bilateral amygdala, and right

IFG.

Finally, to identify the effect of semantic and eawvlexical processes, we contrasted FF-
known versus UF (Fig. 4.5 C, Table 4.4). Areas aéaa by this contrast were left IFG, left TP,
bilateral TPJ, bilateral MTG, left precuneus, tinales, and posterior cingulum, bilateral caudate,

left medial orbitofrontal gyrus, left SFG, righbgual gyrus and hippocampus.

A supplementary analysis was carried out to ingesti how FF familiarity could
contribute to the naming effect. Familiarity ratingere collected during stimulus assembly (see
above). The average familiarity rating of the twe $hown in each trial was covaried out at the
single subject level by adding an additional exatary variable. The clusters in the MTG and
TPJ were still activated for FF-named versus FFanmed, though their volumes were reduced
(4023 mm3 and 891 mm3 respectively). Only the MT@vised correction for multiple
comparisons at the cluster level. So, familiaritglm have contributed to the effect found in the

MTG and TPJ, but could not explain it entirely.

We measured BOLD sensitivity in the ATL (becaus&B1 protocol optimization), MTG
and in the TPJ to investigate whether the lack sfgaificant ATL effect in naming could be
explained by lower overall signal in the ATL. Thgsactually unlikely since ATL optimization is
expected to reduce BOLD signal in areas where tlser® susceptibility artifact, such as the
MTG and TPJ. We nevertheless investigated thisilptiss by comparing tSNR in three ROIs
along the left temporal-parietal lobes. The fir@IRvas the left ATL, defined anatomically as for

the optimization study. The other two ROIs were &G and TPJ clusters. The tSNR was
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calculated from resting state data collected duthng optimization study. The average tSNR
value in the ATL ROI was significantly higher thtrat in the other two ROIs (Figure 4.7). Thus,
the lack of significant lexical retrieval effect the ATL cannot be explained by lower BOLD

sensitivity in this area.

BOLD sensitivity

Figure 4.7 Average tSNR values and standard errorare shown for 3 ROIs along the
anterior-posterior axis of the left temporal lobe.For details see text.

4.8 DISCUSSION OF RESULTS

The main goal of our study was to identify the eliéintial role of the ATL and posterior
temporo-parietal regions in processing semantiogfaiphical information) and lexical (proper
names) information. We applied an ATL-optimized fM#Rotocol and showed that a network of
regions in the bilateral temporal lobes is involwedecognizing, identifying and naming famous
people. The ATL bilaterally was mainly involved semantic processing, while more posterior
left temporo-parietal regions were modulated bydaixretrieval processes. Here we discuss the
implications of our results for understanding thadtional neuroanatomy of semantic processing

and lexical retrieval.
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We found that the ATL was involved in semantic m®ging irrespective of whether or
not names could be retrieved for the identified das faces. Both the left and right ATL
responded to processing semantic information, dégss of naming ability, suggesting a major
role of both ATLs in person-related semantic preges Patients with semantic variant PPA (or
semantic dementia) and ATL atrophy indeed haversgweblems identifying objects, including
people. While most patients with semantic variaRAFhave bilateral or left greater than right
ATL atrophy and show deficits for objects and peofitatterson et al. 2007), some patients with
greater right ATL atrophy show greater difficulty iprocessing biographical information

regarding people (Evans et al. 1995; Gainotti €2@03).

Our results support the view that both hemisphetag an important role in retrieving
person-specific semantic information, although tltey not exclude that different types of
information are processed by each hemisphere @tated literature see Brambati, Benoit,
Monetta, Belleville & Joubert 2010; Gainotti 200Qonnectivity of the ATL with visuo-spatial
and emotional networks in the right and languagasin the left hemisphere might determine a
preferential role of this region in processing aiswerbal and social information (Gainotti 2007).
Further, our results can be accommodated in relatimecent cognitive models of ATL function.
One prominent model states that the ATL acts asmaastic hub, forming amodal semantic
representations, which would enable semantic gératian on the basis of conceptual structure
rather than modality-specific features (Lambon Ra$pPatterson 2008; Patterson et al. 2007).
Another prominent account claims that the ATL supgpeocial conceptual knowledge in general

(Simmons et al. 2010). Our study supports a cemtkd of the bilateral ATL in semantic
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processing. Differences in emotional valence betwfaenous and non-famous faces might have

contributed to the activation in the ATL.

We found that covert naming modulated activationmare posterior parts of the left
temporal lobe and TPJ. These findings are congigigh a role of these regions in the retrieval
and encoding of phonological forms of lexical itemAsview, suggested by Benson (1979) and
Geschwind (1967) in their seminal descriptions tfecent types of anomia and their neural
correlates. Also, the finding that these areasdiren damaged in patients with Wernicke’s
aphasia or transcortical sensory aphasic, who evimvanomic aphasia (Albert et al. 1981), is

consistent with this idea.

There is no detailed study of semantic memory endhl cases, but patients with aphasia
due to vascular posterior left perisylvian damage mbt usually report object or face
identification deficits in everyday life. Similarlypatients with logopenic PPA show impaired
naming, but relatively spared nonverbal semantsoa@ation abilities (Gorno-Tempini et al.
2004; Henry and Gorno-Tempini 2010). Given theipplly being most prominent in posterior
temporal and inferior parietal areas, the symptofmthese patients give further support for the

role of these areas in lexical-phonological process

However, many functional neuroimaging studies,udaig ours, have shown activations
in the left inferior parietal regions in semantisks and a role of this region in semantics has
been postulated (Binder et al. 2009;). Most of ¢hsetuidies were not designed to differentiate
regions that would respond preferentially to namarmgl semantic categorization. When we
performed this specific contrast the left TPJ wassthinvolved in naming. Our results therefore

suggest that the left inferior parietal region @thger with the ATL, the IFG, medial frontal and
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subcortical areas) is part of the semantic netvibarikthat, within this network, it is particularly

involved in name retrieval.

Additional roles in language processing have bagygested for other regions of the
inferior parietal lobe. For example, the ventral Sivhight have a role in articulation and higher
phonological processing (see Price 2010 for revieW)is area was not activated in our
experiment, possibly because the covert retrievial pppper names did not reach the

phonological/articulatory level.

One of the strengths of our study was the idediliaeifamous people as stimuli. Famous
faces indeed allowed us to dissociate semanticsrnamiling in healthy subjects, as lexical
retrieval failure for proper names is common. TWwsuld not have been possible with other
object categories (e.g. animals, tools, etc.) admon names. However, dissociations between
semantic and name retrieval processes for commdrpeyper names have been reported (see
Semenza 2006 for review). Whether our findings gaize to all lexical items remains to be

established.

A limitation of our study might be that naming atils could be tested only after the
scanning session. The naming ability outside tlrser might have been slightly better due to
the repeated presentation of all stimuli, or anmtse due to fatigue. Misclassification of faces as
either named or unnamed might have slightly weattethe statistical contrast between these
trials. It cannot be excluded that increasing $efityi could reveal an effect for naming also in
the anterior temporal lobe. However, we suggest ithahis case the effect in the posterior

temporal and parietal areas would increase as Wk main conclusion that the posterior
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temporal and parietal areas play the predomindatimahe retrieval of proper names would then

remain valid.

We want to emphasize however that our results damply that these posterior areas
exclusively accomplish lexical processing. For anse, earlier stages of lexical processing
involving intermediate representations between sgimand phonological levels (termbinmas
by some researchers) may depend on more anterggotal regions (Damasio et al. 1996;
Damasio et al. 2004). In a recent study using vbaskd lesion-symptom mapping, Schwartz
and colleagues (Schwartz et al. 2009) found thatadge to anterior and middle temporal regions
was predictive of semantic naming errors (e.g. ngna cat as “dog”), suggesting a role in
lemma retrieval (though cf. Tsapkini, Frangakis,Hllis, 2011) who did not find an anterior
temporal locus for semantic errors in acute stiodients. If anterior and mid temporal regions
are involved in intermediate stages of lexical as¢csuch regions would likely be undetected by
our paradigm because they may be activated even thleephonological form of a name cannot

be retrieved.

In summary, our data suggest that the ATL is mainiolved in semantic processing,
while lexical retrieval is attributed mainly to ase in the posterior-temporal lobe and the
temporo-parietal junction. One can therefore speud cascade of processes in the temporal
lobe network, starting with semantic integratiorthe ATL, and leading further to the activation
of lexical representations in the posterior portadrthe MTG and phonological assembly in the

posterior superior and TPJ.
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4.9 CONCLUSION

Using an imaging sequence optimized for the ATL aodsidering the participants’
ability to identify and name famous faces, we wabée to study the neural basis of semantic
memory and lexical retrieval and in particular tiéerential roles of anterior and posterior
temporal regions in these processes. Our findinggate that the ATL is involved in semantic
processing while more posterior left temporal amthgoro-parietal regions are involved in

lexical retrieval processes.
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CHAPTER 5: OVERALL DISCUSSION AND CONCLUSION

5.1 AIMS OF THE THESIS
Most current theories assume that conceptual krumeleis represented in a large
distributed network, but the underlying organizaéb principles of semantic memory remain

controversial.

The experiments presented in this thesis investibte neural underpinnings of features
processing (movement and place). In particular ezl tto extend our understanding of how
action concept is represented and processed ihuiman brain and we designed a procedure to

differentiate regions that would respond prefegdiytito naming and semantic processing.

One prominent neural model of semantic knowledgaestthat the ATL acts as a
semantic hub, storing information about the sintiks and differences between categories rather
than peculiar property information of specific déttes (Lambon Ralph & Patterson 2008;
Patterson et al., 2007). Furthermore, neuropsydgndb data on patients with semantic
impairments suggest that the most anterior portminthe temporal cortices critically support

human conceptual knowledge.

Unfortunately, because of its different magneticscgptibilities, ATL represents a
difficult region to investigate with fMRI. Therefey in this thesis we established an optimized
ATL sensitive fMRI acquisition protocol at 4T (Chap 2), applying an event-related paradigm
to minimize susceptibility-loss effects in the A&hd to increase time-series signal-to-noise ratio

(tSNR).
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With the first fMRI experiment (Chapter 3), we istigated the processing of movement
and place features manipulating stimulus categagimals, tools and nontools — with the aim to
stress action knowledge for those categories ofabbjto which the movement feature is not

typically associated with (i.e. animals and norgdol

In the second study (Chapter 4), we used a paradigolving famous faces (unique
entities) to investigate the cerebral substrateseafantic biographical and proper name retrieval.
Considering data on patients (Part I) and on nomsuoajects (Part 1), we tried to identify the
differential role of the anterior temporal lobe (BTand posterior temporo-parietal regions in

processing semantic (biographical information) Exical (proper names) information.

The results of the first experiment suggestedttatetrieval of encyclopedic (place) and
perceptual (movement) knowledge activates two ffe networks, involving temporo-parietal
regions, that are elicited when subjects are askélink about objects features regardless of the
specific category (tools, nontools, animals) to ekhithey belong With the second fMRI
experiment, we demonstrated that the ATL is movelired in semantic processing, while more
posterior left temporal and temporo-parietal regicare involved in the lexical retrieval

processes.

5.2 OBJECT DOMAINS AND FEATURE ACTIVATIONS
In the first fMRI experiment, we asked subjectsmake same/different judgments on
pairs of different categories of objects (anim#&d®|s and nontools) with respect to two different

semantic features (place or movement). Throughusieeof a property verification task, we tested
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conceptual knowledge of living and nonliving obgadlriving subjects’ attention specifically on

the difference between attribute types rather thetwveen the comparisons of object categories.

As previously described in Chapter 1, neuropsydjiotd and functional studies reported
evidences in favor of living thing-artifaalissociations. One account suggests a categorical
organization of semantic information in the braimat is, living things and artifacts might be so
genuinely different that knowledge about the twondns is separately implemented (Caramazza
& Shelton, 1998). An alternative theory argues thate are substantial differences in the types
of semantic features that constitute the core nmgaim instances of these two broad categories.
The dissociation between living and nonliving thenigp this case derived from the fact that
animals are distinguished primarily by their petcap features (mainly visual) and artifacts are
more often specified by functional/associativeilatiies, such as how objects are used and where

they are found (Warrington & Shallice, 1984).

Besides this theoretical background, there is scohmécal and functional evidence in
literature that confirms the important role actiamowledge plays in the processing of tools. In
particular, it has already been established thatetlexists an “action network” which is more
activated for tools rather for living items and mag involved in the processing of action and
manipulability. This established network involvée teft medial fusiform gyrus, the left MTG,
and the left IPL. This neural circuit has beenrokd to be “domain-specific”, in the sense that
the network can be defined with respect to the exdnbf the object class that is processed,
independently of the different types of informatidorm, motion) that are processed by different

component of the circuits.
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Another prominent account assumes a feature tyganaration of semantic memory
(Martin & Chao, 2001). According to this accournjext features are represented along sensory-
motor cortical networks of the brain, while othegions in the left frontal and temporal lobe are
responsible for the coding and the retrieval ofséheepresentations. All the attribute-specific
components of semantic memory (color, sound or mmave knowledge) should have their

independent role and defined neuroanatomical losgMartin, 2007)

Category-Specific Activations

Driving subjects’ attention to feature processing dot prevent us from obtaining
category-specific activations. The processing whg things elicited activations in the ventral
temporal lobe (lateral fusiform gyrus) and in thedial part of the occipital and temporal regions
(Cappa et al.,, 1998; Chao et al., 1999; 2002; Noppeet al., 2006; Perani, 1995). Ventral
temporal areas, specifically in the medial parttloé fusiform gyrus, were activated for the
processing of tools, but not for the processingromals. Large non-manipulable objects elicited

independent activation in the fusiform and in thedmal inferior part of the occipital region.

Feature Processing Activations

Differences found in the object domain activatiamsre smaller than those related to
different types of knowledge. Specifically the pessing of place activated a network of left
anterior temporal and inferior parietal regions (a et al., 1998, Mummery et al., 1998)
whereas the processing of movement elicited adoddihetwork of the inferior parietal, inferior
frontal and posterior ITGBoronat et al., 2005; Canessa et al., 2008; Kieieh et al., 2003).

Our findings are consistent with studies on semsgocessing (Devlin et al, 2002; Mummery et
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al., 1998) and action knowledge investigation (Gaaeet al. 2008; Chao & Martin, 2000; Mahon

et al.,2007; Noppeney et al., 2006).

In our experiment the statistical analyses didregtal any interaction between task and
categories, suggesting the existence of specializash regions involved in the processing of
semantic properties in which nor living neither Ining things can be considered domain-
specific. Indeed, within the action network we ntigpave expected motor-based properties to be
more important for the identification of manipulabman-made objects that are strongly
associated with hand movements. At this regard aee hto highlight the fact that in our
experimental procedure we stressed movement featuneler to make it the most important one
also for animal category. We might argue that ttteoa knowledge does not depend strictly on
the type of object that is processed. Rather, vggest that the action network depends on the
type of feature which is asked to be processesiig to movement rather than place).
Obviously with tools category the processing of eroent feature occurs more automatically. In
fact, as suggested by our results the ROI analyakesilated in the IPL, an area known to be
involved in the motor commands associated withsage (Mahon et al., 2007), suggested a
supremacy of this region for tools. Therefore, ve@rmt exclude that this feature remains the
most important for tools recognition. Either wayge wnight argue that the brain organizes
information according to features and attributest tmight also be critical for distinguishing
among objects that do not belong to the same catelot this again occurs more automatically

for tools.

In conclusion, our data supports accounts that estgg categorical organization of
semantic information in the brain (Caramazza & &ml1998), due to the fact that we obtained
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category-specific activation even if the cognititesk was focused on the difference between
attribute types. But we want to emphasize thatfioglings are not completely incompatible with
the functional-sensory assumptions (Warrington &ltte, 1984). That is, tools might be more
specified by action knowledge (functional assoe@aproperty) rather than living things. Finally,
our study showed that category-related responsesnar restricted to a single region that
responds maximally for that category; but that categories activated a largely overlapping
network elicited by the processing of specific teas. From this data, we might conclude that
object concepts are represented according to ofgatires, rather than according to semantic

categories corresponding to specific and anatolyisagregated modules.

Neuropsychological Data

Our finding of category specificity for tools andimnals in the ventral temporal cortex is
in line with the neuropsychological evidence, whidport the inability to identify visually
presented objects after ventral stream damageddiitian, the supremacy for tools category
found with the ROI analyses in the IPL is consisteith the impairments for object-directed

grasping after damage to these posterior parietabns.

The fact that we obtained distinct activations ddferent categories of objects fits with
the dramatic deficit specific to object domainstthave been reported in neuropsychological
literature (Warrington & Shallice, 1984). Speciflgathe category-specific activations that we
found for animals can provide a neural basis fegcze semantic deficits for animals following

temporal lobe lesions; but at the same time we aagat claim a full understanding of the
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constraints under which concepts from the domaidiviig things do not produce regional

activation in the anterior temporal pole in funo@binvestigations.

Furthermore, our results seem to confirm the nesyciological data and theories
(Martin & Chao, 2001) that claim a feature type amgation of semantic memory. These
accounts argue that features are generally assdomith a particular category but they are not
limited to one. An example is given by the patiedéscribed by Marshall et al. (1996), who
showed a deficit for living things coupled with loperformance with concepts for manner of
motion. This link between living things and manmérmotion, which is a feature classically
related to nonliving things (especially tools), waken as a confirmation of the importance of

perceptual features in both domains.

5.3 ANTERIOR TEMPORAL LOBE IN SEMANTIC AND LEXICAL RETR IEVAL

The vision of a celebrity’s face invokes a cascafleeural processes that integrate the
visual perception of a face, the recognition of gegson, perhaps an associated hit song or a
movie plot, and, finally, the name. A mixture oefaantic” information, the type of encyclopedic
information we use to identify the meaning and tdgrof objects, people, and words, comes to
our consciousness, but exactly how the brain mékese connections remains largely obscure.
Most of the studies agree on the idea that a ddvees of cognitive operations and a distributed
neural network mediate the person recognition aedtification process, but several questions
about the structure and organization of the peidentity system remain unresolved. Another
topic of debate is the degree of hemispheric laratgon for faces and names, and the

identification of shared and unique regions. Ldmif not least, neuroimaging studies have
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primarily restricted their investigation on studyifamous and non-famous face stimuli, but only

a few studies have examined the direct contrastdsrt famous faces and famous names.

In the current manuscript, we conducted a VBM st(@iapter 4, Part 1) in which we
correlated accuracy in recognizing, retrieving bagdnical information and naming famous faces,
with voxelwise gray matter volumes in 64 patienishweurodegenerative diseases. We then
collected data on normal controls (Chapter 4, Ranvith an fMRI experiment aimed at the
identification of regions selectively associatedrmaccessing name and biographic information.
This idea arose from the consistency found inditere about the dissociation between lexical
and conceptual knowledge retrieval (Bruce & Yout@86; Valentine et al. 1996). Specifically,
the failure to retrieve people’s names, represebiedhe Tip-of the-Tongue phenomena, is a
common experience in healthy individuals (Brown91Q suggesting that naming is independent
from identification. In both aphasia and normalnagidifficulty in retrieving names can become
pathological (anomia), but anomic patients can taainthe semantic knowledge of items they
cannot name. Unlike object processing, faces weed in these experiments because they can be
classified not only with respect to their physipabperties (e.g. sex, race) but also according to
their applicable semantic categorization (e.g.twdin), and, furthermore, participants can have

access to famous people’s biographical detailsowitbheing able to retrieve their proper name.

VBM Study on Patients

With the VBM study, we found that greater accuracyetrieving semantic information
about famous people corresponds to greater graiematlume in the anterior temporal lobe,

bilaterally; better performance in naming famousefapositively correlates with the amount of
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gray matter in the left temporal areas largely @aming to the ones involved in the semantic
task. This result is consistent with previous stadivhich state that semantic and lexical
processing of faces mainly involves temporal regig@orno-Tempini & Price 2001b; Perani et
al. 1999), as well as studies on groups of patiesitis deficit in naming who have left anterior
temporal lobe damage (Damasio et al. 2004; Tra@@6R However, behavioral results pointed
out the fact that patients with semantic deficit®wged lexical retrieval impairments as well,
although the crucial role in the disease is playgdhe access to the semantic level rather than
the lexical retrieval. Putting together all thisdance suggests that dissociation between semantic
knowledge and naming is not a double dissociatesabse you cannot have patients who name
and cannot recognize, and therefore with this tyfpexperimental procedure the specific role of

each region is still not clarified.

fMRI Experiment on Normal Subjects

In normal subjects, semantics and name retrievahllys occur simultaneously and
automatically, thus making it difficult to dissot@ain cognitive tasks (Gorno-Tempini et al.,
2000). Therefore, we used a functional paradigmngudiamous faces that allowed us to
disentangle between semantic biographical and pnogr@e retrieval. Subjects had to perform a
semantic (professions) same-different matching-iasthe scanner and name the famous face
individually in a post-scanning behavioral testisTpermitted us to disentangle regions involved

in high-level visual processing specific to facesnantic and lexical retrieval processes.

Specifically, for the analyses on lexical retriewad compared the BOLD response during

trials in which celebrities could be correctly iddied and named to trials in which faces were
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correctly identified without being named. Consistenth previous studies, we found that the
visual processing of faces mainly involved areagants of the fusiform and occipital cortex,
while both ATL regions weresrucial for processing of semantic information, aetjess of
naming ability. The fact that the both hemisphegkesy an important role in retrieving person-
specific semantics is information previously ob&inalso by our VBM study, with the only
important difference being that in the correlati@bgdy it was impossible to know whether the
left ATL activations were responsible for the naghor the semantic retrieval. Whereas with the
fMRI study we concluded that covert naming modweadetivation in more posterior parts of the

left temporal lobe and TPJ.

In conclusion, the evidence from the first expenteported in this thesis demonstrated
that distinct regions activated by action knowledge elicited by the processing of nonliving and
living categories as well, indicating that the antinetwork derived from the processing of
movement feature rather than the processing oéaifgpcategory (tools, nontools, animals). The
evidence of the second study demonstrated thatetalaATL is preferentially involved in
retrieving semantic information while most postetiemporal and parietal regions are involved
in lexical retrieval. We might therefore speculateascade of processes in the temporal lobe
network, starting with semantic integration in #héL, and leading further to the activation of
lexical representations in the posterior portiontted MTG and phonological assembly in the

posterior superior and TPJ.
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APPENDICES

APPENDIX A — Stimuli used in the first fMRI Experim ent (Chapter 3)

Table 1: List of all object pairs shown during thescanning session

objects category same/different

left picture right picture
dog zebra animal same movement/different place
elephant panda animal same movement/different place
kangaroo frog animal same movement/different place
beaver dromedary animal same movement/different place
horse tiger animal same movement/different place
eel cobra animal same movement/different place
boar pig animal same movement/different place
parrot pigeon animal same movement/different place
hen ostrich animal same movement/different place
cat cheetah animal same movement/different place
cat lion animal same movement/different place
parrot eagle animal same movement/different place
toucan gull animal same movement/different place
reindeer rhino animal same movement/different place
owl pigeon animal same movement/different place
giraffe donkey animal same movement/different place
moose zebra animal same movement/different place
tiger cow animal same movement/different place
dog lion animal same movement/different place
penguin hen animal same movement/different place
sheep chick animal different movement/same place
octopus starfish animal different movement/same place
lobster octopus animal different movement/same place
crab cuttlefish animal different movement/same place
hare cockroach animal different movement/same place
donkey rabbit animal different movement/same place
anaconda panther animal different movement/same place
chimpanzee toucan animal different movement/same place
deer owl animal different movement/same place
mussel crab animal different movement/same place
seahorse starfish animal different movement/same place
owl fox animal different movement/same place
duck frog animal different movement/same place
eagle ibex animal different movement/same place
polar bear penguin animal different movement/same place
crocodile hippopotamus animal different movement/same place
jellyfish shark animal different movement/same place
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seahorse sea urchin animal different movement/same place
sloth parrot animal different movement/same place
camel shake animal different movement/same place
hammer small hammer manipulable same movement/different place
iron plane manipulable same movement/different place
vice meat chopper manipulable same movement/different place
eyebrow tweezers pliers for food manipulable same movement/different place
mouse sponge manipulable same movement/different place
watering can teapot manipulable same movement/different place
hammer gavel manipulable same movement/different place
scissors shears manipulable same movement/different place
carpet beater racket manipulable same movement/different place
meat chopper axe manipulable same movement/different place
knife saw manipulable same movement/different place
meat chopper gavel manipulable same movement/different place
landing net skimmer manipulable same movement/different place
stick club manipulable same movement/different place
trowel spatula for cakes manipulable same movement/different place
rake scrub brush manipulable same movement/different place
meat chopper rubber stamp manipulable same movement/different place
grater wire brush manipulable same movement/different place
stitcher nutcrecker manipulable same movement/different place
stitcher pliers manipulable same movement/different place
window washer spray manipulable different movement/same place
phone pen manipulable different movement/same place
lawnmower shears manipulable different movement/same place
pliers hammer manipulable different movement/same place
toothbrush soap dispenser manipulable different movement/same place
paddle fishing rod manipulable different movement/same place
stitcher rubber stamp manipulable different movement/same place
nutcrecker skimmer manipulable different movement/same place
ladle meat chopper manipulable different movement/same place
eyebrow tweezers nail file manipulable different movement/same place
anchor rudder manipulable different movement/same place
watering can shears manipulable different movement/same place
nutcrecker centrifuge manipulable different movement/same place
supermarket cart turnstile manipulable different movement/same place
wheelbarrow watering can manipulable different movement/same place
scissors hairdryer manipulable different movement/same place
spoon knife manipulable different movement/same place
keyboard ink rubber manipulable different movement/same place
brush shaver manipulable different movement/same place
fork pepper-grinder manipulable different movement/same place
windmill ceiling fan non manipulable | same movement/different place
ceiling fan panoramic whee] non manipulable | same movement/different place
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ambulance tank non manipulable | same movement/different place
drawbridge truck non manipulable | same movement/different place
bumper car quad non manipulable | same movement/different place
windmill fan non manipulable | same movement/different place
forklift freight elevator non manipulable | same movement/different place
roulette record player non manipulable | same movement/different place
water wheel windmill non manipulable | same movement/different place
train coach non manipulable | same movement/different place
washing-maching cement mixer| non manipulable | same movement/different place
tractor jeep non manipulable | same movement/different place
bell perpetuum-mobile  non manipulable | same movement/different place

top disco ball non manipulable | same movement/different place

bell pendulum non manipulable | same movement/different place
motorsled motorboat non manipulable | same movement/different place
wheel record player non manipulable | same movement/different place
train tractor non manipulable | same movement/different place
washing-maching cement mixer| non manipulable | same movement/different place
ceiling fan roulette non manipulable | same movement/different place
seesaw swing non manipulable | different movement/same place
cement mixer forklift non manipulable | different movement/same place
crane scraper non manipulable | different movement/same place
rocking horse toy scooter non manipulable | different movement/same place
escalator turnstile non manipulable | different movement/same place
hedge trimmer lawn tractor non manipulable | different movement/same place
panoramic whee bumper car non manipulable | different movement/same place
cruise ship buoy non manipulable | different movement/same place
drill flat roller non manipulable | different movement/same place
swing carousel horses| non manipulable | different movement/same place
gate automatic gate non manipulable | different movement/same place

jack in the box carillon non manipulable | different movement/same place
balloon helicopter non manipulable | different movement/same place
fan rocking chair non manipulable | different movement/same place

wall clock office chair non manipulable | different movement/same place
bumper car carousel horses non manipulable | different movement/same place
fighter plane montgolfier non manipulable | different movement/same place
shuttle satellite non manipulable | different movement/same place
tricycle swing non manipulable | different movement/same place
level crossing train non manipulable | different movement/same place
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APPENDIX B — Stimuli used in the second fMRI (Chapeér 4)

Supplementary Table 2: List of all famous face

pas shown during the scanning session

full names

category

left picture

right picture

left picture

right picture

Fiorello (Rosario Fiorello)

Sylvester Stallone

entertainment

entertainment

Richard Gere

Bud Spencer (Carlo
Pedersoli)

entertainment

entertainment

Antonio Di Pietro C. Azeglio Ciampi politics politics
Romano Prodi Massimo D'Alema politics politics
Zinedine Zidan Michael Schumacher sports sports
Carlo d'Inghilterra (Prince Felipe di Spagna (Felipe dg  royal family royal family
Charles) Borbon y Grecia)

Jacques Chirac Silvio Berlusconi politics politics
Bruno Vespa Michele Santoro journalism journalism

Albano Carrisi

Tom Cruise

entertainment

entertainment

Beppe Grillo (Giuseppe
Grillo)

Luciano Pavarotti

entertainment

entertainment

Giulio Tremonti

Oscar Luigi Scalfaro

politics

politics

Alessandro Del Piero

Pelé (Ediso Arantes do
Nascimento)

sports

sports

Christian De Sica

Pippo Baudo

entertainment

entertainment

Paolo Bonolis

Fonzie (Arthur Fonzarelli)

entertainment

entertainment

Adriano Celentano

John Travolta

entertainment

entertainment

Bettino Craxi Fidel Castro politics politics
Ignazio La Russa Vladimir Putin politics politics
Piero Fassino George W.Bush politics politics
Dalai Lama Padre Pio clergy clergy
Woody Allen Roberto Benigni entertainment entertainment
Elvis Presley Mike Bongiorno entertainment entertainment

(MichaelBongiorno)

Walter Veltroni Michail Gorbaciov politics politics
Nicolas Sarkozy Nelson Mandela politics politics
Roberto Baggio Alberto Tomba sports sports
Piero Angela Enzo Biagi journalism journalism
Roberto Calderoli Tony Blair politics politics
Angela Merkel Condoleeza Rice politics politics
Orietta Berti Milly Carlucci entertainment entertainment

(CamillaCarlucci)

Maria De Filippi Naomi Campbell entertainment entertainment
Livia Turco Margaret Thatcher politics politics
Carolina di Monaco(Carolina Lady Diana royal family royal family
Grimaldi )

Monica Bellucci

Lorella Cuccarini

entertainment

entertainment

Alessandra Mussolini

Emma Bonino

politics

politics

Mike Bongiorno

(MichaelBongiorno)

Elvis Presley

entertainment

entertainment
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Vittorio Gassmann

Maurizio Costanzo

entertainment

entertainment

Francesco Rutelli

George W.Bush

politics

politics

Luca Cordero di
Montezemolo

Gianni Agnelli
(GiovanniAgnelli)

business

business

Paul Newman

Alberto Sordi

entertainment

entertainment

Silvio Berlusconi Boris Eltsin politics politics
Gianfranco Fini Bill Clinton politics politics
Giorgio Napolitano Kofi Anhnan politics politics
Alberto Tomba Michael Schumacher sports sports

Woody Allen

Albano Carrisi

entertainment

entertainment

Roberto Benigni

Sean Connery

entertainment

entertainment

Barak Obama Umberto Bossi politics politics
Felipe di Spagna (Felipe de | Prince Ranieri (Ranier royal family royal family
Borbon y Grecia) Grimaldi)

Enzo Biagi Emilio Fede journalism journalism
Paolo Bonolis Richard Gere entertainment entertainment
Francesco Cossiga Tony Blair politics politics
Dalai Lama Papa Giovanni Paolo Il clergy clergy
Pelé (Ediso Arantes do Francesco Totti sports sports

Nascimento)

Pippo Baudo Tom Cruise entertainment entertainment
Jacques Chirac Giulio Tremonti politics politics
Ronald Reagan Fidel Castro politics politics
Piero Fassino Nicolas Sarkozy politics politics
Enrico Mentana Bruno Vespa journalism journalism
Padre Pio Papa Benedetto XVI clergy clergy

Valeria Marini

Gina Lollobrigida (Luigina

entertainment

entertainment

Lollobrigida )
Hillary Clinton Livia Turco politics politics
Marilyn Monrooe Sofia Loren entertainment entertainment
Queen Elizabeth Carolina di Monaco royal family royal family

(Carolina Grimaldi )
Alessandra Mussolini Margaret Thatcher politics politics
Raffaella Carra Monica Bellucci entertainment entertainment
Rosy Bindi (Maria Bindi) Condoleeza Rice politics politics
Queen Elizabeth Lady Diana (Diana Spencer) royal family royal family
Enrico Mentana Giulio Tremonti journalism politics
Pippo Baudo Silvio Berlusconi entertainment politics
Nicolas Sarkozy Roberto Benigni politics entertainment
Alberto Sordi Ronald Reagan entertainment politics
Piero Fassino Fonzie (Arthur Fonzarelli) politics entertainment
Padre Pio Sean Connery clergy entertainment
Bill Gates Paolo Bonolis business entertainment
Tom Cruise Michael Schumacher entertainment sports
Emilio Fede Paul Newman journalism entertainment
Claudio Baglioni Francesco Rutelli entertainment politics
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Carlo d'Inghilterra Richard Gere royal family entertainment
(PrinceCharles)
Enzo Biagi Umberto Bossi journalism politics
Fabrizio Del Noce Bill Clinton entertainment politics
Tony Blair Luca Cordero di politics business
Montezemolo
Mike Bongiorno Papa Giovanni Paolo I entertainment clergy
(MichaelBongiorno)
Elvis Presley Alberto Tomba entertainment sports
Jacques Chirac Bruno Vespa politics journalism
Barak Obama Pelé (Ediso Arantes do politics sports
Nascimento)
Woody Allen Francesco Cossiga entertainment politics
Vittorio Gassmann Fidel Castro entertainment politics
Papa Benedetto XVI Boris Eltsin clergy politics
Gianfranco Fini Albano Carrisi politics entertainment
Giorgio Napolitano Dalai Lama politics clergy
George W.Bush Gianni Agnelli politics business
Hillary Clinton Raffaella Carra politics entertainment
Lilli Gruber Monica Bellucci journalism entertainment

(DietlindeGruber)

Valeria Marini Alessandra Mussolini entertainment politics
Fiona May Condoleeza Rice sports politics
Queen Elizabeth Rosy Bindi (Maria Bindi) royal family politics
Margaret Thatcher Rita Levi-Montalcini politics science
Gina Lollobrigida (Luigina | Livia Turco entertainment politics
Lollobrigida )
Marilyn Monrooe Lady Diana entertainment royal family
Walter Veltroni Paolo Bonolis politics journalism
Michail Gorbaciov Bruno Vespa politics journalism
Tom Cruise Zinedine Zidane entertainment sports
Adriano Celentano Antonio Di Pietro entertainment politics
Silvio Berlusconi Roberto Benigni politics entertainment
Albano Carrisi Romano Prodi entertainment politics
Christian De Sica Carlo d'Inghilterra (Prince entertainment royal family
Charles)
C. Azeglio Ciampi Papa Giovanni Paolo Il politics clergy
Luca Cordero di Piero Fassino business politics
Montezemolo
Woody Allen Enzo Biagi entertainment journalism
Padre Pio Fidel Castro clergy politics
John Travolta Nicolas Sarkozy entertainment politics
Oscar Luigi Scalfaro Mike Bongiorno (Michael politics entertainment

Bongiorno)

Richard Gere Tony Blair entertainment politics
Piero Angela George W.Bush journalism politics
Fiorello (Rosario Fiorello) Alberto Tomba entertainment sports

160




Roberto Calderoli Michele Santoro politics journalism
Elvis Presley Alessandro Del Piero entertainment sports
Jacques Chirac Pippo Baudo politics entertainment
Bill Gates Giulio Tremonti business politics
Dalai Lama Bettino Craxi clergy politics
Sylvester Stallone Vladimir Putin entertainment politics
Ignazio La Russa Roberto Baggio politics sports
Nelson Mandela Pelé (Ediso Arantes do politics sports
Nascimento)
Michael Schumacher Fonzie (Arthur Fonzarelli) sports entertainment
Carolina di Monaco(Carolinal Monica Bellucci royal family entertainment
Grimaldi )
Angela Merkel Mara Venier politics entertainment
Naomi Campbell Condoleeza Rice entertainment politics
Orietta Berti Livia Turco entertainment politics
Maria De Filippi Lady Diana entertainment royal family
Lorella Cuccarini Federica Pellegrini entertainment sports
Milly Carlucci Alessandra Mussolini entertainment politics
(CamillaCarlucci)
Queen Elizabeth Margaret Thatcher royal family politics

Note: For each picture pair,

shown during the expement, the proper names and the semantic
categories are shown. The indicated semantic categzs were used as a criterion to assemble

matched and unmatched famous faces pairs.
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