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Abstract
This article presents an analytical model for the diurnal cycle of slope-normal
profiles of potential temperature and wind speed characterizing thermally
driven slope winds, generated by a daily-periodic surface energy budget. The
model extends the solution proposed by Zardi and Serafin, originally formulated
for a pure sinusoidal surface forcing temperature. To account for the asymmetric
features characterizing the daytime and nighttime phases, a full Fourier series
expansion is derived, the coefficients and phases of which are prescribed from
the surface energy budget driven by the daily-periodic radiation model described
in Part 1 of the present work. The model is applicable for any slope angle
(0◦ ≤ 𝛼 ≤ 90◦) and orientation, at any latitude and elevation (up to 2500 m), and
for all seasons. Despite some inherent limitations, the most remarkable being
the absence of moist processes and latent heat fluxes, the model captures most
key features of daily-periodic slope wind systems, in particular the asymmetry
between daytime and nighttime phases. Moreover, it allows exploration of the
sensitivity of these flows to the various factors concurring in their development,
and offers a basis for more realistic analytical solutions for slope winds.
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1 INTRODUCTION

Diurnal wind systems, generated by the cycle of day-
time heating and nighttime cooling over sloping surfaces
under clear-sky conditions, are very peculiar and ubiq-
uitous features of mountainous terrains (e.g., Zardi &
Whiteman, 2013). Despite their relevance for a variety
of applications, ranging from pollutant transport to con-
vection initiation, slope winds are far from being fully
understood and their structure and development still pose
many open questions for scientific investigations (e.g.,
De Wekker et al., 2018, Serafin et al., 2018). Clear skies

allow significant amounts of incoming solar radiation dur-
ing daytime and radiation loss during nighttime (Laiti
et al., 2014; Giovannini et al., 2017). The resulting daily
cycles of net radiation at the surface promote a series of
buoyancy-driven flows over complex terrain, also named
thermally driven. These consist of winds typically blowing
up the slopes during the day and down the slopes dur-
ing the night, separated by two transition phases around
sunset and sunrise (Farina et al., 2023). Slope winds also
exhibit a strong seasonality, with summer months more
prone to their development, as the incoming radiation is a
controlling factor for their strength.
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For simple slopes, an analytical solution for the
slope-normal structure of wind and temperature perturba-
tions was offered by the milestone work by Prandtl (1942).
This solution has shown mixed success when compared
with observations. In fact, Defant (1949) found that the
analytical solution agrees fairly well with data from field
measurements for the downslope component, while sig-
nificant discrepancies are found for the upslope one. Var-
ious authors extended the Prandtl (1942) model taking
into account additional factors, such as Coriolis force
(Stiperski et al., 2007), changing slope angle (Zammett &
Fowler, 2007), and non-constant eddy viscosity (Grisogono
& Oerlemans, 2001; Grisogono et al., 2014). However, all
these models provide solutions for steady forcing.

Time-dependent solutions were first proposed by
Defant (1949) as an extension of Prandtl (1942). However,
Zardi and Serafin (2015) showed that such solutions are
an approximation of the full ones, which they derived
in terms of a time-varying vertical structure of air tem-
perature and along-slope wind speed in response to a
sinusoidal surface temperature cycle. In particular, they
found two different wind regimes, depending on the fre-
quency of the surface forcing 𝜔, the slope angle 𝛼, and the
intrinsic buoyancy frequency of the unperturbed atmo-
sphere N: a supercritical regime occurs for 𝜔 < N sin 𝛼,
while a subcritical one occurs in the opposite situation.
Given the sinusoidal nature of the surface forcing and
the constant eddy coefficients, the resulting wind and
temperature profiles exhibit fully symmetric responses
for daytime and nighttime phases. However, field obser-
vations show remarkable differences between the two
regimes in terms of both magnitude and height of the
peak of wind velocity, as well as different timings for
nighttime and daytime and for the two reversal phases
(e.g., Whiteman, 2000; Farina & Zardi, 2023). This sug-
gests that a more realistic surface forcing should be taken
into account to explain the daytime/nighttime differences.
In particular, topographical factors, playing a major role
in determining the radiation reaching the surface, need
to be taken properly into account for a realistic analysis
(Castelli et al., 2014; Laiti et al., 2018).

Accordingly, in the present work, time-dependent
analytical solutions are derived, based on a surface
energy budget (SEB) accounting for the partitioning of
the net radiation available at the surface into sensible
and ground heat fluxes. The latter are obtained through
a daily-periodic analytical function describing the daily
cycle of incoming solar radiation introduced in Part 1 of
the present work. Hence, the sinusoidal surface forcing
of Zardi and Serafin (2015) is extended into a full Fourier
series expansion including higher-order harmonics, the
amplitudes and phases of which are determined from the
SEB.

The article is organized as follows. Section 2 presents
the formulation of the problem, summarizes the analytical
solutions available in the literature (for both station-
ary and time-dependent cases), and finally presents the
extended analytical solutions, along with the formulation
of the boundary conditions from the SEB. Section 3 shows
the results of the new solutions in different conditions,
that is, different days of the year, different slope angles,
and orientations, with a focus on the role of the different
harmonics and on some case limits. Finally, Section 4
presents the discussion, including the limitations of the
model, and conclusions.

2 FORMULATION OF THE
PROBLEM AND NEW SOLUTIONS

2.1 Governing equations and existing
solutions

Let us consider an ideal slope, that is, an infinitely
extended tilted plane, with a slope angle 𝛼. As customary,
we adopt a rotated Cartesian frame of reference (Figure 1),
with s the along-slope coordinate and n the slope-normal
one (the spanwise coordinate is not needed, as the pro-
cess is essentially two-dimensional (2-D)). A vertical axis
with coordinate z = s sin 𝛼 + n cos 𝛼 is also retained for
convenience. The ambient atmosphere is stably stratified,
with a reference surface value of potential temperature
𝜃00 at the reference height z = 0 and a constant vertical
gradient 𝛾a for the potential temperature, such that the
unperturbed ambient atmosphere exhibits the following
thermal structure:

𝜃0 = 𝜃00 + 𝛾a z = 𝜃00 + 𝛾a (s sin 𝛼 + n cos 𝛼). (1)

The daily cycle of daytime surface heating and night-
time cooling produces a perturbation 𝜃 of the potential
temperature, which can be split, like the other variables,
namely the along-slope u and slope-normal w wind veloc-
ity components, into a mean and a fluctuating part, accord-
ing to Reynolds decomposition:

𝜃 = 𝜃 + 𝜃
′
, w = w + w′

, u = u + u′. (2)

Reynolds-averaged Navier–Stokes equations are then
obtained from the momentum and energy equations,
assuming the Boussinesq approximation and neglecting
the slope-normal mean velocity, as well as the Coriolis
force. Assuming the flow is invariant along the slope, all
quantities will depend only on the slope-normal coordi-
nate and on time. Hence, the governing equations are

𝜕u
𝜕t
= 𝜃

N2

𝛾a
sin 𝛼 − 𝜕

𝜕n
u′w′

, (3)
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F I G U R E 1 Schematics of
daytime upslope winds (left panel) and
nighttime downslope winds (right
panel). Adapted from
Barry (2008), Hatchett et al. (2020),
and Whiteman (2000).

𝜕𝜃

𝜕t
= −u𝛾a sin 𝛼 − 𝜕

𝜕n
w′
𝜃
′
, (4)

where N = (𝛾a g∕𝜃00)1∕2 is the buoyancy frequency of the
unperturbed atmosphere, g is the acceleration due to grav-
ity, and t the time. For convenience, hereinafter we assume
t = 0 at solar noon.

Applying a first-order closure for turbulent heat w′
𝜃
′

and momentum u′w′ fluxes:

u′w′ = −Km
𝜕u
𝜕n

, w′
𝜃
′ = −Kh

𝜕𝜃

𝜕n
, (5)

with constant eddy viscosity Km and eddy diffusivity Kh,
Equations (3) and (4) can be rewritten as

𝜕u
𝜕t
= 𝜃

N2

𝛾a
sin 𝛼 + Km

𝜕
2u

𝜕n2 , (6)

𝜕𝜃

𝜕t
= −u𝛾a sin 𝛼 + Kh

𝜕
2
𝜃

𝜕n2 . (7)

Notice that this is a set of linear partial differential
equations with constant coefficients. Daily periodic solu-
tions can easily be found by superpositions of harmonic
components through a Fourier series expansion.

2.1.1 Steady-state solutions (Prandtl, 1942)

The steady-state analytical solution of Equations (6) and
(7) provided by Prandtl (1942) represents either an ups-
lope or downslope steady flow regime, as a response to a
constant surface-temperature perturbationΔTs, assuming
a no-slip boundary condition at the surface and vanishing
perturbations away from the surface:

u(n) = Ue−n∕l sin(n∕l), (8)

𝜃(n) = ΔTse−n∕l cos(n∕l), (9)

where Prt = Km∕Kh is the turbulent Prandtl number,
which will hereinafter be assumed equal to one (Km =
Kh = K), and l is a length-scale defined as

l =
( 2K

N sin 𝛼

)1∕2
, (10)

whereas the velocity scale U is

U = ΔTs
N
𝛾a

Pr−1∕2
t . (11)

Notice that a positive potential temperature anomaly
ΔTs > 0 is associated with an upslope flow (U > 0),
whereas a negative one produces a downslope flow.

2.1.2 Time-dependent solutions (Zardi &
Serafin, 2015)

Zardi and Serafin (2015) assumed a sinusoidal surface
temperature forcing:

𝜃(0, t) = ΔTs sin(𝜔t + 𝜓), (12)

where 𝜔 = 7.272 × 10−5 s−1 is the angular frequency asso-
ciated with the daily period, and then identified two length
scales:

l+ =
(

2K
𝜔+

)1∕2

, l− =
(

2K
𝜔−

)1∕2

, (13)

where

𝜔+ = N sin 𝛼 + 𝜔, 𝜔− = N sin 𝛼 − 𝜔. (14)

They found two different sets of solutions, depending
on the flow regime, which is determined by the value
of N sin 𝛼, compared with the frequency of the surface
forcing.

In the supercritical regime (N sin 𝛼 > 𝜔), corresponding
to steep slopes or strong stability, the solutions are
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u = ΔTs

2
N
𝛾a

[
e−n∕l+ cos

(
𝜔t − n

l+
+ 𝜓

)

−e−n∕l− cos
(
𝜔t + n

l−
+ 𝜓

)]
, (15)

𝜃 = ΔTs

2

[
e−n∕l+ sin

(
𝜔t − n

l+
+ 𝜓

)

+e−n∕l− sin
(
𝜔t + n

l−
+ 𝜓

)]
. (16)

Here the solution exhibits a strong coupling between
near-surface and upper levels. Flow reversal from upslope
to downslope and vice versa occurs in phase at all levels.

In the subcritical regime (N sin 𝛼 < 𝜔), that is, gentle
slopes or weak stability, the solutions are

u = ΔTs

2
N
𝛾a

[
e−n∕l+ cos

(
𝜔t − n

l+
+ 𝜓

)

−e−n∕|l−| cos
(
𝜔t − n

|l−| + 𝜓

)]
, (17)

𝜃 = ΔTs

2

[
e−n∕l+ sin

(
𝜔t − n

l+
+ 𝜓

)

+e−n∕|l−| sin
(
𝜔t − n

|l−| + 𝜓

)]
. (18)

Here a significant phase lag characterizes the response
at higher levels with respect to the reaction of the system
to surface forcing in the near-surface levels, that is, the
coupling between the layers is rather weak.

A third flow regime, named critical (N sin 𝛼 = 𝜔),
occurs when the buoyancy frequency and the forcing fre-
quency exactly match their values. However this is quite
unlikely to occur in real situations and will not be consid-
ered here.

2.2 Extended solutions

The surface temperature forcing proposed by Zardi and
Serafin (2015) is purely sinusoidal, thus implying symmet-
ric daytime and nighttime regimes. However, observations
suggest that daytime upslope flows exhibit stronger peak
velocities at higher levels above the ground than the night-
time regime (e.g., Mahrt & Larsen, 1990; Whiteman, 2000).

We indicate the surface temperature at any time t as

T(0, t) = T + ΔT, (19)

where T is the mean annual temperature andΔT = ΔTd +
ΔTs, withΔTd being the difference between the mean daily
temperature of a single day and the annual mean, andΔTs

being the amplitude of the daily cycle around the daily
mean temperature. This amplitude can be expressed as a
Fourier series expansion:

ΔTs =
∞∑

m=1
ΔTsm sin(m𝜔t + 𝜓m), (20)

whereΔTsm and𝜓m are amplitudes and phases. The values
of the parameters T, ΔTd, ΔTsm, and 𝜓m will be obtained
below, from the SEB. Solutions of Equations (6) and (7)
can be sought in terms of a combination of expressions like
Equations (15)–(16) or (17)–(18), depending on the values
of the length scales. In particular, for each harmonic a pair
of length scales can be obtained:

lm+ =
(

2K
𝜔m+

)1∕2

, lm− =
(

2K
𝜔m−

)1∕2

, (21)

with

𝜔m+ = N sin 𝛼 +m𝜔, 𝜔m− = N sin 𝛼 −m𝜔. (22)

Remarkably, the flow regime (subcritical or supercrit-
ical) for the mth harmonic is determined by the value of
m𝜔with respect to N sin 𝛼. This is of particular importance
for the case in which at least the first harmonic satisfies
the condition for the supercritical regime (N sin 𝛼 > 𝜔). In
fact, higher order harmonics (2𝜔, 3𝜔, ..) may instead be
subcritical. Assuming that the first harmonic represents
the fundamental flow regime, one can rewrite Equation
(19) to provide time-dependent vertical profiles of poten-
tial temperature for the two flow regimes. The new solu-
tions for potential temperature and wind speed are as
follows.

• Supercritical regime: N sin 𝛼 > 𝜔:

𝜃(t,n) = T + 𝛾a sin 𝛼n + ΔTde−n∕l cos(n∕l)

+
mc∑

m=1

ΔTsm

2

[
e−n∕lm+ sin

(
m𝜔t − n

lm+
+ 𝜓m

)

+e−n∕lm− sin
(

m𝜔t + n
lm−

+ 𝜓m

)]

+
∞∑

m=mc+1

ΔTsm

2

[
e−n∕lm+ sin

(
m𝜔t − n

lm+
+ 𝜓m

)

+e−n∕|lm−| sin
(

m𝜔t − n
|lm−| + 𝜓m

)]
, (23)

u(t,n)

= ΔTd
N
𝛾a

e−n∕l sin(n∕l)

+
mc∑

m=1

ΔTsm

2
N
𝛾a

[
e−n∕lm+ cos

(
m𝜔t − n

lm+
+ 𝜓m

)
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F I G U R E 2 Values of N sin 𝛼 as a function of the slope angle 𝛼 for different values of 𝛾a. The chart allows determination of which
harmonics fall in the supercritical regime conditions and which are instead subcritical for a given slope angle. The example in blue considers
a background atmosphere with 𝛾a = 0.003 K⋅m−1 and 𝛼 = 3◦. Here 7𝜔 < N sin 𝛼 < 8𝜔, hence mc = 7.

−e−n∕lm− cos
(

m𝜔t + n
lm−

+ 𝜓m

)]

+
∞∑

m=mc+1

ΔTsm

2
N
𝛾a

[
e−n∕lm+ cos

(
m𝜔t − n

lm+
+ 𝜓m

)

−e−n∕|lm−| cos
(

m𝜔t − n
|lm−| + 𝜓m

)]
, (24)

where mc indicates the threshold harmonic, with har-
monics of order higher than mc becoming subcritical,
that is, N sin 𝛼 > 𝜔m for m > mc. Figure 2 shows which
harmonics fall either in the supercritical or subcritical
regimes according to the slope angle and the atmo-
spheric stability (𝛾a).

• Subcritical regime: N sin 𝛼 < 𝜔:

𝜃(t,n) = T + 𝛾a cos 𝛼n + ΔTde−n∕l cos(n∕l)

+
∞∑

m=1

ΔTsm

2

[
e−n∕lm+ sin

(
m𝜔t − n

lm+
+ 𝜓m

)

+e−n∕|lm−| sin
(

m𝜔t − n
|lm−| + 𝜓m

)]
, (25)

u(t,n)

= ΔTd
N
𝛾a

e−n∕l sin(n∕l)

+
∞∑

m=1

ΔTsm

2
N
𝛾a

[
e−n∕lm+ cos

(
m𝜔t − n

lm+
+ 𝜓m

)

−e−n∕|lm−| cos
(

m𝜔t − n
|lm−| + 𝜓m

)]
. (26)

In this case, there is no need for a threshold har-
monic, as all of them are individually subcritical. If
the first harmonic fulfills the subcritical condition (𝜔 >

N sin 𝛼), then all the higher-order ones do so.

2.3 Solution of the SEB

The coefficients defining the solution are derived from the
SEB, which in the most general terms can be written as

Rnet = H + G + LE + S, (27)

where H is the sensible heat flux, G the ground heat flux,
LE the latent heat flux, and S the storage. Here we will
assume that the only contribution to the sensible heat flux
is given by the thermally driven slope winds, that is, we will
neglect any other heat transport process, such as convec-
tion or large-scale transport. As we are interested here in
simple surfaces (i.e., no roughness or canopy layer) and dry
processes, we will neglect the storage S, as well as the latent
heat flux LE. Accordingly, substituting from Equation (5),
Equation (27) can be expressed as a function of air (𝜃) and
ground (Tg) temperatures:

Rnet = H + G = −𝜌 cpd K 𝜕𝜃

𝜕n
|||n=0

+ 𝜌g cpg Kg
𝜕Tg

𝜕n
|||n=0

,

(28)
where 𝜌 is the air density, cpd the specific heat at constant
pressure of dry air, 𝜌g the density of the soil, cpg the specific
heat of the soil, Kg the heat diffusivity of the soil, and Tg
the ground temperature. The temperature structure in the
ground is governed by the heat conduction equation,

𝜕Tg

𝜕t
= Kg

𝜕
2Tg

𝜕n2 . (29)

The surface (n = 0) value of Tg needs to match the sur-
face atmospheric temperature given by Equation (19). This
requirement imposes one further condition on the temper-
ature gradient in the soil, which must be equal to the one
for the unperturbed atmosphere. According to Carslaw
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and Jaeger (1959), the expression for Tg then assumes the
structure

Tg(n, t) = Tg0 − 𝛾a cos 𝛼n

+
∞∑

m=1
ΔTsm sin

(
m𝜔t + n

lgm
+ 𝜓m

)
en∕lgm

, (30)

where Tg0 is the reference surface temperature:

Tg0 = T + ΔTd, (31)

and lgm is a characteristic length scale:

lgm =
(2Kg

m𝜔

)1∕2

. (32)

Substituting Equation (30) in Equation (28), for the
supercritical case, we get

H + G

= 𝜌 cpd K
(
−𝛾a cos 𝛼 + ΔTd

l

)
− 𝜌g cpg Kg 𝛾a cos 𝛼

+
mc∑

m=1
ΔTsm

[(
𝜌 cpd

(
K

2lm+
+ K

2lm−

)
+ 𝜌g cpg

Kg

lgm

)

× sin(m𝜔t + 𝜓m) +
{
𝜌 cpd

(
K

2lm+
− K

2lm−

)

+𝜌g cpg
Kg

lgm

}
cos(m𝜔t + 𝜓m)

]

+
∞∑

m=mc+1
ΔTsm

[{
𝜌 cpd

(
K

2lm+
+ K

2|lm−|
)

+ 𝜌g cpg
Kg

lgm

}
sin(m𝜔t + 𝜓m)

+
(
𝜌 cpd

(
K

2lm+
+ K

2|lm−|
)

+𝜌g cpg
Kg

lgm

)
cos(m𝜔t + 𝜓m)

]
. (33)

For the subcritical case, we would get an identical
expression, with the exception that, since the first har-
monic is subcritical, all harmonics fall in the subcritical
flow regime (i.e. mc = 0).

To derive T, ΔTd, ΔTsm, and 𝜓m from Equation (33),
the left-hand side (l.h.s.) of the SEB Equation (28) needs to
be expanded into a Fourier series as well.

An expression for net surface radiation was presented
in Part 1 of the present work (Marchio et al., 2024):

Rnet(t) = Knet + Lnet = (1 − A)K∗
0T
+ (1 − A)

×
∞∑

m=1
K∗

m sin(m𝜔t + 𝜉m) + 𝜖s𝜖a𝜎T4
a − 𝜖s𝜎T4

s ,

(34)

where K∗
0T

is the daily mean value of net radiation,
K∗

m and 𝜉m the amplitude and phase of the harmon-
ics of the incoming shortwave radiation, A the sur-
face albedo, 𝜖a and 𝜖s the atmosphere and surface
emissivities respectively, 𝜎 = 5.67 × 10−8 W⋅m−2 ⋅K−4 the
Stefan–Boltzmann constant, Ta the average atmospheric
temperature, and Ts the surface temperature. Here we
will assume that Ta is conveniently represented by the
screen-level temperature, that is, the temperature at 2 m
AGL (hr).

Introducing the linearization

T4
s = T

4
(

1 + ΔT
T

)4

≈ T
4
(

1 + 4ΔT
T

)
, (35)

we get

Lout = −𝜖s𝜎T4
s ≈ − 𝜖s𝜎T

4
− 4𝜖s𝜎T

3
ΔTd

− 4𝜖s𝜎T
3
∞∑

m=1
ΔTsm sin(m𝜔t + 𝜓m). (36)

The same linearization is performed on the incom-
ing longwave radiation. To assess the applicability of
the above linearizations, we computed the relative error
introduced in the net longwave radiation for a range
of plausible mean annual radiative temperatures, con-
sidering the largest possible seasonal and daily anoma-
lies (ΔTD = 15 K and ΔTs = 10 K). The relative error
was found to remain under 6%, thus justifying the
use of linearization for the purposes of the present
work.

Equation (34) can thus be rewritten as

Rnet = (1 − A)K∗
0T
+ 𝜖s𝜖a𝜎T

4

+ 4𝜖s𝜖a𝜎T
3
ΔTde−hr∕l cos

(
hr

l

)

− 𝜖s𝜎T
4
− 4𝜖s𝜎T

3
ΔTd

+ (1 − A)
∞∑

m=1

[
K∗

m sin(m𝜔t + 𝜉m)
]

+ 4𝜖s𝜖a𝜎T
3

mc∑
m=1

ΔTsm

2

×
[

e−hr∕lm+

(
cos

(
− hr

lm+

)
sin(m𝜔t + 𝜓m)

− sin
(

hr

lm+

)
cos(m𝜔t + 𝜓m)

)

+ e−hr∕lm−

(
cos

(
hr

lm−

)
sin(m𝜔t + 𝜓m)

+ sin
(

hr

lm−

)
cos(m𝜔t + 𝜓m)

)]
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MARCHIO et al. 3931

+ 4𝜖s𝜖a𝜎

∞∑
m=mc+1

ΔTsm

2

×
[

e−hr∕lm+

(
cos

(
− hr

lm+

)
sin(m𝜔t + 𝜓m)

− sin
(

hr

lm+

)
cos(m𝜔t + 𝜓m)

)
+ e−hr∕|lm−|

×
(

cos
(
− hr

|lm−|
)

sin(m𝜔t + 𝜓m)

−sin
(

hr

|lm−|
)

cos(m𝜔t + 𝜓m)
)]

− 4𝜖s𝜎T
3
∞∑

m=1
ΔTsm sin(m𝜔t + 𝜓m). (37)

Substituting Equation (33) into the right-hand side
(r.h.s.) of Equation (28), and Equation (37) into the l.h.s.,
one finally gets suitable conditions for determining the
reference parameters T, ΔTd, ΔTsm, and 𝜓m.

In particular, taking the annual mean of both sides, one
obtains

(1 − A)K∗
0T
+ 𝜖s𝜖a𝜎T

4
− 𝜖s𝜎T

4

= −𝜌 cpd K𝛾a cos 𝛼 − 𝜌g cpg Kg 𝛾a cos 𝛼, (38)

from which we can derive the formulation for T:

T =
⎛
⎜⎜⎝

(1 − A)K∗
0T
+ (𝜌 cpd K + 𝜌g cpg Kg) 𝛾a cos 𝛼

(1 − 𝜖a) 𝜖s 𝜎

⎞
⎟⎟⎠

1∕4

.

(39)
The mean temperature provided by Equation (39) is

actually a mean radiative temperature, that is, the temper-
ature required to guarantee radiative equilibrium over the
year. For this reason, it might be different from the mean
temperature observed at a location. Notice that suitable
adjustments can be made to parameterize the contribu-
tions from large-scale transport or convection, which are
admittedly neglected here. Moreover, latent heat flux and
the effect of clouds should be taken into account for more
realistic outcomes.

The difference between the mean daily temperature
and the mean annual temperature has to account for the
radiative surplus or deficit on a single day with respect to
the annual mean at the same point. Considering the daily
mean of the SEB, we obtain

(1 − A)
(

K∗
0T

)
+ 𝜖s𝜖a𝜎T

4
+ 4𝜖s𝜖a𝜎T

3
ΔTde−hr∕l cos

(
hr

l

)

− 𝜖s𝜎T
4
− 4𝜖s𝜎T

3
ΔTd

= 𝜌 cp K
(
−𝛾a cos 𝛼 + ΔTd

l

)
− 𝜌g cpg Kg𝛾a cos 𝛼.

(40)

Hence, ΔTd is given by

ΔTd =

(1 − A)
(

K∗
0T

)
+ 𝜖s𝜖a𝜎T

4
− 𝜖s𝜎T

4

+ (𝜌 cp K + 𝜌g cpg Kg)𝛾a cos 𝛼

−4𝜖s𝜖a𝜎T
3
e−hr∕l cos

(
hr
l

)
+ 4𝜖s𝜎T

3
+ 𝜌 cp K

l

. (41)

Finally, collecting likewise time-dependent terms and
rearranging, we get

(1 − A)
∞∑

m=1
K∗

m sin(m𝜔t + 𝜉m)

=
mc∑

m=1
ΔTsm

√
a2

mSUP
+ b2

mSUP
sin(m𝜔t + 𝜙mSUP + 𝜓m)

+
∞∑

m=mc+1
ΔTsm

√
a2

mSUB
+ b2

mSUB
sin(m𝜔t + 𝜙mSUB + 𝜓m),

(42)

where

amSUP = − 2𝜖s𝜖a𝜎 T
3
[

e−hr∕lm+ cos
(
− hr

lm+

)

+e−hr∕lm− cos
(

hr

lm−

)]

+ 4𝜖s𝜎T
3
+ 𝜌 cpd K

(
1

2lm+
+ 1

2lm−

)

+ 𝜌g cpg Kg
1

lmg
,

bmSUP = −2𝜖s𝜖a𝜎 T
3
[

e−hr∕lm+ sin
(
− hr

lm+

)

+e−hr∕lm− sin
(

hr

lm−

)]

+ 𝜌 cpd K
(

1
2lm+

− 1
2lm−

)
+ 𝜌g cpg Kg

1
lmg

, (43)

amSUB = −2𝜖s𝜖a𝜎 T
3
[

e−hr∕lm+ cos
(
−hr

lm+

)

+e−hr∕|lm−| cos
(
−hr

|lm−|
)]

+ 4𝜖s𝜎T
3
+ 𝜌 cpd K

(
1

2lm+
+ 1

2|lm−|
)

+ 𝜌g cpg Kg
1

lmg
,

bmSUB = −2𝜖s𝜖a𝜎T
3
[

e−hr∕lm+ sin
(
− hr

lm+

)

+e−hr∕|lm−| sin
(
− hr

|lm−|
)]

+ 𝜌 cpd K
(

1
2lm+

+ 1
2|lm−|

)
+ 𝜌g cpg Kg

1
lmg

, (44)
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3932 MARCHIO et al.

T A B L E 1 Average values adopted for the examples of the present work, with the respective source indicated.

Variable Symbol Value Source

Soil specific heat cpg 837 J⋅K−1 ⋅kg−1 Carslaw and Jaeger (1959)

Soil density 𝜌g 2500 kg⋅m−3 Carslaw and Jaeger (1959)

Soil heat diffusivity Kg 4.6 × 10−7 m2 ⋅s−1 Carslaw and Jaeger (1959)

Air density 𝜌 1.225 kg⋅m−3 Carslaw and Jaeger (1959)

Air specific heat cp 1004 J⋅K−1 ⋅kg−1 Carslaw and Jaeger (1959)

Air heat diffusivity K 1 m2 ⋅s−1 Zardi and Serafin (2015)

Soil emissivity 𝜖s 0.97 Van Wijk and Scholte Ubing (1963),
An et al. (2017)

Clear-sky atm. emissivity 𝜖a 0.72 Maykut and Church (1973)

Albedo A 0.2 see Part 1

and

𝜙mSUP = arcsin
⎛
⎜⎜⎜⎝

bmSUP√
a2

mSUP
+ b2

mSUP

⎞
⎟⎟⎟⎠
,

𝜙mSUB = arcsin
⎛
⎜⎜⎜⎝

bmSUB√
a2

mSUB
+ b2

mSUP

⎞
⎟⎟⎟⎠
. (45)

The amplitudes and phases of single harmonics can
now be derived. For example, for a supercritical harmonic,
we have

ΔTsm =
(1 − A)K∗

m√
a2

mSUP
+ b2

mSUP

(46)

and, finally,
𝜓m = 𝜉m − 𝜙mSUP . (47)

Similar expressions can be obtained for a subcritical
harmonic simply by substituting amSUP , bmSUP , and 𝜙mSUP by
amSUB , bmSUB , and 𝜙mSUB , respectively.

3 RESULTS

In this section we present results from the application
of the model introduced above for a series of possible
configurations, to explore their sensitivity to slope angle,
slope orientation, and day of the year. Suitable represen-
tative values for the parameters adopted for the following
examples are reported in Table 1.

In Part 1 of the present work it was shown that four har-
monics are sufficient to describe the daily cycle of incom-
ing radiation adequately. Hence, we will include four
harmonics in the solutions represented below. Figure 3
supports this assumption, as it shows that amplitudes of

harmonics higher than second-order are much smaller
than the first two. It may be noted that, for steep (𝛼 >

30◦) south-facing slopes, the coefficients exhibit a local
midsummer minimum. This is indeed a peculiarity of
south-facing slopes: in summertime, when the sun is high
above the horizon, the slope receives less radiation, due to
both the higher inclination and the unfavorable orienta-
tion: their combination may result in the slope being less
exposed to direct sunlight, thus reducing the amount of
radiation reaching the surface.

3.1 Mean annual radiative equilibrium
temperature

Equation (40) provides the mean annual temperature T
from radiative equilibrium, as a function of the annual
mean of the constant term (1 − A)K∗

0T
. This term intrinsi-

cally accounts for local topographic factors such as slope
angle and orientation.

Figure 4 shows the mean annual radiative equilibrium
temperatures for different slope angles and orientations
and latitudes, resulting from pointwise mean annual radia-
tive equilibrium balance. These temperatures do not affect
thermally driven slope winds, as they are mostly deter-
mined by the daily perturbation of surface temperature
around the mean.

3.2 Seasonal temperature anomalies
and daily cycles of slope winds

The difference between the mean temperature of a given
day and the mean annual radiative equilibrium temper-
ature is determined by the surplus/deficit of daily radi-
ation compared with the annual mean. This difference
supports a steady-state Prandtl-like part of the solutions,
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MARCHIO et al. 3933

F I G U R E 3 Values of the coefficient of the net radiation model from Part 1 as a function of the day of the year for a set of slope
angles 𝛼, midlatitude (𝜙 = 45◦), south-facing slope (𝛾 = 0◦, 𝛾 being the slope orientation angle).

F I G U R E 4 Mean annual radiative equilibrium temperature T for various slope orientations as a function of (a) slope angle, for fixed
latitude 𝜙 = 45◦, and (b) latitude, for fixed slope angle 𝛼 = 30◦.

either upslope or downslope according to the sign of this
difference. Such a steady flow can be thought as a back-
ground flow enhancing or contrasting the development
of daily-periodic slope winds. The seasonal temperature
anomaly was computed for the south-facing slopes of
Figure 4, as a function of slope angle and latitude: results
reported in Figure 5 indicate that, for the same latitude and
slope exposure (Figure 5a), the seasonal anomaly experi-
ences a stronger oscillation for surfaces with a lower slope
angle, while for steep slopes the annual oscillation of the
seasonal anomaly is less visible.

Let us first compare the onset and development of slope
winds for the same slope on quite different days of the year,
namely the two solstices (summer and winter) and one
equinox.

The major difference between the different days of
the year concerns the duration of the upslope wind
component. Moreover, the magnitude of the surface
potential temperature perturbation, and consequently the
along-slope wind speed, is higher during summertime, as
expected. It is interesting to note that, over steep slopes, the
almost constant net radiation during nighttime results in
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3934 MARCHIO et al.

F I G U R E 5 Seasonal anomalies as a function of (a) slope angle (for 𝜙 = 30◦) and (b) latitude (for 𝛼 = 30◦), in the case of south-facing
slopes.

a quasi-steady-state flow, with constant potential temper-
ature anomaly and along-slope wind-speed profile. More-
over, the peak in the daily cycle of temperature is slightly
delayed with respect to the peaks of net radiation.

A special case is offered by a surface covered with
fresh snow. The parameters are the same for the win-
ter solstice case of Figure 6, but with albedo increased to
A = 0.9. Albedo affects only the evaluation of the seasonal
anomaly (Equation 41) and the daily cycle, while the mean
annual radiative equilibrium temperature is the same in
both cases. Figure 7 shows the daily cycle of net radiation
for both the winter solstice (blue lines) and winter solstice
with snow cover (turquoise lines).

With the surface covered by snow, the albedo is so high
that most of the incoming solar radiation is reflected and
over the whole daily cycle the net radiation is always neg-
ative, as well as the surface-temperature perturbation. The
final result (Figure 7c) is that the wind regime is charac-
terized by a persistent downslope wind, only weakening
slightly during the central hours of the day.

The slope angle is one of the factors, along with
the temperature gradient of the unperturbed atmosphere
(𝛾a), discriminating between supercritical and subcritical
regimes. Figure 8 compares the slope winds generated over
two south-facing slopes in the midlatitudes, with differ-
ent slope angles, on the summer solstice. For a very gentle
slope (𝛼 = 0.5◦) and a very stable overlying atmosphere
(𝛾a = 0.01 K−1 ⋅m), the first two harmonics are in the super-
critical wind regime, whilst higher-order harmonics are
subcritical. In contrast to steep slopes, for gentle slopes the
almost constant net radiation during nighttime does not
result in a steady state. Instead, the temperature continues
to decrease during the night and experiences a minimum
shortly before sunrise. Moreover, in the case of a gentle
slope, the temperature maximum is delayed by a few hours

with respect to the peak of net radiation, with a longer
delay for steeper slopes. Nevertheless, the daily excursion
experienced by the surface temperature in the case of the
gentle slope seems unrealistically high. On the other hand,
in realistic situations, it is likely that over nearly flat con-
ditions other processes, not accounted for in the present
model (e.g., convection), may be relevant in redistributing
the radiative input. Moreover, over the gentler slope, the
slope wind layer is deeper than for larger angles, which
is likely due to seasonal anomalies and the associated
Prandtl-like steady state. In fact, for slope angles approach-
ing zero, the length scale (Equation 10) approaches infin-
ity, resulting in an ideally infinitely extended slope-flow
layer (e.g., Mo, 2013).

However, slope angles approaching zero deserve a spe-
cial remark: no along-slope balance between buoyancy
and local momentum can be easily established, hence no
thermally driven wind can be generated.

The slope orientation determines the timing of the
transitions between upslope and downslope wind regimes.
Figure 9 shows the daily onset of slope winds for the
summer solstice over steep slopes (𝛼 = 30◦), oriented
in different directions in midlatitudes. The east-facing
slope receives direct sunlight earlier in the morning and
thus the upslope wind starts blowing earlier, while for a
west-facing slope the onset of the upslope flow is delayed
until mid-morning and experiences the strongest develop-
ment in the afternoon.

4 DISCUSSION AND
CONCLUSIONS

An analytical solution extending the model proposed by
Zardi and Serafin (2015) to reproduce a more realistic
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MARCHIO et al. 3935

(a)

(b)

(c)

(d)

F I G U R E 6 (a) Net radiation, (b) surface-temperature perturbation, (c) potential temperature, and (d) along-slope wind profiles for a
steep (𝛼 = 30◦) south-facing slope (𝛾 = 0◦), in the midlatitudes (𝜙=45◦), at an elevation of 1.5 km for different days of the year.
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3936 MARCHIO et al.

(a)

(b)

(c)

(d)

F I G U R E 7 (a) Net radiation, (b) surface-temperature anomaly, (c) selected potential temperature, and (d) along-slope wind profiles
for a steep (𝛼 = 30◦) south-facing slope (𝛾 = 0◦), in the midlatitudes (𝜙 = 45◦) and at an elevation of 1.5 km for the winter solstice. Blue and
turquoise represent cases with an absence of snow (A = 0.2) and a snow-covered surface (A = 0.9), respectively.
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MARCHIO et al. 3937

(a)

(b)

(c)

(d)

F I G U R E 8 (a) Net radiation, (b) surface-temperature perturbation, (c) selected potential temperature, and (d) along-slope wind profiles
for the Summer Solstice (DOY = 172) in the midlatitudes (𝜙=45◦), for a south-facing slope (𝛾=0◦) at an elevation of 1.5 km. In the case of the
𝛼 = 0.5◦ slope, the first two harmonics fall in the supercritical flow regime, while higher-order harmonics fall in the subcritical flow regime.
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3938 MARCHIO et al.

(a)

(b)

(c)

(d)

F I G U R E 9 (a) Net radiation, (b) surface-temperature perturbation, (c) selected potential temperature, and (d) along-slope wind
profiles for the Summer Solstice (DOY = 172) for a steep slope (𝛼 = 30◦), in the midlatitudes (𝜙 = 45◦), and at an elevation of 1.5 km, for
different orientations of the slope (line colors).
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MARCHIO et al. 3939

development of daily-periodic slope winds has been pro-
posed. The main extension consists of representing the
flow by means of a Fourier series expansion rather than a
single harmonic for the surface temperature, with ampli-
tude and phases derived from the SEB. The latter is evalu-
ated by means of the analytical daily-periodic estimate of
net incoming radiation presented in Part 1. This provides
the physical constraints to derive the daily cycle of surface
temperature, which is the ultimate driver of slope winds.
The model allows us to show how radiation controls the
transition timings between the upslope and downslope
wind regimes and their magnitude.

Several conditions and configurations were tested,
such as the onset of thermally driven winds on different
days of the year for the same slope, the same day of the
year for slopes with different slope angles, and finally the
same day for slopes oriented in different directions. An
interesting feature reproduced by the model is the delay
in the temperature maximum with respect to the peak of
the radiative forcing. This is more pronounced for gen-
tler slopes, while just barely appreciable for steeper slopes,
the response of which appears to be more in phase with
the radiative input. Moreover, over steep slopes the almost
constant negative net radiation during nighttime results
in the formation of a steady-state downslope wind, with
constant surface-temperature anomaly and wind speed
(as expected from Fedorovich & Shapiro, 2017). On the
other hand, over gentler slopes, a minimum in the daily
cycle of temperature is observed shortly before sunrise. In
addition, the slope orientation plays, as expected, a major
role in determining the timing of the transitions between
upslope and downslope wind regimes, indicating the fast
response of the surface to changes in the radiative forc-
ing. In fact, an east-facing slope will receive sunlight early
in the morning, with the build-up of an upslope wind
regime lasting until early afternoon, when the slope shades
itself from sunlight and the wind regime shifts towards
downslope. On the other hand, the upslope wind regime
on a west-facing slope does not start until mid-morning,
with the diffuse radiation slowly heating up the surface,
whereas only around noon does the upslope wind initi-
ate its full development, as soon as the surface receives
more direct sunlight. Considering seasonal effects instead,
the model shows correctly that on summer days the dura-
tion of upslope winds is longer than in winter (apart from
snow-covered situations). Also, the surface temperature
range, and hence the wind speed, is larger in the warm
season.

One of the main limiting factors of the present model
consists of the simplified representation of the SEB. Tur-
bulent fluxes associated with thermally driven circulations
are assumed to be the only contributors to the sensi-
ble heat flux in the SEB, whilst large-scale processes or

convection are not taken into account. The resulting sur-
face temperature anomalies are plausible for steep slopes,
suggesting that, for these, the above assumptions are
acceptable, whilst the high temperature ranges obtained
for a gentle slope indicate that other processes not included
in the present model might be relevant there. Also, the
parameterization of turbulent flux through a k-closure
with constant eddy viscosity and heat diffusivity is a rather
crude approximation. More sophisticated closures may be
tested in further developments of this work. The effects
of convection might be accounted for by introducing suit-
able parameterizations (e.g., counter-gradient), as sug-
gested by numerical simulations (Schumann, 1990). This
will be explored in a future development of the present
work.

Moreover, accounting for the latent heat flux would
require further information about the soil water content
and the water vapor content in the atmosphere, for appro-
priate modeling of soil–atmosphere exchange processes
(e.g., evapotranspiration). However, such parameteriza-
tions require in turn a suitable model of soil moisture
content, which is beyond the scope of the present analysis
and may be the subject of future developments.

Another limiting factor is the height of the atmospheric
layer affected by the development of the slope wind, which
is the same for daytime and nighttime regimes according to
the present model. The available observations suggest that
the nighttime wind layer is shallower than the daytime one
(Whiteman, 2000). A step forward toward improving this
aspect could be made by considering different eddy vis-
cosity and diffusivity values for the daytime and nighttime
regimes. However, this comes at the expense of more com-
plex analytical solutions. In fact, easy analytical solutions
of the equations governing the onset and characteristics
of thermally driven circulations can be derived only under
the approximation of constant K profiles. A significant
improvement in the evaluation of these processes can be
attained by means of numerical models, employing differ-
ent turbulence closures to parameterize the values of K
(Zonato et al., 2022). An alternative constitutes assuming
constant K profiles with values different for daytime and
nighttime, thus accounting for more or less mixing based
on the sign of the surface temperature deviation. How-
ever, the choice of the K values would be difficult to justify
properly without considering the addition of some field
data analysis to find optimal values. Furthermore, a rather
quick extension of the current model can be achieved
by employing linear structures for the K coefficient, an
approximation holding at first order (Brun, 2017; Char-
rondière et al., 2022a, 2022b). Such formulations still allow
analytical integration for the derivation of solutions, and at
the same time can constitute another step towards a more
realistic model.
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Despite the above-mentioned limitations, results
shown here provide a valuable starting point for the
analytical description of realistic thermally driven cir-
culations. In fact, some relevant features connected
with slope winds are already well captured at the
present stage, and further developments can only
reduce the gap toward a comprehensive, analytical
model for understanding the physics of the phenom-
ena. This can have multiple benefits, including a
better insight into the exchanges of mass, heat, and
momentum over complex terrain areas, as well as the
transport of species. Further steps towards the improve-
ment of the realism of the model will be fulfilled
in future works, especially in the framework of the
international research initiative TEAMx—Multi-scale
transport and exchange processes in the atmosphere
over mountains—programme and experiment (Rotach
et al., 2022).
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