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Prof. Giovanni Iacca

Ph.D. Candidate
Seyed Mahed Mousavi

Trento, May 2023

i
i

“output” — 2023/4/30 — 9:59 — page 1 — #1 i
i

i
i

i
i



i
i

“output” — 2023/4/30 — 9:59 — page 2 — #2 i
i

i
i

i
i



i
i

“output” — 2023/4/30 — 9:59 — page I — #3 i
i

i
i

i
i

Abstract

LONGITUDINAL DIALOGUES (LD) are the most challenging type of conversations
for human-machine dialogue systems. LDs include the recollections of events,

personal thoughts, and emotions specific to each individual in a sparse sequence of di-
alogue sessions. Dialogue systems designed for LDs should uniquely interact with the
users over multiple sessions and long periods of time (e.g. weeks). Over an extended
period of time, the machine should learn about the users’ life-events and participants
from the responses shared during each dialogue session, and create a personal user
model. The acquired user model must consider individuals’ states, profiles, and expe-
riences that vary among users and dialogue sessions.

The acquisition of a dialogue corpus is the first key step in the process of training a
dialogue model. There has been limited research on the problem of collecting personal
conversations from users over a long period of time. Corpora acquisitions have been
designed either for open-domain information retrieval or slot-filling tasks with stereo-
typical user models "averaged" among users. In contrast, the level of personalization
in LDs is beyond a set of personal preferences and can not be learned from a limited
set of persona statements.

Advancement in human evaluation is another required step to make progress in
dialogue system research. Current automatic evaluation measures are poor surrogates,
at best. There are no agreed-upon human evaluation protocols and it is difficult to
develop them. As a result, researchers either perform non-replicable, non-transparent,
and inconsistent procedures or, worse, limit themselves to automated metrics.

In this thesis, we study the design and training of dialogue models for LDs. Our
first contribution is a methodology for data collection and elicitation of multi-session
personal dialogues. Using the proposed methodology, we collect a dialogue corpus of
human-machine LDs, followed by a case study in the mental health domain.

In the second contribution, we propose an unsupervised approach to automatically
parse the users’ responses at each interaction and construct the graph of users’ personal
space of events and participants. We extend this contribution further by studying the
Information Status of the events in a personal narrative and introducing a novel chal-
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lenging task of identifying new events.
In our third contribution, we address the problems of non-comparability and in-

consistency of human evaluation tasks in the literature, and propose to standardize the
human evaluation of the response generation model. We then present a detailed proto-
col for the task of human evaluation of generated responses.

Last but not least, we investigate whether general-purpose Pre-trained Language
Models (PLM) are appropriate for the problem of grounded response generation in LDs.
We experiment with different representations of the personal knowledge extracted from
previous dialogue sessions of the user, including a novel graph representation of the
mentioned events and participants. We present the automatic and human evaluations
of the models, the contribution of the knowledge in the response generation, and the
natural language generation errors by each model.



i
i

“output” — 2023/4/30 — 9:59 — page III — #5 i
i

i
i

i
i

Contents

1 Introduction 1
1.1 Research Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Longitudinal Dialogue Collection . . . . . . . . . . . . . . . 4
1.2.2 Personal Space Graph . . . . . . . . . . . . . . . . . . . . . . 5
1.2.3 Human Evaluation Standard . . . . . . . . . . . . . . . . . . 5
1.2.4 Response Generation in Longitudinal Dialogues . . . . . . . . 5

1.3 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Longitudinal Dialogue Collection 9
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 First Dialogue Session . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Second Dialogue Session . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3.1 Personal Stimuli Generation . . . . . . . . . . . . . . . . . . 13
2.3.2 Follow-Up Dialogue Elicitation . . . . . . . . . . . . . . . . 15

2.4 Evaluation of Elicited Dialogues . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Validated Stimuli . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2 Elicited Dialogues . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 Case Study: Personal Healthcare Agent . . . . . . . . . . . . . . . . 20
2.5.1 Pilot Study 1: Participatory Design . . . . . . . . . . . . . . . 20
2.5.2 Pilot Study 2: Randomized Controlled Trial . . . . . . . . . . 21

2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Personal Knowledge Extraction 23
3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Personal Space Graph . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3.1 Italian Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.2 English Corpus . . . . . . . . . . . . . . . . . . . . . . . . . 27

III



i
i

“output” — 2023/4/30 — 9:59 — page IV — #6 i
i

i
i

i
i

3.4 New Event Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4.1 Definition of New Event . . . . . . . . . . . . . . . . . . . . 28
3.4.2 Annotation of New Event . . . . . . . . . . . . . . . . . . . . 28
3.4.3 Evaluation of Annotated Corpus . . . . . . . . . . . . . . . . 30
3.4.4 Baselines for New Event Detection . . . . . . . . . . . . . . . 31

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Human Evaluation Protocol 37
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 The HE Annotation Protocol . . . . . . . . . . . . . . . . . . . . . . 38

4.2.1 Task Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2.2 Annotator Recruitment . . . . . . . . . . . . . . . . . . . . . 43
4.2.3 Task Execution . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.4 Annotation Reporting . . . . . . . . . . . . . . . . . . . . . . 44

4.3 Validation of the Protocol . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2 Annotation Statistics . . . . . . . . . . . . . . . . . . . . . . 47
4.3.3 Evaluation Results . . . . . . . . . . . . . . . . . . . . . . . 47

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5 Response Generation in Longitudinal Dialogues 51
5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2.1 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.2 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.3 Grounded Response Generation . . . . . . . . . . . . . . . . 54

5.3 Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.1 Automatic Evaluation . . . . . . . . . . . . . . . . . . . . . . 54
5.3.2 Human Evaluation . . . . . . . . . . . . . . . . . . . . . . . 56
5.3.3 Generation Explainability . . . . . . . . . . . . . . . . . . . . 59

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6 Conclusions 63
6.1 Limitations & Future Directions . . . . . . . . . . . . . . . . . . . . 64

Bibliography 65



i
i

“output” — 2023/4/30 — 9:59 — page 1 — #7 i
i

i
i

i
i

CHAPTER1
Introduction

Current state-of-the-art human-machine dialogue systems cannot carry out engaging
and coherent multi-session conversations unique to each individual. The state-of-the-
art dialogue systems are designed for assisting the user to execute a task, holding limited
chit-chat conversations with shallow user engagement, or information retrieval over a
finite set of topics. Such systems are designed with the assumption of stand-alone dia-
logue sessions between the user and the system; the sessions are disconnected and the
shared information across sessions is negligible and close to none. The personalization
in these systems is limited to a stereotypical user model. This user model is implic-
itly inferred, from conversations with many users, or is limited to a superficial list of
persona statements (e.g., "He likes dogs").

Longitudinal Dialogue (LD) is one of the most challenging types of conversation for
human-machine dialogue systems. LDs are multi-session interactions that encompass
user-specific situations, thoughts, and emotions. Dialogue systems designed for LDs
should interact with each user uniquely over multiple sessions and long periods of time
(e.g. weeks). Through each session in LDs, the dialogue system must learn about the
user’s personal space of events and participants and social interactions, and engage the
user in personal dialogues regarding their thoughts, feelings, and personal and world
events.

Figure 1.1 shows an example of three types of human-machine dialogues for two
sessions in two consecutive days. The dialogue types are task-based, open-domain
chit-chat, and LD. The user interactions with the tasked-based dialogue system are
limited to executing certain pre-defined tasks. Regardless of how successful the model
is in executing such tasks, the interaction consists of either independent/disconnected
exchanges such as Day 1, or a short multi-turn dialogue such as Day 2. The user model

1
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Time Task-Based Dialogue Open-Domain Chit-Chat Longitudinal Dialogue

Day 1

User: Set an alarm for Monday 8 a.m. User: Do you like Shining? User: My boss set a meeting with me 
tomorrow. I am a bit worried to meet her.

Machine: I saved the alarm.
Machine: The Shining? Yes I like most 
of Kubrick’s movies. 

Machine: Why? Did she say what the meeting 
is going to be about?

User: Remind me to call Mike at 5 
p.m.

User: Cool! I am going to watch the 
shining for the first time.

User: I think she wants to fire me. She has 
been searching for an other cashier recently.

Machine: Reminder Saved.
Machine: I think you are going to 
enjoy it.

Machine: Sometime uncertainty makes us 
anxious. Maybe there is another motivation. 
No need to worry now. 

Day 2

Machine: How may I help you? Machine: What's the most interesting 
thing you've heard recently?

Machine: I remember you had a meeting with 
your boss today. How did it go?

User: I want an expensive italian 
restaurant.

User: I learned that the Queen of 
England's last corgi died

User: Oh it went well haha! She wants me to 
train a new cashier. She will be my colleague.

Machine: I found Scrigno del Duomo 
in the center. Should I book a table?

Machine: Wow! Was it a cardigan 
welsh corgi?

Machine: Good! So no bad news! Are you 
relaxed now?

User: Yes, for two. Tonight at 8pm. User: No it was pembroke welsh 
corgi!

User: Yeah. They are planning to expand the 
store. I am not fired! haha!

Machine:  Done! I booked a table for 
two at Scrigno del Duomo for 8 pm. Machine: It was called Candy I think. Machine: I am glad you feel better! 

Sometimes it's hard to control our emotions.

Figure 1.1: Examples of a task-based dialogue, a chat-chit, and a Longitudinal Dialogue (LD)
in two different sessions. In comparison to LD, the sessions of the other two dialogues are
disconnected as the machine does not construct a personal user model and the topics of these
dialogues are not user-specific. On the contrary, the dialogue system in LD learns about the
user in a timely manner and engages her in a personal dialogue encompassing her life events,
thoughts, and emotions.

in this system is not personal as it adopts a stereotypical model -implicitly - inferred
from dialogue corpora with multiple users. In the open-domain chit-chat dialogue, the
dialogue does not include the execution of any explicit task, and the model engages the
user in a conversation about movies and news. A common characteristic of task-based
and open-domain dialogues is the fact that there is no personal information carried to
the next dialogue session. The system does not update/modify the user model with each
dialogue session and the level of personalization is intact from one interaction to the
other (Personalization in the natural language processing and dialogue models could be
added based on the voice user interface requirements and could include the exploitation
of personal information such as contact directory, preferences, etc.).

In contrast, the model designed for the LD must account for three main differences
compared to the other two systems; A) the contents of the LD are not about general
information or knowledge matters as LDs encompass personal emotions, user and time-
specific situations, and participants; B) the sessions are not disconnected dialogues
and we can not model them as stand-alone interactions. In contrast, they belong to a
multi-session interaction unique to the individual user, where the information shared
in each interaction creates a common ground between the machine and the user. For
each interaction, the system must engage the user in a dialogue respecting the common
ground based on the information shared in the previous interactions, as well as the novel
information in the new dialogue history; C) the machine has to extract the personal
information presented in the user responses to construct and update the user model

2
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1.1. Research Challenges

and respond coherently. Similar to a natural interaction between human speakers, the
model has to gradually become acquainted with the user throughout the dialogues and
not from a superficial list of sentence-based persona descriptions.

In this work, we study the task of response generation in LDs. Response genera-
tion in LDs is subject to appropriateness and accuracy as well as personalization and
engagement of the user. The level of personalization in LDs is beyond a set of per-
sonal preferences and can not be learned from a limited set of persona statements ("I
like cars" does not necessarily imply that I like to talk about cars in my interactions).
The generated response needs to respect individuals’ states, profiles, and experiences
that vary among users and dialogue sessions. Therefore, we can not collect a massive
knowledge base of user models that can suit all individuals and scenarios. The dialogue
system should learn about each user and generate a personal response that is coherent
with respect to the dialogue context as well as the previous dialogue sessions.

We investigate the applicability of general-purpose Pre-trained Language Models
(PLM) for grounded response generation in LDs. PLMs have achieved comparably
well performance as end-to-end generative models for open-domain chit-chats [97],
goal-oriented agents [79] or question answering about a finite set of topics [99]. We
study whether PLMs can generate a response that is coherent with respect to the dia-
logue history and grounded on the personal knowledge the user has shared in previous
interactions.

1.1 Research Challenges

We encountered three main research challenges throughout our studies of LDs.
Challenge 1: Data The acquisition of a dialogue corpus is a key step in the process

of training a dialogue model. One of the major reasons for the limitations of state-of-
the-art dialogue systems for LDs is the lack of dialogue data. There has been scarce
research on the problem of collecting personal conversations with users over a long
period of time. Engaging the user to elaborate on personal situations and emotions
is a challenging task and designing appropriate collection/elicitation methodologies is
not straightforward. The two main approaches to collecting dialogue data are a) ac-
quiring user interaction data via user simulators and hand-designed policies [35], and
b) collecting large sets of human-human conversations in different user-agnostic set-
tings. These approaches have been used for goal-oriented agents and slot-filling tasks
(e.g. reservations of restaurants) or open-domain information retrieval about a finite
set of topics (e.g. news, music, weather, games etc.). However, neither of the above
approaches can address the need for personal multi-session conversations over several
weeks or months.

Challenge 2: User Modeling As mentioned previously, most dialogue systems
either assume a stereotypical user model "averaged" among all users or settle for a
list of superficial persona statements. However, the situations and feelings that the
LDs encompass are unique to each individual user and dialogue session. This level of
personalization and user modeling can not be crowd-sourced or implicitly inferred from
huge amounts of data. In these dialogues, the user responses are rich with emotions and

3
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experiences through each exchange and turn that is unique to each user. Therefore, the
model has to be able to extract this knowledge and learn about the user and derive the
individual user model through/from the dialogue sessions and user responses.

Challenge 3: Evaluation Proper evaluation of dialogue models is necessary for
the advancement of human-machine dialogue research. Automatic evaluation mea-
sures are poor surrogates, at best. Several studies have shown that automatic metrics
can not be good candidates for evaluating a dialogue model [37, 70]. Therefore, Hu-
man Evaluation (HE) is still the necessary approach to evaluate response generation
models [75]. Nonetheless, little attention has been given to the assessment of the de-
sign of HE task. Due to the lack of an agreed-upon and standard protocol, dialogue
systems have been evaluated with different granularity (turn-level vs dialogue-level),
different evaluation policies (single-model vs pairwise-model, candidate-ranking vs.
winner-selection) and in different modalities (interactive vs static) [75]. As an outcome,
countless HE tasks have been presented and conducted, resulting in non-transparent
procedures, non-replicable and incomparable results, and unclear resource allocations.

1.2 Contributions

1.2.1 Longitudinal Dialogue Collection
To address the lack of proper dialogue data, we studied LDs and multi-session conver-
sations in the mental health domain. In this domain, therapists deliver interventions
over a long period of time and need to monitor or react to patients’ input. During the
interventions, the therapists initiate user-specific dialogues to 1) follow up with the pa-
tient and monitor the progress regarding the events mentioned in previous interventions,
and 2) learn about novel life events of the narrator as well as his/her corresponding
thoughts and emotions. These dialogues take place in a timely manner and encompass
user-specific events, thoughts, and emotions in a complex structure. Therefore, they
accurately present the complexity of dialogues a system trained for LDs should handle.

We propose a novel methodology to collect corpora of human-machine LDs [48].
Using the proposed methodology, we collected a corpus of LDs consisting of 800 two-
session dialogues for each individual user. In the first dialogue session, the user recol-
lects daily life events that she has experienced in a system-initiated conversation. For
each user, the first session is then followed by a second dialogue session. In the second
dialogue session, the user tends to share more details about her feelings and the possi-
ble evolution of the mentioned events, while the listener provides personal suggestions
and asks questions to expand or disambiguate previously stated facts or feelings.

Case Study: Personal Healthcare Agent

As a case study in this contribution, we designed and developed a personal healthcare
agent using the collected dialogue corpus. This study was in collaboration with a team
of psychotherapists. The developed agent would engage the users in a dialogue for
recollecting the real-life events that activated their emotional states and provide support.
It would further engage each individual user in a second dialogue session to follow up

4
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on the progress of her thoughts and emotions. The developed healthcare agent was
deployed in two clinical pilot studies, including the first registered Randomized Control
Trial using a dialogue system application [10, 11].

1.2.2 Personal Space Graph
To address the need for appropriate user modeling and personalization, we propose
an unsupervised approach to automatically extract personal knowledge from the user’s
responses in previous dialogue sessions [49]. Using the definition of event based on the
verb and its linguistic dependencies [5], we automatically parse the user’s responses
and extract the mentioned life events and their participants. We present the extracted
information as a user-specific graph in terms of events as the edges of the graph, and the
participants as the nodes of the graph. This graph is then used as personal knowledge
for the task of response generation.

As a further contribution, we study how "new" an event is with respect to the dis-
course stretch. To obtain salient information from the user narrative, it is necessary to
distinguish new events and the ones that have been mentioned in the current or previous
dialogue sessions. We study the Information Status [58] of the events and propose a
novel challenging task: the automatic identification of new events in a narrative [51].
We consider an event new if 1) it provides novel information to the reader with respect
to the discourse (discourse-new) and 2) such information can not be inferred through
commonsense. We annotated a complete dataset of personal narratives with new events
at the sentence level using human annotators. We then developed several neural and
non-neural baselines for the task of new event detection in both settings of candidate
selection and sequence tagging. We publish the annotated dataset, annotation materials,
and machine learning baseline models for the task of new event extraction for narrative
understanding.

1.2.3 Human Evaluation Standard
To address the incomparability and ambiguity in HE tasks, we propose to standard-
ize the experimental methodology for the HE of response generation models [50]. We
present a protocol to the community for this task, in order to increase the comparability,
replicability, and interpretability across research reports. Our proposal includes all the
required steps and materials to conduct HE in a transparent and extendable way (includ-
ing task design, annotator recruitment, task execution, and annotation reporting). The
proposed protocol is domain-agnostic, language-independent, and open to collaborative
extensions from the research community to different versions and standards.

1.2.4 Response Generation in Longitudinal Dialogues
We study the task of response generation in LDs. We investigate the applicability
of general-purpose Pre-trained Language Models (PLM) for this purpose. We con-
versationally fine-tune two recent PLMs, GePpeTto (GPT-2) [12] and iT5 [72], as a
decoder-only and an encoder-decoder architecture. To improve the quality of machine
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responses, we experiment with grounded response generation. We use the user re-
sponses in the previous dialogue sessions as personal knowledge and experiment with
different representations of the knowledge piece, including the graph representation of
the mentioned events and participants. We evaluate the performance of the models and
the impact of different knowledge representations through automatic evaluations, in-
cluding explainability studies using the Integrated Gradients technique, [77], as well as
HE, including the categorization of natural language errors by each model.

The contributions of this dissertation can be summarized as follows:

• Resources:

– A methodology for data collection and elicitation of LDs, as well as a
dataset of LDs consisting of 800 two-session human-machine dialogues.

– An approach to automatically extract personal life events and participants
from user responses and construct the graph of the user’s personal space.
This graph can be used as personal knowledge for user modeling and per-
sonalized response generation.

– A novel task of new event detection in the narratives as well as the annotated
version of a public corpus of personal narratives at sentence level along with
its annotation methodology and evaluation.

– Baseline benchmarks for the task of new event extraction based on discourse
heuristics and deep neural networks, in two different settings of candidate
selection and sequence tagging.

– A detailed protocol for human evaluation task to be used as-is, as-a-whole,
in-part, or modified and extended by the research community. The proposal
includes the task design, annotators recruitment, task execution, and anno-
tation reporting.

• Dialogue Management & Response Generation:

– We investigate the suitability of the collected corpus of LDs for developing
conversational agents to carry out LDs.

– We study the task of response generation in LDs.

– We conversationally fine-tune two PLMs with and without grounded re-
sponse generation on personal knowledge. We study the performance of
the models and how different representations of knowledge can affect gen-
eration quality.

– We evaluate and compare the performance of the models using automatic
evaluation, including explainability studies, and human evaluations, includ-
ing studying the sub-dimensional errors made by each model.

6
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CHAPTER2
Longitudinal Dialogue Collection

Research on engaging the user in multi-session conversations over a long period of time
is very scarce. Designing appropriate collection/elicitation methodologies to engage the
user in the recollection of personal situations and emotions is a challenging task and
not straightforward. As a result, research on multi-session dialogues resorts to crowd-
sourcing datasets with superficial persona statements and pretended longitudinality [1,
90, 91]. Meanwhile, studies on LDs have been limited to inferring user’s attributes
such as age and gender [85], or next quick-response selection from a candidate set
of “yes,” “haha,” “okay,” “oh,” and “nice” [84]. Currently, available dialogue corpora
(that we will review in this chapter) are not suitable to train a dialogue system for
Longitudinal Dialogues (LD). Moreover, current approaches for corpora acquisitions
have been designed for open-domain chit-chat, question-answering, or slot-filling tasks
with stereotypical user models.

We address the need for suitable corpora of LDs by proposing a novel methodol-
ogy to collect corpora of such dialogues. We study follow-up dialogues in the mental
health domain that a psychotherapist would initiate in reviewing the progress of the
intervention. In this domain, the therapists deliver multi-session interventions with the
individual user and follow the development of user-specific life events and emotions.
During each intervention session, the therapists initiate follow-up dialogues with the
users to monitor the evolution of the previously mentioned events/emotions. As previ-
ously mentioned, these dialogues present the complexity of LDs accurately, as they take
place in a timely manner and encompass user-specific events, thoughts, and emotions
in a complex structure.

9
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2.1 Background

Open-domain dialogue corpora Previously published research has addressed the prob-
lem of collecting dialogue data starting from world knowledge facts or predefined per-
sona descriptions. In this regard, Gopalakrishnan et al. [18] collected a dataset of dia-
logues grounded in world knowledge by pairing AMT workers to have a conversation
based on selected reading sets from Wikipedia and The Washington Post over various
topics. Rashkin et al. [64] crowdsourced a dataset of conversations with implied user
feelings in the context, using AMT workers, where a worker writes a personal situation
associated with an emotion and in the next step is paired with another worker to have a
conversation about the mentioned situation. While useful for chitchat and open-domain
conversations, unfortunately, these resources are not a good fit to address the needs of
multi-session and longitudinal dialogues.

Personal Dialogue Research on personalized response generation has focused on
persona descriptions and synthetic sets of user preferences and profiles. Zhang et
al. [95] collected Persona-Chat dataset of open-domain dialogues using crowd workers
using Amazon Mechanical Turk (AMT) workers, where the workers were instructed
to impersonate speakers with synthetic personas of 5 sentences. This dataset has been
studied for personal response generation by fine-tuning PLMs [29, 87], by learning the
users’ persona from the dialogues samples rather than the persona descriptions [41], or
investigating different representations of persona statements [24]. While the mentioned
work focused on personalization in open-domain dialogues, Joshi et al. [27] generated
profiles consisting of gender, age, and food preference permutations for the user side in
restaurant booking dialogues, which was used in another work [74] to generate person-
alized responses in a task-based dialogue.

Multi-session Dialogue Studies on multi-session dialogues have been limited to
simulated longitudinality and superficial persona. Xu et al. [90] extended the Persona-
Chat dataset to a multi-session chat dataset with 4 to 5 sessions, by instructing crowd-
workers to impersonate the role of returning dialogue partners in the first session (ex-
tracted from the Persona-Chat dataset) after a random amount of time. The workers
were explicitly asked not to discuss any personal and real-life matters but play the role
defined by the persona statements. This approach was further used by Bae et. al. [1]
to extend an existing dataset of persona chats in Korean to multi-session dialogues. Xu
et al. [91] proposed a framework for persona memory in multi-session dialogues and
collected a dataset of persona chats in Chinese via crowd workers.

Therapy dialogue corpora The research in this domain is very recent and resources
are scarce. “Counseling and Psychotherapy Transcripts” published by Alexander Street
Press1 is a dataset of 4000 therapy session transcriptions on various topics, used as a
resource for therapists-in-training. Pérez-Rosas et al. [57] collected a dataset of 277
Motivational Interviewing (MI) session videos and obtained the transcriptions for each
session either directly from the data source or by recruiting AMT workers. Guntakandla
and Nielsen [19] conducted a data collection process of therapeutic dialogues in Wiz-
ard of Oz manner where the therapists impersonated a healthcare agent. The authors

1https://alexanderstreet.com/
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2.2. First Dialogue Session

recorded 324 sessions of therapeutic dialogues which were then manually transcribed.
Furthermore, in the physical health coaching domain, Gupta et al. [20] collected a
dataset of conversations where the expert impersonates a healthcare agent that engages
the users into a healthier lifestyle. For this purpose, a certified health coach interacted
with 28 patients using a messaging application.

2.2 First Dialogue Session

Figure 2.1: The user interface of the mobile ap-
plication designed for collecting the first dialogue
sessions (English translations). The patients were
asked to interact with the dialogue agent and answer
the ABC questions designed by psychotherapists.

The type of dialogue that we aim at
obtaining is different from what has
been reported in the literature. We
present an elicitation methodology to
generate a dataset of LDs, encom-
passing real-life events and emotions
which vary among users and dialogue
sessions. The LDs collected in this
work consist of two dialogue sessions
for each individual user. For the first
dialogue session, we collect a dataset
of personal human-machine conver-
sations about user-specific life events
and participants. A group of 20 Italian
native speakers who were receiving
Cognitive Behavioral Therapy (CBT)
was asked to interact with a dialogue
system and write notes about the daily
events that activated their emotional
state2.

CBT is a psychotherapy technique
based on the theory that it is not
the events that directly generate cer-
tain emotions but how these events
are cognitively processed and evalu-
ated and how irrational or dysfunc-
tional beliefs influence this process
[54]. A technique commonly used
in CBT treatment is the ABC (An-
tecedent, Belief, Consequences). In
this technique, the psychotherapist tends to identify the event that has caused the pa-
tient a certain emotion by a set of questions to define A) what, when, and where the
event happened, B) the patient’s thoughts and beliefs about the event and C) the emo-
tion the patient has experienced regarding the event. Once dysfunctional thoughts are
identified, the patient is guided on how to change them or find more rational and/or

2This study has been approved by the Institutional Review Board of the University of Trento.

11
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2.2. First Dialogue Session

Figure 2.2: The heat-map of frequent nouns used by the users in the first dialogue sessions
(English translations). The x-axis represents the nouns extracted from the 5-most frequent
list used by each user while the y-axis and z-axis represent the users and the noun frequency,
respectively.

functional thoughts [71].

We recruited 20 users who would meet with their human psychotherapists one ses-
sion a week and asked them to write notes about the daily life events that activated
their emotional state between one session and the following one. For this purpose, we
designed a rule-based conversational agent as a mobile application that the users could
interact with for a period of three months, to answer the four questions designed by
the psychotherapists for the ABC technique, and assign an emotion to the note. The
machine turns were randomly selected from a set of 3 templates for each question A,B,
and C (the templates were different lexicalizations of the same question designed by the
therapists). The emotions could be selected from a predefined set, equal for all users,
including the six basic emotions used in psychological experiments (Happiness, Anger,
Sadness, Fear, Disgust, and Surprise) [15], and two other complex emotional states
(Embarrassment and Shame) that were considered relevant for this setting. Figure 2.1
shows the user interface of the application designed for this purpose.

By the end of this step, 224 ABC dialogues were obtained from 20 users of which 92
dialogues (written by 13 different subjects) were complete, i.e. the users have answered
all the questions completely. Lexical analysis of the complete dialogues demonstrates
that the language and vocabulary used in the user responses are user-specific. Figure 2.2
plots the recurrence of the 5 most frequent nouns used by each user in their responses,
translated into English. As the figure shows, each word has been used frequently by
one user and seldom by other users. This result indicates the level of personalization
is the users’ space of entities and characteristics in the conversations. Therefore, in
contrast to task-based or open-domain dialogues, the topic of these conversations, i.e.
the life events and situations, varies from one user to the other. Nevertheless, nouns
such as office and work are used frequently by all users, suggesting that they can be the
common reasons for emotion activation among the users.

12
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2.3. Second Dialogue Session

Figure 2.3: The workflow for the elicitation of follow-up dialogues, starting from the user
responses in the first dialogue session. The stimulus generation algorithm creates a personal
dialogue stimulus as a seed for dialogue writers. The writers use the textual stimulus and prin-
cipled guidelines to generate the follow-up dialogues.

2.3 Second Dialogue Session

We used the collected first-session dialogues as the context to elicit dialogue follow-
ups for each user. We generated personal dialogue stimuli for follow-up conversations
grounded in user responses in the first dialogue session. The stimuli were presented
to domain experts (therapists) and non-expert dialogue writers and they were asked
to generate a human-machine dialogue, as a second dialogue session, by impersonating
themselves as both sides of the conversation. Figure 2.3 presents the proposed workflow
for the acquisition of follow-up dialogues as the second dialogue sessions.

2.3.1 Personal Stimuli Generation

The stimuli consist of two parts. The first part of the stimulus, the common-ground
statement, contains the summary of what the user shared in the first session and the
associated emotions, while the second part is a follow-up question aimed at reviewing
the user’s life events.

The user responses in the first-session dialogue are related to each other and present
details about the same event. Therefore, we concatenated the user responses in each
dialogue under the therapists’ supervision to convert them into personal narratives of
one piece. We extracted one sentence from each of the 92 selected narratives using an
extractive summarizer for the Italian language based on the Latent Semantic Analysis
technique [76] to obtain the most representative sentence.

Out of the 92 complete dialogues, 18 dialogues were assigned an emotion by the
user, and 74 dialogues were not labeled with any emotions. We used a lexicon-based
sentiment analyzer to classify the 74 narratives without any expressed emotions by
polarity. The model classified 61 narratives as either negative or positive and 13 of

13
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2.3. Second Dialogue Session

Stimulus Type Category Count Total
Count

with Emotion

Fear 2

32

Happiness 9
Sadness 10
Anger 7
Disgust 2
Surprise 2

with Valence
Positive 57

107
Negative 50

Neutral - - 11

Table 2.1: The distribution of the stimuli used for follow-up dialogue elicitation, obtained
by the automatic aggregation of extracted one-line summaries, the templates and the assigned
emotions or automatically detected sentiment polarities.

them as neutral.
Under the supervision of the psychotherapists, we designed 5 templates to con-

vert each summary and its assigned emotion or automatically detected sentiment into
a coherent stimulus consisting of a common ground and a follow-up question. For the
narratives with an assigned [Emotion] by the user, two templates were defined:

In the notes you left previously, I read [Summary]. You told me you felt [Emotion]
for that. Do you still feel [Emotion]?

I remember you told me that you felt [Emotion] because of [Summary]. How do
you feel now?

while, for the 61 narratives with automatically determined polarity [Sentiment], two
templates were defined;

Previously, you had a [Sentiment] feeling about what I read in your note [Sum-
mary]. How do you feel about it now?

I remember you had a [Sentiment] feeling about what I read in your note [Sum-
mary]. Do you have any new thoughts or considerations about it now?

and, for the 13 narrative summaries without any assigned emotion or determined polar-
ity, one template was defined;

I read in your note about [Summary]. Do you want to tell me more about it now?

Using this methodology, we obtained 171 stimuli from the 92 selected narratives.
We then reserved 21 stimuli (approximately equal to 10% of the set) selected by strati-
fied sampling, as backup subset. The remaining 150 stimuli were used as the stimulus
and conversation context for follow-up dialogue elicitation. Table 2.1 shows the statis-
tics regarding the distribution of the stimuli used for the dialogue elicitation process.

14
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2.4. Evaluation of Elicited Dialogues

2.3.2 Follow-Up Dialogue Elicitation
We recruited two dialogue writer groups for the elicitation of second-session dialogues.
The first group included 4 psychotherapists experienced in the ABC therapy technique,
and the second group included 4 non-expert writers. Each writer was presented with
a detailed guideline including the task description as well as several examples of cor-
rect and incorrect annotation outcomes. For each provided stimulus, the writers were
asked to first review and validate the stimulus for possible “Grammatical Error” or
“Inter-sentence Incoherence” and in case of an invalid stimulus, to apply necessary
modifications to correct it. Following the validation, the writers were asked to write a
short follow-up dialogue based on the stimulus, assuming that the stimulus was asked
by a dialogue agent to the user regarding her previous interaction.

The writers were asked to respect three mandatory requirements while generating
the dialogues:

1. The conversation must be based on and consistent with the stimulus;

2. The flow of the conversation must be such that the user elaborates on the event
introduced in the stimulus and provides more details about the event (person,
location etc.) or her emotion;

3. The conversation must contain a closure turn by the agent.

The closure turn is an important part of the dialogue because these sentences play
the role of the acknowledgment and grounding of the dialogue between the user and
the agent, and at the same time may increase the user’s willingness to interact with the
agent. The number of turns for the dialogues was not fixed. However, the dialogue
writers were suggested to write 4 dialogue turns for each stimulus, resembling 2 turns
for the user and 2 turns for the agent (excluding the stimulus), with the last turn as the
closure by the agent. Furthermore, in order to minimize cognitive workload, the writers
were suggested to distribute the work by taking a break after every 10 stimuli.

Initially, 10 stimuli were selected by stratified sampling as the qualification batch
and were provided to all the writers for the purpose of training and resolving possible
misunderstandings. The outcome of the qualification batch was then manually con-
trolled and a few adjustments were made with 2 of the writers. Afterward, the rest of
the stimuli were distributed such that 30% of the stimuli are annotated by all 8 writers
and the rest of the stimuli are annotated by two psychotherapists and two non-expert
writers.

2.4 Evaluation of Elicited Dialogues

Using the introduced elicitation methodology, we collected a corpus of follow-up con-
versations from the two writer groups, presented in Table 2.2. We evaluated the elic-
itation methodology and investigate the impact of domain expertise on the collected
dialogues by comparing the performances of psychotherapists and non-expert writers.

The number of turns and the dictionary size for each group indicate that the experts
tend to write shorter conversations while they used a wider range of vocabulary in the

15
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2.4. Evaluation of Elicited Dialogues

Non-Experts Therapists
# Dialogues 400 400
# Turns 1714 1494
Dictionary Size 3146 4251
Avg. Turns

4.2 3.7per Dialogue

Table 2.2: The statistics of the collected corpus of follow-up dialogues using the proposed
elicitation methodology per each writer group, non-experts and psychotherapists.

conversations compared to the non-expert group. Regarding the length of the generated
dialogues, in 627 conversations the writers respected the suggestion of writing 4 turns
per dialogue. Regarding the other 173 dialogues, for 90 dialogues two turns are written
where the user replies to the stimulus and the dialogue agent ends the conversation with
a closure turn, while, 83 dialogues consist of more than 4 turns as the user and the agent
discuss the event and the user’s thoughts further before ending the conversation.

2.4.1 Validated Stimuli
While 34.2% of the provided stimuli to the non-expert writers were labeled as invalid,
this percentage by the psychotherapist group was 44.5%. Besides, the inter-annotator
agreement measured by Fleiss κ coefficient [16] was higher in the expert group (0.26)
compared to the non-expert group (0.06). This discrepancy in the validation subtask
suggests that the assessment of the stimuli by each writer is affected by their level of
competence in the domain, i.e. domain expertise leads to a more precise assessment
of the stimuli. Nevertheless, by representing each writer group by their consensus vote
over the subset of stimuli annotated by all writers, the inter-group agreement over this
subset of 27 stimuli is 0.66, measured by Cohen’s κ coefficient [8]. This result suggests
that even though domain knowledge and expertise result in a fine-grained assessment,
it is still feasible to obtain a course-grained validation of the generated stimuli with a
group of non-expert writers using appropriate guidelines.

Regarding the type of errors annotated by each group, the expert group labeled 60%
of the invalid stimuli due to “Inter-sentence Incoherence” with respect to the automatic
generation and combination of the stimuli elements (the summary, the sentiment, and
the template). Meanwhile, 69% of the stimuli labeled as invalid by the non-expert
group were due to “Grammatical Error”. Regarding the corrections applied to the in-
valid stimuli, modifications were mostly about the automatically extracted summary
and detected polarity. The modifications to the summary sentence included refactor-
ing the structure, re-positioning sections of the summary, or restoring the punctuation.
As for the modifications on the detected sentiment, while the modifications done by
the non-expert writers were mostly about changing negative and positive polarity with
one another, the experts tended to be more conservative in expressing sentiment for the
stimuli as they mostly changed the stimuli with detected sentiment to neutral. In less
than 10% of the cases the writers, mostly the psychotherapists, modified the template
and specifically the follow-up question. In these cases, the questions were changed to
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2.4. Evaluation of Elicited Dialogues

Figure 2.4: The heat-map of frequent nouns used by the dialogue writers in the generated
conversations (English translations). The x-axis represents the nouns extracted by merging the
lists of 20 most frequent nouns used per each writer. The y-axis and z-axis represent the writers
and the noun frequency per each writer respectively.

more summary-specific ones such as "...What was the distorted thought that came to
your mind?".

2.4.2 Elicited Dialogues
In order to gain insights into the differences in the dialogues written by each group,
we looked into the vocabulary of the nouns and entities. Figure 2.4 shows the fre-
quency heat-map of the 20 most frequent nouns used by each writer in elicited dia-
logues, translated into English. The results indicate that the language and vocabulary
used in the expert group are specific for each therapist and vary from one expert to
the other. Meanwhile, non-expert writers have a more combined vocabulary with less
inter-annotator novelty in the lexicon. This result suggests that domain expertise has an
influence on language and the use of vocabulary in generating conversations.

Dialogue Act Tagger

We developed a Dialogue Act tagger to compare the elicited dialogues by their set of
Dialogue Acts (DA). For this purpose, we annotated 370 of the collected dialogues
(1514 turns, approximately equal to 45% of the dataset) with the ISO standard DA
tagging in Italian [68] and trained an encoder–decoder model [98] to jointly perform
functional unit segmentation and dialogue act tagging. The results, presented in Table
2.3, show that despite the similarity in the use of the top 6 frequent DAs (inform, an-
swer, auto-positive, question, request, and suggest), there is a diversity in the type and
the frequency of the DAs used by non-expert group (such as offer, address-suggest and
other less relevant DAs to the domain) with respect to the professionals.

Response Selection Baselines

We investigated the appropriateness of the elicited follow-up dialogues for develop-
ing human-machine dialogue systems. For this purpose, we developed four response-
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Dialogue Act Non-Experts Therapists
inform 1487 1777
answer 768 925
auto-positive 591 333
question 396 452
request 217 194
suggest 162 167
offer 117 26
confirm 65 36
disconfirm 56 63
address-suggest 40 17
address-request 2 9
other 77 11

Table 2.3: The distribution of the Dialogue Acts (DA) in the elicited follow-up conversations
by each writer group using ISO standard DA tagging in Italian [68]. Less frequent DAs such as
accept-apology, apology, promise, accept-offer, and Feedback dimension DAs (auto-negative,
allo-negative, and allo-positive) are presented as "other".

selection baselines, as two Information Retrieval models and two Deep Neural Network
models. We chose the selection setting compared to generation since 1) in this setting
the system outputs the exact turns, suggestions, questions, and closures elicited from
the dialogue writers, thus we directly evaluate the data and not the generation ability
of the model; 2) compared to response generation, the system is always limited to a
predefined list of response candidates which may not contain any appropriate response
given a specific history. However, it provides a higher level of control on the model
outputs, which is a mandate in the mental health domain.

The two Information Retrieval models are :

• TF-IDF Term Frequency-Inverse Document Frequency method, which is a com-
mon statistical method that measures how relevant a term in a document is. The
intuition behind is that a term is of high importance in a document if it is seen
often in that document and not so frequently in other documents in the data set.

• BM25 Best Matching 25 [67], an Information Retrieval algorithm similar to TF-
IDF which further penalizes the term frequency score based on the length of the
document.

while the two Deep Neural Network models are:

• SNN Siamese Neural Network [40], which consists of twin networks with tied
weights and computes the similarity score between the two input sequences. For
each dialogue history h, and response candidate r, our model embeds the conver-
sation history and the response candidate. It computes the similarity of the two as
σ = (hTMr), where M is a matrix of parameters learned by the model during the
training. The similarity score is forwarded to the sigmoid activation function to
be converted to a value from 0 to 1, representing the probability that the two are
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TFIDF BM25 SNN SMN
1 in 2:
R@1 0.49 0.62 0.54 (LSTM) 0.56

1 in 10:
R@1 0.21 0.24 0.09 (GRU) 0.13
R@2 0.36 0.37 0.20 (GRU) 0.26
R@5 0.55 0.63 0.52 (LSTM) 0.60

1 in 50:
R@1 0.14 0.17 0.02(LSTM) 0.03
R@2 0.18 0.21 0.04 (GRU) 0.06
R@5 0.26 0.31 0.10 (LSTM) 0.18

Table 2.4: Automatic evaluation of the response se-
lection baselines using the elicited corpus by Re-
call@k metric.

TFIDF BM25
#Dialogues 217 52
#5-star 130 (60%) 15 (29%)
#4-star 26 (12%) 17 (33%)
#3-star 41 (19%) 8 (15%)
#2-star 8 (3%) 7 (13%)
#1-star 12 (6%) 5 (10%)
#Turns 651 107
#Th. Up 594 (91%) 72 (67%)
#Th. Down 57 (9%) 35 (33%)

Table 2.5: Human evaluation of the two
outperforming models in follow-up dia-
logues. The users rated each response
on a binary scale as well as the whole
dialogue with scores from 1 to 5.

a valid pair based on their similarity as p(y=1|h,r). Regarding the hidden units,
we experimented with Long-Short Term Memory (LSTM) units as well as Gated
Recurrent Units (GRU).

• SMN Sequential Matching Network [88] as a context-based matching model.
The input sequences are encoded using a Recurrent Neural Network. The ob-
tained representations are passed to a convolutional layer followed by a pooling
layer. Each sequence is then presented as a vector consisting of the features ex-
tracted in the previous step. Finally, the hidden states of GRU are used to compute
the final matching score for the history and the response candidate.

The models were trained on 90% of the collected conversations and evaluated on
the remaining 10% of the data as test set using Recall@k family of metrics. The results
of the automatic evaluation of the models, presented in Table 2.4, indicate that BM25
outperforms the other alternatives in all settings (the parameters of BM25 model were
optimized as b=0.75 and k1=1.49.).

For the next analysis, we integrated TF-IDF and BM25 models into the application
used to collect the first dialogue sessions. We recruited 10 test users to interact with our
dialogue agent and hold dialogues about their life events by answering the ABC ques-
tions for 50 days. Each dialogue was then automatically converted to a personal stim-
ulus after one day, using the previously introduced methodology. The system would
use the stimulus to prompt the user and initiate a follow-up dialogue for two exchanges
(4 turns) with natural language responses from the users and retrieved responses from
the agent. We asked the test users to assess the appropriateness and coherence of each
machine turn in follow-up dialogues (including the stimulus) with thumbs-up (appro-
priate) or thumbs-down (inappropriate), and to evaluate the quality of the conversation
as-a-whole by voting from 1-star (very bad) to 5-stars (very good) for each dialogue.

The results of human evaluation on the baseline dialogue models, shown in Table
2.5, indicate that 91% of the system turns retrieved by TF-IDF were considered appro-
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2.5. Case Study: Personal Healthcare Agent

priate and coherent by the test users. As a result, more than 70% of the dialogues had
acceptable quality. These results suggest the usefulness and suitability of the elicited
dialogues for longitudinal and multi-session conversations. Meanwhile, even though
BM25 managed to outperform the TF-IDF in automatic evaluation, TF-IDF obtained
higher ratings both at the turn level and at the dialogue level.

2.5 Case Study: Personal Healthcare Agent

In collaboration with a team of psychotherapists, we developed a Personal Healthcare
Agent (PHA) for the mental health domain using the collected dataset of LDs3. The
PHA was embodied in a mobile application available to users in both Android and iOS
platforms, and was capable of engaging the users in two types of dialogues with the
goal of improving their mental health.

In the first interaction type, the users could initiate a dialogue with the PHA At
any time of the day about a real-life event that has activated their emotional state. In
this case, the PHA would engage the user in a dialogue by asking a controlled set
of questions designed by the therapists to obtain more details about the event using
the ABC technique. The answers of the user were then presented to the therapists to
provide support to the patient accordingly.

Regarding the second interaction type, the PHA would hold a system-initiated di-
alogue asking about how the user feels about the event and the emotions she shared
the day before. The PHA would create a personal dialogue stimulus for the user, and
engage the user in a dialogue to follow-up with them and check whether the issue is
fully resolved or more therapeutic support is required. During this interaction, the PHA
would provide helpful suggestions during the conversation with the user and support
him/her to reach a healthier emotional state. These conversations consisted of natu-
ral language responses from the users and retrieved responses from the system using
BM25. During each follow-up interaction, the model would select the top 3 response
candidates. Afterward, it would rank the candidates based on their coherence accord-
ing to the recurring entities that appeared in the dialogue history. The most appropriate
response would be selected and output to the user. the developed PHA was deployed in
two clinical pilot studies.

2.5.1 Pilot Study 1: Participatory Design
In our first study, the participants and the psychotherapists were engaged in the early
phases of the design and development of the application. 21 participants aged 33-
61 with mild-to-moderate levels of stress, anxiety and depression were assigned to
two groups, A and B. While both groups received stress management training sessions
along with cognitive behavioral treatment, Group A interacted with the PHA as well.
Psychopathological outcomes were assessed at baseline (T1), following eight weeks of
treatment (T2), and after three months post-treatment (T3).

3The protocol and the experimental plan were approved by the Ethical Committee of the University
of Trento, Italy. Our experimental protocol has been registered on ClinicalTrials.gov (NCT04809090).
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2.6. Conclusions

The results of this study supported the hypothesis that stress management treatment
can benefit from the deployment of personal dialogue systems, in particular for im-
proving adherence to therapists’ recommendations about applying coping strategies in
everyday life. Those improvements have been shown to persist over time. The patient
group who interacted with the PHA reported significant improvements between T1 and
T3. Moreover, the psychotherapists engaged in this study were in favor of integrat-
ing a PHA into their practice as they could observe increased engagement of patients in
pursuing therapy goals. Further details about this study are published in our article [10].

2.5.2 Pilot Study 2: Randomized Controlled Trial
In our second study, we evaluated the contribution of our PHA in promoting mental
health and well-being. This study was based on a protocolized intervention for stress
and anxiety management where patients with stress symptoms and mild-to-moderate
levels of anxiety received eight weeks of CBT treatment delivered remotely. The par-
ticipants were active workers aged over 55. Four experimental groups were selected;
G1 received traditional therapy, G2 also conversed with the agent, G3 received support
only by the agent, G4 did not receive any treatment and was assigned to a waiting list.
The symptoms related to stress were assessed prior to the treatment (T1), at the end
(T2), and three months after (T3) by standardized psychological questionnaires.

Analysis conducted within groups showed greater improvements in the levels of
stress and scales related to overall well-being in G2. Besides, G2 reported higher lev-
els of perceived usefulness and satisfaction. Moreover, we observed a greater level of
satisfaction and subjective perception of usefulness in participants who could be sup-
ported by the human therapist as well as the PHA. Further details about this study are
published in our article [11].

2.6 Conclusions

We addressed the need for suitable dialogue corpora for Longitudinal Dialogues (LDs)
by presenting an elicitation methodology for LDs. Using the proposed methodology,
we collected a dataset of LDs consisting of 800 2-session dialogues in the mental health
domain.

Through an analysis of the collected corpus following our proposed methodology,
it emerged that the task of validating responses and generating dialogues in the mental
healthcare domain can be performed both by using psychotherapists and non-expert
dialogue writers. Therefore, it suggests the possibility of training a larger number of
non-expert dialogue writers using appropriate guidelines to obtain a valid dataset with
less cost while ensuring consistency in the results.

We investigated the appropriateness of the collected corpus for developing multi-
session dialogue systems. We reported automatic and human evaluation of a corpus-
based response-selection baseline. We found that the test users who interacted with
the model over a long-term period (50 days) considered 91% of the system turns as
appropriate and coherent, resulting in 72% of dialogues with acceptable quality.
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CHAPTER3
Personal Knowledge Extraction

The knowledge required to carry out Longitudinal Dialogues (LD) is user-specific and
can vary for each dialogue session with the individual user. There is no general-purpose
knowledge base that can suit all users and scenarios.

User responses in LDs have a unique and complex structure. They encompass per-
sonal events and situations the user has experienced and shares with the machine. We
present an unsupervised model to automatically parse the user response and extract the
user’s personal events and participants as personal knowledge. This information is then
presented as a graph of the user’s personal space. This personal graph is then updated
at each interaction with the patient. The obtained graph is further used as a source of
knowledge for grounded response generation in LDs.

3.1 Background

The definition of the event concept has been the topic of study in different disciplines,
originating in philosophy [47]. Early linguistic attempts to understand the semantics
and structures of events in unstructured text date back to the use of hand-coded scripts
(frames) [32]. In this approach, predefined slot frames were designed to be filled by
the values extracted from the text. This approach was later adopted by Ebner et al. [14]
where the authors studied the events and their participants by the verb-specific roles the
participants can have (the arguments of the event "attack" are of types "attacker" and
"target"). In this work, the authors formalized the event understanding as an argument-
linking task. Kim and Klinger [30] consider the activation of emotions as an event and
study such events through different properties such as cause, experiencer, target, etc. In
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3.2. Personal Space Graph

this definition, not only verb phrases but also noun phrases and prepositional phrases
that activate an emotion in a participant can represent events.

In order to address the expensive nature of designing domain-specific frames, Cham-
bers and Jurafsky [5] proposed an unsupervised approach to extract the event chains in
a narrative according to the common protagonist they surround. Based on the assump-
tion that reoccurring participants among different events are the protagonists of the
narrative, the authors defined the event in a sentence by its predicate (verb) and verb
dependencies. This work was complemented further by considering the role of the
protagonists in each event and the neighboring events in order to obtain a schema [6].

There have been several studies on the application of narrative understanding through
event extraction and annotation. In this regard, Mostafazadeh et al. [46] applied event
chain extraction model [5] for the task of closure selection for commonsense stories,
known as StoryClozeTest. Rashkin et al. [63] conducted a task on inferring the next
possible intents and reactions of the participants in a narrative based on the observed
events through commonsense. Zhou et al. [100] studied the application of temporal rea-
soning such as the order/frequency of events in the narrative for the question-answering
setting.

3.2 Personal Space Graph

We present an unsupervised approach to automatically extract the life events and their
participants from the user responses, and represent them as the Personal Space Graph
(PSG) of the user. We follow the definition of an event that was used by Chambers
and Jurafsky [5] based on the verb and its dependencies. That is, a verb is the core
element of an event and supports the relation among its dependencies such as subject,
object/oblique nominals which are considered as the participants of the event.

Figure 3.1 shows the workflow of our model. Through the interaction with the user,
each response is parsed and presented in terms of its predicates (the events, the edges
of the graph) and their noun dependencies (the participants, the nodes of the graph).
Each edge has an index based on its order of appearance in the narrative which makes
it possible to reconstruct the order of occurrences among the events (for instance, the
event "litigo spesso (argue often)" is mentioned after "parla male (talks bad)"). Besides,
the events and participants mentioned in a recent dialogue session are considered to be
more relevant for ongoing interaction. Based on this assumption, older nodes and edges
in the graph will become less relevant upon a new dialogue (presented by dashed lines
in Figure 3.1).

Our architecture consists of five main components:

1. Functional Unit Segmentor Upon receiving a response, it is first segmented
into its functional units. A functional unit is a contiguous span within a mes-
sage which has a coherent communicative intention [54]. The segmentation into
functional units was performed by a seq2seq model presented in Chapter 2, Table
2.3.

2. Dependency Parser Each functional unit is then passed to the dependency parser
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3.2. Personal Space Graph

Figure 3.1: The events and participants in the user responses are extracted and presented as the
Personal Space Graph (PSG) of the user. Each edge and the adjacent nodes stand for an event
and its corresponding participants, respectively. The edges (events) have an index based on their
appearance in the response. Events and participants extracted from prior dialogue sessions are
considered less relevant for ongoing interaction and have a lower importance score, presented
by dashed lines.

to obtain the corresponding dependency tree, for which spaCy natural language
processing library1 was used. Using the obtained tree and part-of-speech tags, to-
kens tagged as nouns and proper nouns are extracted as nodes in the graph (nom-
inal modifier nouns are excluded in this process since they are describing/spec-
ifying characteristics of another noun). In cases where pronouns are subjects or
objects of a verb, they are extracted as nodes as well.

3. Entity Linking In order to make sure different surface representations of the
same noun are mapped to the correct node in the graph, an Entity Linking module
is defined. This module queries BabelNet2 and ConceptNet3 semantic networks
for the root form of the extracted nouns and matches them consequently to obtain
a set of entities and participants in the narrative.

4. Null Subject Restorer All the verbs contained in the functional unit are extracted
and controlled for possible null subject cases. Null subjects are non-overtly ex-
pressed subject pronouns commonly used in pro-drop languages such as Italian
and Spanish [69]. In this case, the subject of the verb is restored as a pronoun
based on its conjugation using an out-of-the-shelf library MLCONJUG34 to make
sure each participant is detected and extracted correctly.

5. Entity-Relation Extraction Lastly, the model navigates through the dependency
1spaCy spacy.io
2BabelNet babelnet.org
3ConceptNet conceptnet.io
4MLCONJUG3 pypi.org/project/mlconjug3
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3.3. Evaluation

tree to find the verbs that connect the extracted entities as subjects and object-
s/oblique nominals. In cases of entity conjunctions, the same verb spans over all
the entities in the same conjunction. For better visualization, the neighbors of the
verb in the dependency tree are explored to obtain an entire predicate composed
of adverbs, ad-positions, and auxiliaries as the edge of the graph.

The obtained PSG is specific to each user and presents the mentioned event and
participants in the narratives. In each graph, the user is presented as the node "Io (I)"
and all the other participants are connected to it by the corresponding predicate.

3.3 Evaluation

We evaluate our proposed approach in two different settings in the Italian language.
Besides, we compare the performance of its English adaptation with other models in
the StoryClozeTest [46] setting.

3.3.1 Italian Corpus
For the evaluation of the proposed model, we collected a dataset of human-machine
dialogues using the approach introduced priorly in Chapter 2 for the collection of first-
session dialogues. The users were asked to interact with the dialogue agent and answer
a set of questions about real-life situations and events that have activated their emotional
state for the period of three months. As the result, we collected 241 dialogues from 18
users with an average length of 128.2 tokens per dialogue (excluding the machine turns)
and an average number of 11.9 dialogues per user.

In the first setting, we evaluated the model for the task of last-turn selection in a
personal dialogue. Using the collected dialogues, the model was tasked to select the last
user response in each dialogue based on the participants and events (verbs) it consists
of and the PSG it extracted from the dialogue history. We assessed the performance of
the model using two pools of 2 and 5 candidates, each consisting of 1 correct response
and n-1 distractors. The distractors were sampled randomly from the pool of the last
user turns in other dialogues in the same dataset.

In the second setting, we evaluated whether the obtained graph can correctly repre-
sent a personal space of events and participants that varies for each user. The model was
first presented with a set of consecutive dialogues from a specific user as history. It was
then tasked to select the next possible dialogue for the user based on the PSG extracted
from the previous dialogues. We evaluated the mode using a pool of 2 candidates, con-
sisting of the correct next dialogue and a distractor (a dialogue with a different user.)

The results of these evaluations are presented in Table 3.1. In the first scenario,
while TF-IDF manages to be a strong baseline, our proposed system outperforms the
Random baseline and has a higher success rate than the selection solely based on the
recurrence of the nouns. By raising the task difficulty and increasing the pool size to
5, our model maintains the same performance trend. Regarding the second evaluation,
the results indicate that the recurrence of the nouns is an important factor for the model
to select the next possible dialogue. Nevertheless, our model manages to outperform
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3.4. New Event Detection

Last User Turn Selection Next Dialogue Selection (Pool of 2)
Recall Rand. TF-IDF Nouns PSG History Rand. TF-IDF Nouns PSG
R@1 in 2 50% 71.1% 41.3% 59.0% 2 Personal Dialogues 50% 74.4% 68.8% 71.4%
R@1 in 5 20% 51.6% 34.8% 42.7% 5 Personal Dialogues 50% 75.3% 68.8% 72.0%

Table 3.1: The results of evaluating our model in the Italian language in two different settings.

EC Nouns PSG
R@1 in 2 49.4 45.1 45.6

Table 3.2: The result of evaluating the English adaptation of our model in StoryClozeTest
setting, compared with other unsupervised approaches [46]. EC stands for Event Chain model
baseline [5].

this baseline by considering the predicates as an additional factor, and gets closer to
TF-IDF scores.

3.3.2 English Corpus

The English adaption of the model was evaluated in the StoryClozeTest setting. In this
setting, the model is tasked to select the most probable ending for a four-sentence story
from a pool of 2, consisting of the right ending and the wrong one [46]. We compare
the performance of our model with the Event Chain (EC) model proposed by Chamber
and Jurafsky [5] that follows the same linguistic definition for an event. The result of
this evaluation for the test set of 3744 stories is presented in Table 3.2, indicating that
our model performance is in line with other unsupervised approaches.

3.4 New Event Detection

Throughout our analysis of the PSG model performance, we observed that one of the
main sub-challenges in extracting the PSG of the user is identifying the novelty of the
extracted events. To obtain a concise and salient understanding of a narrative through
the events, it is necessary to select the events that relate to a new happening/participant
in the narrative and have novel contributions. The process of recognizing an event new
implicitly involves the event coreference resolution task. This task consists of detecting
all the events that refer to the same event [94]. Thus, an event that is referring to a
previous event is not considered new. Nevertheless, if the event appears in the narrative
for the first time it might be part of commonsense knowledge and thus not new.

We assess whether an event is new in a narrative according to their Information
Status (IS) [42,58]. This study is inspired and motivated by the need to a) extract salient
information in the narrative and position them with respect to the rest of the discourse
events and relations, and b) acquire a new event from a sequence of sentential units of
narratives. This task can facilitate higher levels of computation and interaction such
as reasoning, summarization, and human-machine dialogue. We annotated a publicly
available corpus of narratives with the new events at the sentence level using human
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3.4. New Event Detection

annotators. We then developed several neural and non-neural baselines for the task of
new event extraction in both candidate-selection and sequence-tagging settings.

3.4.1 Definition of New Event

Figure 3.2: Sentences in a narrative and the corre-
sponding events. There are eight events in the sen-
tences (highlighted), while six of them are presenting
new information (bold) and the remaining two are re-
ferring to the already-mentioned events in the context
(not bold).

Prince [58] defined the notion of
old or new Information Status (IS)
with respect to two aspects of the
hearer’s beliefs and the discourse
model. New information according
to the hearer’s belief is the one that
is assumed not to be already known
for the hearer, while discourse-new
information is the one that has not
been mentioned or has not occurred
priorly in the discourse-stretch [58].
Nissim et al. [52] adopts the IS con-
cept and defines three categories of
old, new, and mediated for the sta-
tus of entities in a dialogue. The
notion of old follows the definition
provided by Prince [58] closely. However, the authors define mediated as entities that
have not directly been introduced in the context but are inferrable or generally known to
the hearer; while the new category spans over entities that are not introduced priorly in
the dialogue context, nor can they be inferred from the previously mentioned entities.

We extend the definition of the new category in entities [52] to events. We define an
event as new if its information (the event and/or participants) is not presented priorly
in the discourse stretch, and it can not be inferred through commonsense. For instance,
Bob saw Alice is a new event if it is the first time that Alice is introduced in the narrative
or the first time Bob saw her. However, once this event is selected as new, Bob looked at
Alice will not be a new event anymore. Furthermore, if Bob married Alice is considered
as a new event, Alice is Bob’s wife can be inferred through commonsense and thus is
not a new event.

An example of new and old events is presented in Figure 3.2. While there are eight
events in the narrative sentences, two of them do not represent any novel information
and thus are not new.

3.4.2 Annotation of New Event
We conducted an annotation task for identifying the new events in narratives at the
sentence level. The corpus used in this study is the SEND [55]. This dataset is a
collection of personal emotional narratives, collected by asking each subjects to recount
3 most positive and 3 most negative experiences of her/his life. This property makes
this dataset an appropriate corpus to study personal narratives about events and the
emotional activation of the narrators. The dataset consists of 193 narratives from 49
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3.4. New Event Detection

Value
#Narratives (Train:Valid:Test) 193 (114:40:39)
#Subject (# female) 49 (30)
Avg. Narrative Len. 28.10 utterances
Avg. Utterance Len. 15.44 tokens
#Vocabulary 4,416 unique tokens

Table 3.3: The statistics of SEND dataset [55]. The dataset is provided with official train, valid,
and test sets. Each narrative consists of approximately 430 tokens on average.

subjects. The statistics of the SEND dataset are presented in Table 3.3 (the train, valid,
and test sets are the official splits).

To reduce the annotators’ workload, we used the English adaptation of our PSG
framework to automatically parse and extract all event candidates for each sentence
in the narrative as the triplets of (subject, predicate, object). In the cases where more
than 5 candidates were extracted for a sentence, we created 5 clusters using Levenshtein
distance [92] (hierarchical clustering) and the candidate with the most number of tokens
in each cluster was selected to be presented to the annotator. We randomly sampled 21
narratives from the SEND dataset and reserved them as backup data (13 narratives from
the train set, 4 from the valid set, and 4 from the test set). Using the extraction pipeline,
we extracted all subject-predicate-object triplets as event candidates in the remaining
172 narratives at the sentence level.

We recruited five annotators. During the task, the annotators were presented with
a narrative one sentence at a time and the corresponding list of candidates. They were
asked to control if any of the candidate triplets in the list is valid (i.e. it reflects the infor-
mation in the sentence correctly); and whether it provides new information with respect
to the previous narrative context, that can not be inferred through commonsense. In the
case of valid and new information, the annotators were asked to select that candidate
as a new event. Furthermore, if there were no candidates extracted for a sentence or
the new information in a sentence was not presented as a valid candidate, the annotator
was asked to add the new information by simply copying the segment that conveys it
from the sentence and adding it as continuous span text.

After an introductory meeting with the annotators, they were asked to carry out the
first qualification task which consisted of annotating one narrative, sampled from the
valid set. The result of the first qualification batch was checked manually and a few
refinements were made with the annotators. The annotators were then asked to perform
a second qualification task using another narrative randomly sampled from the valid set.
The Inter-Annotator Agreement (IAA) level during the two qualification tasks, which is
presented in Table 3.4, indicates the improvement in the annotators’ performance from
one qualification batch to the other. The IAA for the event candidates is calculated
using Krippendoff’s α [31], while the IAA for the continuous span text is calculated
by the extension of Cohen’s κ for segmentation agreement [17], averaged among all
annotators.

The remaining 170 narratives were divided into 11 batches. In each batch, one
narrative was annotated by all annotators for the purpose of continuous quality control

29



i
i

“output” — 2023/4/30 — 9:59 — page 30 — #36 i
i

i
i

i
i

3.4. New Event Detection

Qualifications Overall IAA in the
Annotation Format First Second Annotation Task
Selected Candidates 0.22 0.55 0.54
Added Continuous Spans 0.32 0.60 0.66

Table 3.4: Inter-Annotator Agreement (IAA) during the qualification tasks and over the whole
annotation task. The results indicate an improvement in the performance of annotators from one
qualification batch to the other. The IAA is computed for candidate selection and continuous
span selection annotation using Krippendoff’s α and the extension of Cohen’s κ for segmenta-
tion agreement, respectively.

of the results, while the rest was equally divided among the annotators. To prevent
unreliable and biased agreements, all 11 overlapping narratives were from different
narrators.

3.4.3 Evaluation of Annotated Corpus

Figure 3.3: Sentences in a narrative and the correspond-
ing events; while the baseline model has extracted vari-
ous event candidates, only a few of them are valid and
new events (bold). Furthermore, the baseline model has
missed an event in the third sentence which is added as a
span from the sentence.

Throughout the task, the IAA
level on the overlapping narra-
tives was computed to ensure
a consistent annotation quality.
We observed negligible fluctu-
ations in the IAA level during
the task (<0.9 for Krippendoff’s
α), except for one batch; for
which the low-quality contribu-
tions were detected and refine-
ments were made with one an-
notator. The overall IAA level
of the annotated dataset is pre-
sented in Table 3.4. The results
are close to the level obtained in
the second qualification batch.

The results of the annotated
dataset, presented in Table 3.5,
indicate that the majority of the
annotated events were added as
continuous span text and were
not extracted by the PSG model.
An example of the annotation re-
sults is presented in Figure 3.3. While the event candidates appear in the narrative with
an approximately uniform distribution, almost all of the continuous span events are lo-
cated in the first half of the narrative. This result is in line with the definition of new
events since the events mentioned before in the context are "old" events. Nevertheless,
in both cases of candidate events and continuous span events, we observe that the sec-
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3.4. New Event Detection

Selected New Events as Candidates
#Candidates selected 1536
Avg. candidates selected:

per Sentence 0.57
per Narrative 9.0
per Narrator 31.4

%Candidates selected in:
1st half of the Sentence 43%
2nd half of the Sentence 57%
1st half of the Narrative 55%
2nd half of the Narrative 45%

Added New Events as Continuous Spans
#Spans added 2254
Avg. spans added:

per Sentence 0.8
per Narrative 13.3
per Narrator 46.0

%Spans added in:
1st half of the Sentence 38.1%
2nd half of the Sentence 61.9%
1st half of the Narrative 96.9%
2nd half of the Narrative 3.1%

Table 3.5: The statistics of the annotated dataset. While only 1536 extracted candidates (out of
6938, thus 22%) were selected as new events, 2254 new events were added by the annotators as
continuous span text. Moreover, almost all of the continuous span events appear in the first half
of the narrative, while event candidates have a quite normal distribution.

ond half of the sentences contains more information than the other half, indicating that
the narrators tend to mention the new events at the end of the sentence.

3.4.4 Baselines for New Event Detection

We developed neural and non-neural baselines to validate the outcome of the annotation
task, and, as baselines for the novel task of new event detection in a narrative. Consid-
ering the two annotation formats of selecting candidates and adding continuous spans,
we formalize the task using two settings of candidate selection and sequence tagging.

A) Candidate Selection Baselines

The first group of models is tasked to select the new events from the candidates ex-
tracted by our PSG model. The rule-based models are:

• Random Selector: for each sentence and its event candidates, it randomly picks
one candidate as the new event in the sentence.
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Figure 3.4: The neural baselines for the task of new event detection. The input vector consists
of the new events in the context (ground truth) and the current sentence. In the candidate selec-
tion setting, the input vector includes the extracted candidate as an additional segment as well.
The model encodes the input vector and outputs either a) a sequence of tags, corresponding to
the tokens in the sentence; or b) a binary decision to categorize the candidate as new or not.

• Binary Selector: for each of the event candidates of a sentence, it randomly
decides whether it is a new event or not. Thus, each candidate has a 50% chance
of being selected as a new event.

• First Candidate Selector: that selects the first event candidate that is extracted
for a sentence as the new event.

• Last Candidate Selector: which selects the last event candidate that is extracted
for a sentence as the new event for the sentence.

• New Subject Selector: which selects the first candidate that contains a new (un-
seen) subject in the list of candidates as the new event. In other words, the num-
ber of selected candidates is equal to the number of non-repetitive subjects in the
candidate list of the narrative.

• New Entity Selector: which selects all the event candidates that include new
subjects or new objects at the narrative level. Thus, it selects all candidates unless
they differ in the verb only. In that case, it selects one of them as the new event.

Neural Network Models In addition to the rule-based models, we developed neural
models based on Pre-trained Language Models (PLMs) as baselines for the task of new
event candidate selection presented in Figure 3.4. For this purpose, we model the input
vector with three elements as event candidate, current sentence, and context new events.
The context new events denote the new events (ground truth) in the narrative context
up to the current sentence. In cases where the size of the input vector exceeds the
model limits (for instance 512 tokens per BERT-based models), the model trims the
former part of the context new events. The model encodes this vector and outputs the
classification decision of whether the event candidate (triplet) is a new event or not.
The PLMs we fine-tuned for this purpose are BERT [13], and RoBERTa [38].

The results of the candidate selection baselines are presented in Table 3.6. We
observe that Last Candidate Selector has achieved the highest precision level among
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Prec. Rec. F1
Random 24.0 29.2 26.3
Binary 22.8 49.4 31.2
First Candidate 27.7 33.7 30.4
Last Candidate 30.1 36.7 33.1
New Subject 24.6 28.6 26.5
New Entity 25.1 88.9 39.1
BERT 35.6 51.1 41.6
RoBERTa 40.4 83.1 54.3

Table 3.6: The results of the new event candidate selection baselines. The performance of the
neural models is averaged over 10 runs.

Prec. Rec. F1
(%) (%) (%)

Random 18.8 49.7 27.3
Early 17.4 29.5 21.9
Late 20.2 34.0 25.4
BERT 33.2 82.2 47.3
RoBERTa 34.3 81.3 48.3

Table 3.7: The results of the new event se-
quence tagging baselines. The models are
trained and tested on continuous span events
annotated by the human judges only. The per-
formance of the neural models is averaged
over 10 runs.

Prec. Rec. F1
(%) (%) (%)

Random 31.1 49.6 38.2
Early 30.8 31.6 31.2
Late 29.9 30.4 30.2
BERT 54.9 84.3 66.5
RoBERTa 55.5 84.8 67.1

Table 3.8: The results of the new event se-
quence tagging baselines. Compared to Ta-
ble 3.7, in this setting, the models are trained
and tested on both selected candidates and
continuous span events annotated by the hu-
man judges. The performance of the neural
models is averaged over 10 runs.

rule-based models. This is in line with the annotation result analysis, indicating the
percentage of selected new event candidates to be slightly higher at the end of sentences.
On the other hand, New Entity Selector achieves the highest level of recall while having
a very low level of precision, as it selects all candidates unless the variation is only
in the verb predicate. Moreover, the F1 scores of all the rule-based models are less
than 40.0%. This indicates that features such as the novelty in elements or occurrence
position are not enough to achieve high performance on the task of new event selection.
While both neural models outperform the rule-based ones, RoBERTa outperforms all
the baselines in this task by having the highest level of precision while maintaining a
high recall.

B) Sequence Tagging Baselines

The second group of the models is developed for the task of new event detection in
a sequence tagging setting. That is, the models tag the sequence of tokens (chunks)
which are representing a new event in the sentence. The analysis performed on the
continuous span events selected by the human judges indicated that several events can
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share the same tag spans such as subject or object. Therefore, we formalize this task
as a binary tagging task rather than IOB tagging task and leave the development of the
models for IOB tagging of multiple spans with overlap as future work. Similar to the
previous task, we developed rule-based and neural baselines for new event sequence
tagging. The developed rule-based baselines are:

• Random Tagger: which randomly tags tokens in a sentence as the new event
tokens.

• Early Tagger: which tags the tokens in the first 30% of a sentence as the new
event tokens.

• Late Tagger: which tags the tokens in the last 30% of a sentence as the new
event tokens.

Neural Network Models Using BERT [13], and RoBERTa [38] PLMs, we devel-
oped two neural baselines for this task. The models take as input the current sentence
and the context new events which are the sequences of new events in the narrative con-
text up to the current sentence. Similarly to the previous neural baselines, if the input
vector exceeds the size limits of the models the former part of the context new events
is trimmed. The model encodes this vector and outputs a tag sequence consisting of
E(vent) or O, corresponding to the tokens in the sentence, indicating whether or not they
describe a new event.

We initially trained the sequence tagging baselines using the annotated continuous
span events. The results of this experiment are presented in Table 3.7. We observed
that precision scores and consequently F1 scores are not significantly different among
rule-based models. This indicates that the position of the tokens in the sentence is not
the most contributing factor to the prediction accuracy. Similar to the previous task,
the neural models have the highest performance among the baselines. However, their
precision is considerably lower than the recall.

In the next step, we evaluated the same baseline models using both the selected
event candidates and the continuous span annotations as the train and test sets. The
results of this experiment, presented in Table 3.8, show a boost in the performance of
all models using the mentioned train and test sets. Nevertheless, the same performance
trends among models can be observed in this experiment as well.

3.5 Conclusion

In this work, we present an approach to automatically extract life-events and partici-
pants from user responses in Longitudinal Dialogues (LD) and represent them as a per-
sonal graph. This graph can be a source of knowledge for dialogue systems designed
for LD.

To identify the events that present novel information in the narrative, we study the
unfolding of the events according to their Information Status. We introduce the new
task of identifying new events as they unfold in the narrative. We annotated a com-
plete dataset of personal narratives with new events at the sentence level using human
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3.5. Conclusion

annotators. We then developed several neural and non-neural baselines for the task of
new event detection in both settings of candidate selection and sequence tagging. We
believe this task can be a novel and challenging task in natural language processing and
can support other tasks in human-machine dialogue and natural language generation.
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CHAPTER4
Human Evaluation Protocol

Human Evaluation (HE) of automatically generated responses is necessary for the ex-
trinsic evaluation of the human-machine dialogue systems. Early attempts to evaluate
automatic Natural Language Generation (NLG) models using human judges date back
to the 90s, before the appearance of end-to-end models [7, 26, 33]. However, due to
the expensive requirements such as training skilled annotators and the time-consuming
nature of this evaluation, automatic metrics became the common evaluation criteria
in several NLG tasks. Metrics such as BLEU [56], METEOR [2] and ROUGE [36]
have been used to evaluate the model performance in machine translation and auto-
matic summarization tasks respectively as inexpensive and rapid evaluations. After
observing the reliability of these metrics for the task they are designed for (if applied
correctly), they have been used to evaluate the models in other tasks such as response
generation. However, several studies have shown that such metrics can not be reliable
proxies for evaluating generated responses [37, 70]; these criteria co-relate poorly with
human judgment and are inadequate since the generation is subject to linguistic features
such as grammaticality, fluency, and coherence, as well as interaction features such as
appropriateness, engagement, and user acceptance.

With the development of crowd-sourcing annotation platforms, conducting an HE
task is less expensive and more feasible than early methodologies. Nonetheless, due to
the lack of agreed-upon HE protocols, numerous HE tasks have been introduced in the
community suffering from incomparable and different characteristics, nontransparent
procedures, and non-replicable and incomparable results.

We propose to standardize the experimental methodology for HE of response gener-
ation models. We present a detailed protocol for this task, in order to increase the com-
parability, replicability, and interpretability of such evaluations among works and do-
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4.1. Background

mains. We present all the required steps and materials to conduct a HE in a transparent
and extendable way. The proposed protocol is domain-agnostic, language-independent,
and open to being extended to different versions and standards.

4.1 Background

Earlier attempts to evaluate dialogue systems by human judges considered user satisfac-
tion as the evaluation criterion [81]. Despite the introduction of automatic metrics for
the evaluation of dialogue models and a research direction aiming to better the metrics
used [23, 44, 96], HE is still the gold standard for assessing the qualities of a generated
response and a generative model [75].

While the importance of the proper evaluation of a dialogue model using human
judges is well-established in the community, how to perform such evaluation is still an
unsolved question [75]. As an outcome, countless HE tasks have been presented and
conducted in this domain, resulting in non-comparable and non-replicable results. Di-
alogue systems have been evaluated with different granularity (turn-level vs. dialogue-
level), different evaluation policies (single-model vs pairwise-model, candidate-ranking
vs. winner-selection), and in different modalities (interactive vs. static) [75]. The am-
biguities in HE tasks conducted so far have also been studied by Belz et al. [3], where
the authors focused on disentangling the characteristics of already conducted HE tasks
to increase the interpretability and comparability of the evaluations and results. Further
inconsistency in the evaluations includes the ambiguity in the criterion name, i.e. two
criteria with the same name assess two different qualities in different works, whereas
the same quality has been named with various terms among works [22]. In addition to
the aforementioned works, this naming inconsistency can also be found in the grounded
generation literature [21,25,83,97] where a criterion with the same name refers to two
different qualities and presents different definitions among works.

An important factor for reproducing any crowd-sourcing experiment is reporting
the details related to that experiment and its settings. This issue has been studied by
Ramirez et al. [61], where the authors identify the properties that researchers have to
provide to facilitate the reproducibility of any crowd-sourcing experiments. The same
problem has been studied specifically for HE experiments by Howcroft et al. [22] where
the authors identify the lack of reporting crucial details and other issues such as high
levels of variation among the evaluation procedures. Howcroft et al. [22] further stress
the need for a standard and coherent experimental design and terminology for the task
of HE in the community.

4.2 The HE Annotation Protocol

We propose to standardize the HE experiments through a referable and replicable pro-
tocol1 to address the problems of non-comparability and inconsistency in the literature.
Figure 4.1 presents the diagram of our proposed protocol. Considering the complexity

1https://github.com/sislab-unitn/Human-Evaluation-Protocol
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4.2. The HE Annotation Protocol

Figure 4.1: Our proposed Human Evaluation protocol consists of four main executive steps.
In the first step, we unfold the Task Design according to the evaluation and the annotation
characteristics. We then present the necessary factors to recruit a suitable group of annotators
(crowd-workers) in the second step. Step 3 includes the required considerations during the
execution of the task to ensure a high-quality outcome; while the last step provides a guideline
for crucial information to report in order to present a transparent and replicable evaluation.

of designing and executing such evaluations, we unfold the task into four main steps
in order to study and analyze the crucial aspects at each step. We aim to maximize the
reliability and replicability of the evaluation while minimizing the task difficulty and
complexity.

Our proposed protocol consists of four executive steps, i.e. 1) Task Design; 2)
Annotator Recruiting; 3) Task Execution; and 4) Annotation Reporting. In the first
step, we study the required characteristics to design a reliable and replicable evaluation
task with respect to both the evaluation aspect and the annotation aspect. The second
step is dedicated to identifying the crucial factors for recruiting an appropriate group
of annotators to perform the task; while the third step presents the required actions to
monitor and ensure annotation quality. Lastly, we present a complete checklist of the
necessary information to report alongside the evaluation results to achieve replicability
and transparency of the HE tasks.

4.2.1 Task Design

The first step is to design the evaluation task, which can be characterized by the two
aspects of evaluation and annotation. Defining these characteristics clearly and trans-
parently is paramount to achieving replicability and comparability among works and
models.
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4.2. The HE Annotation Protocol

A) Evaluation Characteristics

As the initial step, the definition of the evaluation characteristics of the task includes
the evaluation granularity, quality dimensions to evaluate and their definitions, the ques-
tions to be asked to the annotators, and the annotations format.

Granularity The evaluations conducted in the literature can be categorized into
two levels of granularity as dialogue-level, where the model is evaluated at the end of
a complete dialogue, and turn-level, where the model is evaluated based on its output
for a specific turn in the dialogue. Recent works indicate that the turn-level evaluation
is more fine-grained since it captures errors such as contradictions and response repeti-
tions [75]. Turn-level evaluation can be further categorized as absolute (single-model,
or rating) or comparative (winner-selecting, or ranking). In this protocol, we evaluate
the models at the turn-level; and in order to avoid biasing the annotators with the qual-
ity of other candidates which may result in an unintentional pick-the-best response, we
evaluate the candidates using the absolute setting (i.e. presenting one candidate per
time for each dialogue history). In this way, the performance quality of each model is
evaluated independently and we can obtain a model-specific list of limitations and error
signals. Furthermore, the ground truth turn is also provided as a response candidate to
the annotators, representing a point of reference.

Quality Dimensions We include four criteria in this version of the protocol, based
on the most common errors and qualities for an end-to-end response generation model.
Nevertheless, the proposed protocol can be extended to other criteria and quality di-
mensions. The proposed criteria and their definitions are as follows;

• Appropriate whether the proposed response candidate makes sense with respect
to the dialogue history; and to investigate if it is a proper continuation of the given
dialogue (thus coherent).

• Contextual whether the proposed response candidate contains references to the
dialogue context (thus not generic); and to investigate whether the response refers
to non-existing or contradicting information (such as model hallucination).

• Listening whether the speaker of the proposed response is following the dialogue
with attention (note that generic responses are also indicating that the speaker is
not following the dialogue).

• Correct whether the response candidate is correct considering the grammar, syn-
tax, and structure of the response.

Questions One of the important details, which is usually missing in the evaluation
reports in the literature, is the formulation of the questions the annotators are prompted
for the quality of the responses. The questions must be designed in a clear and neutral
form in order to avoid any possible bias while addressing the important factors evalu-
ated by each criterion. We present the questions designed to evaluate the responses in
each dimension in Table 4.1 (The protocol can be expanded to other dimensions used
by adding the corresponding criteria and questions).
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4.2. The HE Annotation Protocol

Dimension Question Answer Option Option Definition

Appropriateness
Is the proposed 

response candidate 
appropriate?

Appropriate
The response makes sense and it can be the natural continuation of the 
shown dialogue context.

Not Appropriate The response does not make sense in the current dialogue context.

I don’t know
The candidate contains some elements which make sense with respect 
to the dialogue context, but some that do not.

Contextualization

Does the proposed 
response contain 
references to the 

context of the 
dialogue?

Contextualized
The candidate contains implicit or explicit references to the dialogue 
context.

Not Contextualized
The candidate doesn’t contain any reference to the dialogue context, 
or contains references that are incoherent with the dialogue context.

I don’t know
The response contains some references to the dialogue context, but 
contains other references that are not clear or relevant.

Listening

In the proposed 
response candidate, 

how much do you think 
person A is listening to 

person B?

Listening
Speaker A is listening with attention to speaker B and follows the 
dialogue.

Not Listening Speaker A seems not to pay attention to what speaker B is saying.

I don’t know It is unclear if speaker A is listening to speaker B or not.

Correctness
Is the proposed 

response grammatically 
correct?

Correct The response does not contain any type of grammatical or structural 
error, any repetitions, misspellings or any other types of error.

Not Correct The response contains some grammatical or structural errors such as, 
repetitions, misspelling, any other types of error.

I don’t know It is hard to identify if the response contains errors or not.

Table 4.1: The questions and possible answer options presented to the annotators for the eval-
uation of the response candidates in this version of the protocol.

Decisions For each criterion, the annotators are asked to select an answer from a
3-point Likert scale modeled as positive (eg. Correct, Appropriate ), negative (eg. Not
Correct, Not Appropriate), and "I don’t know". The purpose of the third choice, "I
don’t know", is to avoid forcing non-deterministic and error-prone judgments on one of
the other two options. That is, the non-expert annotator (in some cases nor the expert
annotator) may not be able to make a deterministic decision due to the residual and
inevitable ambiguity of the annotation task.

Explanations In order the obtain better insights into the capabilities and limitations
of the models, we ask the annotators to explain their judgment by pointing out possible
errors or rightness of a response. The explanation is asked for three of the criteria
(listening is excluded) and mostly when the response is negatively evaluated or the
annotator is not sure ("I don’t know."). In order to introduce the minimum amount of
cognitive workload to the task, the annotators are asked to explain their judgment for
each response right after evaluating a response candidate, through predefined options to
select from, and/or free text. The list of predefined explanation options to select from
and the cases for which the explanation is asked is presented in Table 4.2.

B) Annotation Characteristics

Another principal aspect of HE experiments is the annotation characteristics. Despite
the importance of this aspect and its influence on the resulting quality, little attention is
given to the careful design of the HE annotation task.

We can model the annotation task as the interactions of the human (in our setting
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4.2. The HE Annotation Protocol

Quality 
Dimension

Annotators’  Decision Quality 
Sub-dimensionValue Explanation Options 

Appropriateness

Appropriate
❏ “The proposed response is coherent with the dialogue context.” Coherence
❏ Add free form text explanation -

Not Appropriate
❏ “The proposed response is not coherent with the dialogue context.” Incoherence
❏ Add free form text explanation -

I don’t know ❏ Please Add free form text explanation (required) -

Contextualization
Not Contextualized

❏ “The response is generic or does not contain any explicit or implicit 
reference to what it has been said in the dialogue context.” Genericness

❏ “The response is not consistent with the information contained in the 
dialogue context.” Hallucination

❏ Add free form text explanation -
I don’t know ❏ Please Add free form text explanation (required) -

Correctness
Not Correct

❏ “The response contains grammatical errors.” Grammaticality
❏ “The response contains one or more parts that are repetitive.” Repetition
❏ Add free form text explanation -

I don’t know ❏ Please Add free form text explanation (required) -

Table 4.2: The explanation options provided to the annotators to support their decisions. The
annotators can select predefined option(s) and/or write a free-form text. Each explanation option
refers to a sub-dimension that is used as an interpretation for the result analysis. The sub-
dimensions are not presented to the annotators.

the annotator) with a task system (the evaluation). From the beginning of the task, the
annotator tends to create a mental model of the task according to the properties and in-
formation she/he is presented to [45]. One of the main causes of issues in such settings
is the gap between the user’s and the designers’ mental models [53, 89]. Furthermore,
studies show high levels of cognitive workload in a task reduce the humans’ ability to
retrieve and exploit knowledge; meanwhile, reducing the mental workload helps to re-
duce the frequency of errors [34, 61, 93]. Therefore, it is necessary to carefully design
the annotation task to ensure a controlled level of cognitive workload throughout the
task and minimize the possibility of misunderstanding or ambiguity for the annotators
by using well-explained guidelines, a simplified User Interface, and a clear annotation
process.

Guidelines & Examples An important resource in crowd-sourcing annotation tasks
is the guidelines, which have the objective to introduce the task to the annotator and
instruct them about the process. The task guidelines and the examples must be written
with a clear and simple structure in order to minimize possible ambiguities for the
annotators and help them form a mental model in line with one of the task designers.
The examples should be carefully selected to point out the possible ambiguities and
difficulties during the annotation and to help the workers get familiar with the task.
Our task guidelines include an introduction to the task, the definition and description of
each criterion and corresponding answer sets, as well as examples of various scenarios
and annotations.

User Interface We designed and implemented a User Interface (UI) for the task
of HE, with the objective of an easy-to-use and intuitive platform that is extendable to
other versions of the evaluation, presented in Figure 4.2. Throughout the task, a short
version of the guidelines is always presented to the annotator with the possibility to
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4.2. The HE Annotation Protocol

Figure 4.2: The user interface designed for the human evaluation of generated responses.

access the complete version via hyperlinks. During the evaluation, the corresponding
dialogue context is shown to the annotator on the left, while the criterion question and
the proposed response candidate are presented on the right, along with the name of
the dimension, the definition of the dimension, and the possible decision values. In
order to reduce the cognitive workload of the annotators, all candidates for a specific
dialogue context are evaluated one by one for the same criterion after one another (i.e.
the annotator evaluates all the candidates of the presented dialogue history for criterion
A, and then all the same candidates regarding criterion B). In this way, the left side of
the UI (dialogue history) remains unchanged so that the annotator does not have to go
through the dialogue history several times, and focuses on each evaluation metric per
sets of response candidates.

Internal Pilots Internal pilots can provide reliable feedback about the difficulty/-
subjectivity of the task, the amount of time required to perform the task, and a threshold
for the expected output quality of the task if done correctly. Internal pilots also help to
detect and resolve possible ambiguities and issues in the task and its materials prior to
the main task.

4.2.2 Annotator Recruitment
After designing the task, we need to recruit the required number of annotators to per-
form the task. In most cases, the annotation is done through crowd-sourcing. In that
case, there are several aspects involved in the process of recruiting the crowd-workers
that can affect the outcome quality including the sampling policy, the qualification, and
the compensation.

Sampling In order to obtain reliable results, it is important to recruit the annotators
from the correct target group. In the literature, selecting the annotators has been mostly
conditioned by prerequisites such as location, language fluency, and level of education.

Qualification Karpinskaet al. [28] observed that when the annotators are sampled
from workers in crowd-sourcing platforms, sampling conditions are not adequate as
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4.2. The HE Annotation Protocol

they may be fulfilled inappropriately (for instance the use of VPNs to fake a certain
location). Therefore, in addition to the mentioned prerequisites, it is essential to set up
a qualification task for the workers. The qualification task helps the task designers to
filter out contributors with low-quality performance and helps the crowd-workers to get
familiar with the main task and the UI.

Compensation Proper compensation is an important extrinsic factor that can affect
the performance of crowd workers, and the time it takes for the job to be selected and
worked on by the workers [43, 61, 86]. Therefore, it is crucial to estimate properly and
fairly the time and complexity needed to complete the task and set a fair wage in order
to ensure proper compensation.

4.2.3 Task Execution
The execution of the main task is subject to continuous control of the progress and
quality. In this phase, the agreement level among the annotators can indicate whether
the outcome quality is maintained throughout the task. Sudden drops or jumps in the
agreement level can be due to unbalanced difficulty among batches, or a low-quality
contributor. While the former should be addressed using stratified sampling when de-
signing the task, Riccardi et al. [66] observed that providing real-time feedback to the
annotators helps them to recover their mistakes and improve their performance for the
upcoming tasks.

4.2.4 Annotation Reporting
Howcroft et al. [22] highlight the lack of a standard for reporting the description and the
results of HE experiments and point out the need for proper reporting of the evaluation
details and results analysis. Furthermore, Ramirez et al. [61] stress the importance
of reporting the crowd-sourcing experiment in a proper and standard way in order to
facilitate the replicability of the experiment and the reproducibility of the results. We
provide a checklist of aspects and elements that are necessary to be reported along with
the final results in order to ensure a clear and transparent presentation of the protocol
and possible outcomes. The characteristics of the task that should be reported are:

• Evaluation granularity (dialogue-level vs. response-level, comparative vs. abso-
lute)

• Quality dimensions, their definitions, and corresponding questions

• Annotation format (item selection, free-form text, ranking, rating, etc.)

While the details regarding the recruitment of the crowd-workers include:

• Sampling criteria, the description of qualification task and acceptance\rejection
criterion

• Number of workers recruited
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4.3. Validation of the Protocol

Besides the mentioned details, there are certain statistics related to the execution of the
evaluation task and its final outcome that should be reported to increase the credibility
of the results. These statistics include:

• #Annotators participated in the study

• #Samples annotated in the study

• #Votes per each sample

• Inter-Annotator Agreement level & the metric used

• Workload allocated per annotator

• Demographic of the annotators

• Resource Utilization (time to perform the task, payment to the annotator, crowd-
sourcing platform)

4.3 Validation of the Protocol

We validate the proposed protocol by evaluating two Pre-trained Language Models
(PLMs) for the Italian language for the task of response generation. The first model
fine-tuned is iT5-Base [72], which has the same architecture as T5 PLM [60], pre-
trained on a large Italian corpus. It consists of 12 layers per stack (encoder or decoder)
with 220M parameters. The second model is GePpeTto [12] based on GPT-2 small [59],
for the Italian language. The model consists of 12 layers of decoder and byte-pair
encoding, with 117M parameters.

We fine-tune the two models using the dataset of follow-up (second-session) dia-
logues collected in Chapter 2. iT5-Base was fine-tuned using AdaFactor optimizer [80]
and early stopping wait counter equal to 3, with batch size and dialogue history window
equal to 4. GePpeTto was fine-tuned using AdamW optimizer [39] and early-stopping
wait counter equal to 3, with batch size and dialogue history window equal to 2. 80%
of the dataset was used as the fine-tuning training set, while 10% was used as the vali-
dation set for early stopping and parameter engineering, and the rest of the data, unseen
10%, was used as the test set (the splits were sampled at dialogue level to ensure no
history overlap among splits). To evaluate the models in grounded response gener-
ation setting as well, we provide the user responses in the first dialogue sessions as
unprocessed knowledge pieces for the response generation in the second session. The
average length of knowledge with this representation is 126.7 tokens (this setting will
be referred to in Section 5 as "RAW" representation of knowledge). We then fine-tuned
the models for grounded generation via the same approach used by Zhao et al. [99].
The automatic evaluation of fine-tuned models is presented in Table 4.4.
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4.3. Validation of the Protocol

4.3.1 Implementation
We implemented the proposed protocol to evaluate the performance of the two models
via human crowd-workers.

Task Design We followed the Task Design step explained in subsection 4.2.1 closely.
We then sampled 42 different dialogue histories from the fine-tuning test set (approx-
imately 50%) for the evaluation (the length of histories varies from 2 to 4 turns) and
sampled the responses of all models for each dialogue. We conducted two internal pi-
lots using 5 dialogues (sampled from validation set) with 3 internal experts (the experts
were not involved in the design of the task), as well as 3 internal non-expert annotators.
After each pilot, feedback from both groups was collected and a few refinements were
made to the UI and the guidelines.

Using the feedback obtained from the internal pilots regarding the difficulty of the
task and the amount it takes to annotate the samples, we prepared the annotation batches
so that each batch consists of approximately 10 dialogue histories of 4 turns in average,
with 3 response candidates (including the ground truth) to evaluate for the next turn.
During the internal pilots, each batch of 5 dialogues took an average of 15 minutes for
the non-expert annotators. Therefore, we set the average required time to 35 minutes
and the maximum time possible to annotate a batch to 90 minutes, in order to factor in
the possible lower pace of non-expert annotators.

Recruiting Crowd-worker We used Prolific crowd-sourcing platform2, and se-
lected the crowd-workers using the following prerequisites:

• Location: Italy

• Gender Distribution: Available to All

• First Language: Italian

• Minimum Approval rate: 95%

• Minimum complete submissions: 20 jobs

• Education: Available to all

• Expertise: Available to all

In addition to the sampling policy, the annotators were asked to perform a qualifica-
tion task. The task consisted of evaluating the response candidates for 5 dialogues (the
same dialogues used in the internal pilots) in an identical setting to the main task. We
considered the Inter-Annotator Agreement (IAA) of the internal non-expert annotators
calculated by Fleiss’ κ [16] as the threshold (0.21). In order to qualify each worker,
we computed the agreement level between the internal annotators and the worker and
if it was above the threshold, the worker was qualified for the main task.

Based on the workload and the estimated time required for the task, we set the wage
as 4.67 pounds for 35 minutes, equal to 8 pounds per hour3. Qualified crowd-workers
were also paid for the qualification task.

2Prolific: https://www.prolific.co/
3Prolific’s Payment Principles mandates a fair and ethical payment to the workers with the minimum
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Models Inter-Annotator Agreement measured by Fleiss’ κ
Appropriateness Contextualization Correctness Listening per Model

GePpeTto 0.27 0.14 0.64 0.15 0.32±0.10

+Knowledge 0.42 0.22 0.36 0.27 0.36±0.11

iT5-Base 0.24 0.19 0.06 0.18 0.27±0.04

+Knowledge 0.18 0.03 0.30 0.21 0.19±0.06

IAA per 0.30 ±0.10 0.15±0.05 0.41±0.20 0.23±0.07
-Dimension Fair Poor Moderate Fair

Table 4.3: The Inter-Annotator Agreement (IAA) level calculated by Fleiss’ κ. The last row
and last column represent the average IAA (and the standard deviation) per each of the criteria
and each model, respectively. The low IAA on Contextualization indicates the high level of
complexity and subjectivity in this criterion. In contrast, the moderate level of IAA is achieved
over Correctness criterion, suggesting a lower level of subjectivity in the judgments.

4.3.2 Annotation Statistics
In total, 40 workers participated in the annotation task and 35 of them were qualified.
The 42 samples to annotate were distributed in two batches of 11 and two batches of 10
samples. Each batch is annotated by 7 annotators and the annotators spent an average of
19 minutes for the qualification batch and 45 minutes for annotating the main batches.
In addition to the decided compensations, one annotator was rewarded a bonus of two
pounds since he/she informed us about an unexpected bug in the UI via email.

During the execution of the task, we calculated the agreement between each pair of
annotators using Cohen’s κ [9] as well as the agreement among all annotators in the
same batch using Fleiss’ κ [16] metrics. We further calculated the agreement among
all annotators on strong judgments, by removing items that were labeled as "I don’t
know." by at least one annotator. Despite little fluctuations in the agreement level, no
low-quality contributions were detected and the agreement level on different batches
was consistent throughout the evaluation.

Table 4.3 presents the average Inter Annotator Agreement (IAA) measured by Fleiss’
κ. The agreement is calculated per each model and criterion in each batch (for the 7
annotators who annotated the batch) and averaged over all batches. The results indicate
that Contextualization and Listening are the two criteria with the highest levels of sub-
jectivity and complexity. In contrast, high IAA over Correctness suggests that it has
been easier for the annotators to assess the grammatical and structural aspects of the
response samples.

4.3.3 Evaluation Results
Table4.4 presents the results of the HE based on the majority voting for each model.
While the grounding generally improved the performance of iT5-Base, it worsened the
performance of GePpeTto in all aspects. Nevertheless, it introduced grammatical and

of 6 pounds (8 dollars) per hour. While deploying the study on the platform, the task owner is prompted
with recommended payment level for the study, for which our payment of 8 pounds per hour was labeled
as "Good".
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Models Human Evaluation
nll ppl Appropriateness Contextualization Correctness Listening

Ground Truth - - 100.0% 97.62% 97.62% 97.62%
GePpeTto 2.76 15.84 66.67% 69.05% 83.33% 64.29%

+Knowledge 2.79 16.33 59.52% 57.14% 83.33% 57.14%
iT5-Base 2.05 7.79 66.67% 73.81% 100.0% 66.67%

+Knowledge 2.04 7.70 80.95% 80.95% 85.71% 76.19%

Table 4.4: The automatic and human evaluation outcome of the fine-tuned models. The results
are obtained by majority voting. The evaluations indicate that grounding mostly improves the
performance of iT5 Base, while it worsens GePpeTto’s performance. Note that the perplexity
can not be compared among models since the pre-training data and thus the vocabulary distri-
butions are not identical.
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Figure 4.3: The sub-dimension errors selected by the annotators for the explanation of negative
judgments in each criterion. Each bar represents the percentage of the times the error category
(x-axis) was selected as the reason to reject the output of the corresponding model. The figure
is obtained by considering all the votes (i.e. not majority voting). Note that the labels are not
mutually exclusive.

structural errors in iT5-Base output. Moreover, grounding did not improve GePpeTto
to generate more contextualized responses.

Figure 4.3 represents the sub-dimension errors that the annotators selected to ex-
plain their negative votes on the response candidates (The explanation option corre-
sponding to each error is presented in Table 4.2). The figure is obtained by considering
all the votes of the annotators on every response sampled from the models (each re-
sponse is evaluated by 7 annotators, thus 294 votes in total). Therefore, for instance,
while iT5-Base achieves 100% of "Correctness" by majority voting, there are 7 cases
(out of 294) where the annotators labeled it as "Not Correct"; the selected reason in 4
cases was a grammatical error and in 3 cases a repetition in the response.

These results indicate that, regardless of the model, while grounding reduces the
cases that a response is labeled as "Not Contextualized" due to being a Generic re-
sponse, it increases the cases of Hallucination problem with almost the same propor-
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tion. Nevertheless, the percentage of cases where a response is labeled as "Not Ap-
propriate" due to being Incoherent is not affected by the grounding technique and all
models suffer from this error equally. Furthermore, we observe that grounding slightly
increases the cases in which a response by GePpeTto is labeled as "Not Correct" due to
errors related to Grammaticality, while it considerably reduces the cases of Repetition
in such responses.

In addition to the pre-defined explanations, in a few cases, the annotators also pro-
vided us with free-form explanations. Specifically, in 10% of the cases in which the
model outputs were labeled as "Not Correct", the annotators provided us further expla-
nations to indicate the exact grammatical error such as punctuation or subjunctive errors
(Congiuntivo in Italian). In 5% of the times in which the model responses were con-
sidered "Not Contextualized" the annotators pointed out the exact part of the response
which is mentioning a wrong event/participant or is in contradiction to the dialogue
history. Lastly, in 10% of the cases where the response candidate was evaluated as "Not
Appropriate" the annotators provided explanations to highlight the exact segment of the
response that is not right or is ambiguous.

4.4 Conclusion

We presented a complete methodology for HE of generated responses to reach compa-
rability and replicability of evaluation results among works and models. We unfolded
the task of HE into four main executive steps and studied the necessary properties and
actions to ensure a reliable evaluation while minimizing task complexity. We validated
the protocol by evaluating two PLMs for the task of response generation with and with-
out knowledge grounding, where we managed to identify the types and distributions of
errors the models made. We publish the protocol and all its materials to the community
and engage them to utilize, extend, and complement this protocol into further versions
as a transparent protocol for HE of response generation models4.

4https://github.com/sislab-unitn/Human-Evaluation-Protocol
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CHAPTER5
Response Generation in Longitudinal

Dialogues

In this chapter of the thesis, we study the task of response generation in Longitudinal
Dialogues (LD). LDs include the recollections of events, thoughts, and emotions spe-
cific to each individual in a sparse sequence of dialogue sessions. Thus, the model must
generate a response specific to the individual user, that must be coherent with both the
dialogue context and the previous dialogue sessions of the user.

We investigate the applicability of general-purpose Pretrained Language Models
(PLM) for the task of response generation in LDs. We conversationally fine-tuned two
recent PLMs, GePpeTto (GPT-2) [12] and iT5 [72], as a decoder-only and an encoder-
decoder architecture, using the dataset of LDs collected in Chapter 2.

To improve the quality of machine responses, we experiment with the representa-
tions of the context in LDs for grounded response generation. We use the responses
each individual user shared in the previous dialogue sessions with the system as per-
sonal knowledge, and evaluate whether grounding on such knowledge results in more
appropriate and personal responses. In previously published research on grounded gen-
eration [25, 87, 99], the knowledge sequence is provided to the model as-is. In this
work, we experiment with three different representations of the knowledge piece. The
first two representations are a) Raw as unprocessed text, similar to the previously pub-
lished research; and b) Bag of Head nouns (BOH) as a distilled syntactic representation
of the knowledge. For the third representation, we use the Personal Space Graph (PSG)
of the events and participants mentioned in the user responses, presented in Chapter 3.
An example of a dialogue and different representations of the corresponding personal
knowledge is shown in Figure 5.1.
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5.1. Background

Figure 5.1: An example of a longitudinal dialogue. The user responses in the previous dialogue
session are used as personal knowledge for grounded response generation. The knowledge is
presented to the model as A) Unprocessed text (RAW); B) Bag of Head nouns (BOH); and C)
Personal Space Graph (PSG) of events and their participants in linearized format. The model
then encodes the dialogue history and the knowledge piece and generates a response candidate
(the last agent turn in the dialogue example).

5.1 Background

Grounded Response Generation The application of PLMs has achieved acceptable
performance in many tasks [82]. However, as end-to-end generative models, such
models are known to suffer from the major issue of generating inappropriate and/or
generic responses which can lead to ethical problems and low user engagement [97].
A recent research focus to address this problem is to condition the generation on both
the dialogue history and a knowledge piece external to the dialogue history, to im-
prove the generation quality [25, 99]. In this regard, Zhao et al. [99] proposed a model
for grounded response generation using PLMs where fine-tuning the model and train-
ing of the knowledge selection module happens jointly. Similarly, Huang et al. [25]
introduced a Transformer based model for open-domain dialogues with joint optimiza-
tion of the knowledge selection module and response generation model. Hedayatnia
et al. [21] proposed a Transformer-based model that initially generates an action plan
consisting of the essential attributes for the response such as the set of dialogue acts
and the most relevant knowledge sentence, and uses the plan to generate a grounded
response. Rashkin et al. [62] proposed three criteria relevant to compliance of the gen-
erated response to the knowledge piece and studied the integration of these metrics into
the model to increase controllability.

Personal Response Generation The research on personalized response generation
in dialogues has been limited to persona descriptions and limited sets of user pref-
erences and profiles. Zhang et al. [95] collected a dataset of open-domain dialogues
using Amazon Mechanical Turk (AMT) workers conditioned on synthetic sets of 5
sentences as personas for each side of the dialogue. This dataset was used by Wolf et
al. [87] and Kasahara et al. [29] to fine-tune GPT-2 architecture [59] for personal re-
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5.2. Experiments

sponse generation conditioned on the persona sentences. Modotto et al. [41] developed
a model that utilizes meta-learning to learn the users’ persona from the dialogues sam-
ples of the same user, rather than the persona descriptions. Huang et al. [24] developed
a framework to adapt the attention weights on the input sequence dynamically to obtain
a better representation of the persona.

While the mentioned work focused on personalization in open-domain dialogues,
Joshi et al. [27] generated profiles consisting of gender, age, and food preference per-
mutations for the user side in restaurant booking dialogues. This dataset was used by
Siddique et al. [74] to fine-tune a PLM architecture to generate personalized responses
in a task-based dialogue.

5.2 Experiments

5.2.1 Models

We fine-tuned two state-of-the-art PLMs using the dataset of LDs.
GePpeTto: Italian GPT-2 The first model we experimented with is GePpeTto [12],

a PLM based on GPT-2 small (12 layers of decoder, 117M parameters) [59], trained for
the Italian language (13 GB corpus size). We fine-tuned the model using AdamW
optimizer [39] with an early-stopping wait counter equal to 3 and a history window of
2 last turns.

iT5: Italian T5 The second PLM in our experiments is iT5 [72], a PLM based
on T5 [60], trained on the Italian portion of mC4 corpus (275 GB corpus size). We
experimented with iT5-Small (12 layers, 60M parameters) and iT5-Base (24 layers,
220M parameters) 1. We fine-tuned this model class using AdaFactor optimizer [80]
with early stopping wait counter equal to 3 and a history window of 4 last turns.

5.2.2 Dataset

We fine-tuned the models using a dataset of LDs collected in Chapter 2. As mentioned,
there are two dialogue sessions for each individual user in this dataset. In the first
dialogue session, the system prompts the user to engage her in the recollection of daily
life events the user has experienced. Throughout the interaction, the user shares details
about the events and participants that have activated her emotions by answering a set of
questions.

For each user, the first session is then followed by a follow-up dialogue. In the
second dialogue session, the user tends to share more details about her feelings and
the possible evolution of the previously mentioned events. Meanwhile, the listener
provides personal suggestions and asks questions to expand or disambiguate previously
stated facts or feelings. A mock-up example of a second dialogue session and the
corresponding user response in the previous dialogue is shown in Figure 5.1. This
dataset consists of 800 two-session dialogues with an average of 5 turns per dialogue.

1We were unable to use iT5-Large due to lack of GPU memory
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5.3. Evaluations

5.2.3 Grounded Response Generation
We experimented with grounded response generation to improve the quality of the mod-
els’ output. For each user, we extracted her responses in the first dialogue session as
personal knowledge to ground the response generation for the second dialogue session.
We experimented with three representations of the knowledge piece:

• (A) RAW: We provide the responses of the user in the previous dialogue as an
unprocessed knowledge piece. The average length of knowledge with this repre-
sentation is 126.7 tokens.

• (B) Bag of Head nouns (BOH): We automatically parse the user responses with
the spaCy2 dependency parser and extract the head nouns as a distilled syntactic
representation of the knowledge.

• (C) Personal Space Graph (PSG): Using the approach proposed in Chapter 3,
we represent the knowledge by the personal graph of the events and participants
mentioned by the user. In this approach, the predicates in a sentence represent
an event and its corresponding noun dependencies (subject, object) represent the
participants. In this graph, the participants are the nodes while the predicates are
the relations (edges) among the participants. We obtain a linear representation of
the graph using an approach inspired by Ribeiro et al. [65]. The authors observe
that providing a linearized representation of the graph to the PLMs results in
outperforming the models with a graph-specific structural bias for the task of
graph-to-text generation.

5.3 Evaluations

The fine-tuning of the models was done using NVIDIA GeForce RTX 3090 graphic
card. The fine-tuning training set consisted of 80% of the dialogues (640 dialogues,
1284 samples with different turn levels), while the remaining data was split into 10%
(80 dialogues, 160 samples with different turn levels) as the validation set for parameter
engineering and early-stopping, and 10% as unseen test set. Each split was sampled at
the dialogue level to guarantee no history overlap among splits. An example of a second
dialogue session and the generated responses are presented in Appendix Table 5.5.

5.3.1 Automatic Evaluation
The results of the automatic evaluation of the models, presented in Table 5.1, show that
incorporating the knowledge slightly increases the negative log-likelihood loss (nll)
and consequently the perplexity scores of all models. The perplexity scores cannot
be used to compare the performance between GePpeTto and iT-5 model classes as the
vocabulary distributions in the pre-training phase of the two PLMs are not identical.
However, the scores are comparable among iT5 variations as the same model class

2spaCy Library: spacy.io
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Models nll ppl
GePpeTto 2.76 15.84
+RAWKnowl. 2.79 16.33
+BOHKnowl. 2.85 17.38
+PSGKnowl. 2.77 16.06

iT5-Small 2.18 8.84
+RAWKnowl. 2.19 8.95
+BOHKnowl. 2.18 8.88
+PSGKnowl. 2.19 8.93

iT5-Base 2.05 7.79
+RAWKnowl. 2.04 7.70
+BOHKnowl. 2.12 8.40
+PSGKnowl. 2.09 8.07

Table 5.1: Automatic evaluation of the models indicates that incorporating the knowledge
slightly increases the models’ perplexity (Perplexity scores can not be compared among models
since the vocabulary distributions of pre-training data are not identical).

Figure 5.2: Perplexity score trends of the models over increasing size of the training set. The
performance of GePpeTto variations is considerably improved after observing 50% of the fine-
tuning training set.

pre-trained using the same data. In fact, the perplexity scores indicate that iT5-Base
demonstrates a better performance than iT5-Small in all combinations with knowledge
representations. Therefore, we select iT5-Base among the iT5 models and focus the
rest of the analysis on GePpeTto and iT5-Base.

Considering the small size of the LD dataset compared to the data used in the pre-
training phase, we studied the impact of fine-tuning the models by optimizing the mod-
els over increasing size of the training set. The extension of the training set was gradual
(the small portions are subsets of the big portions) and the performance of models was
evaluated by measuring the perplexity score on the unseen test set. The results are pre-
sented in Figure 5.2. The performance of both models is improved considerably after
observing the first 25% and 50% of the train set, thus the fine-tuning has been more
effective. However, in the second half of the data, both models show a steady trend
while iT5-Base achieves a gradual improvement.
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Figure 5.3: Lexical similarity among generated responses on the test set measured by BLEU-
4 score. The results indicate a higher similarity among the responses generated by iT5-Base
models.

To investigate the impact of grounding on the response lexicalization of the models,
we measured the diversity in the generated responses for the test set samples via BLEU-
4 score, Figure 5.3. We observed that there is a higher similarity among responses gen-
erated by iT5 models, while the responses generated by GePpeTto variations are more
diverse. A similar finding has been observed in the literature about the performance of
auto-regressive models compared to encoder-decoder architectures regarding novelty
in sequence generation [4, 78]. Further, responses generated by iT5-Base with BOH
and PSG representations have the lowest lexical similarity. The responses with the
highest lexical similarity are generated by iT5-Base with no grounding and RAW rep-
resentation. Nevertheless, there is a negligible lexical similarity between the generated
responses and the ground truth.

5.3.2 Human Evaluation
We sampled 42 dialogue histories (approximately 50%) of the unseen test set and eval-
uated the generated responses via human judges using the protocol proposed in Chapter
4. We evaluated the responses according to four criteria:

• Correctness: evaluating grammatical and syntactical structure of the response.

• Appropriateness: evaluating the response to be a proper and coherent continua-
tion with respect to the dialogue history.

• Contextualization: evaluating whether the response refers to the context of the
dialogue (not generic) or it consists of non-existing/contradicting information
(hallucination cases).
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Models Inter Annotator Agreement Level measured by Fleiss’ κ
Appropriateness Contextualization Correctness Listening IAA per Model

GePpeTto 0.27 0.14 0.64 0.15 0.32±0.10

+RAWKnowl. 0.42 0.22 0.36 0.27 0.36±0.11

+BOCKnowl. 0.23 0.05 0.31 0.11 0.27±0.05

+PSGKnowl. 0.30 0.39 0.34 0.26 0.42±0.06

iT5-Base 0.24 0.19 0.06 0.18 0.27±0.04

+RAWKnowl. 0.18 0.03 0.30 0.21 0.19±0.06

+BOCKnowl. 0.21 0.17 0.58 0.24 0.26±0.09

+PSGKnowl. 0.17 0.06 0.27 0.14 0.19±0.12

IAA per 0.31±0.09 0.20±0.06 0.43±0.20 0.25±0.10
-Dimension Fair Poor Moderate Fair

Table 5.2: Inter-Annotator Agreement (IAA) level calculated by Fleiss’ κ. IAA is calculated
per each model and criterion in each batch (4 batches, 7 annotators per batch) and averaged
over all batches. Low IAA level for Contextualization suggests a high level of subjectivity in
this criterion.

• Listening: whether the generated response shows that the speaker is following
the dialogue with attention.

The annotators were asked to evaluate the response candidates and select a decision
for each criterion from a 3-point Likert scale as positive (eg. Correct, Appropriate),
negative (eg. Not Correct, Not Appropriate), and "I don’t know". We recruited 35
native Italian crowd-workers through Prolific crowd-sourcing platform3. The workers
were asked to perform a qualification task consisting of evaluating 5 samples (sampled
from the validation set) in an identical setting to the main task. For the main evaluation,
each crowd-worker annotated 3 response candidates for 10 dialogue histories, and each
sample was annotated by 7 crowd-workers. We also asked the annotators to motivate
their decisions for appropriateness and contextualization criteria by providing an ex-
planation to point out possible errors in the generated response. Moreover, the ground
truth was also included in the candidate set to be evaluated.

The Inter Annotator Agreement (IAA) level measured by Fleiss’ κ, presented in
Appendix Table 5.2, indicates high levels of subjectivity and complexity in Contextu-
alization criterion, suggesting that it has been difficult for the annotators to assess this
aspect of the responses.

The results of the human evaluation of responses are presented in Table 5.3 (the
scores are obtained by majority voting). The evaluation of GePpeTto models shows
that grounding generally worsens the performance of GePpeTto, regardless of the rep-
resentation format, as the best performance is achieved by GePpeTto with no knowl-
edge grounding. Nevertheless, BOH and PSG representations slightly improve the
grammatical correctness of this model. The highest level of Contextualization among
grounded GePpeTto models is achieved by PSG representation. Regarding iT5-Base
variations, the results indicate that grounding improves the models’ performance con-
siderably with respect to Appropriateness, Contextualization, and Listening. However,

3Prolific: https://www.prolific.co/
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Models
Human Evaluation

nll ppl Correctness Appropriateness Contextualization Listening

Ground Truth - - 97.62% 100.0% 97.62% 97.62%
GePpeTto 2.76 15.84 83.33% 66.67% 69.05% 64.29%
+RAWKnowl. 2.79 16.33 83.33% 59.52% 57.14% 57.14%
+BOHKnowl. 2.85 17.38 92.86% 45.24% 52.38% 42.86%
+PSGKnowl. 2.77 16.06 90.48% 54.76% 64.29% 50.00%

iT5-Base 2.05 7.79 100.0% 66.67% 73.81% 66.67%
+RAWKnowl. 2.04 7.70 85.71% 80.95% 80.95% 76.19%
+BOHKnowl. 2.12 8.40 92.86% 80.95% 85.71% 83.33%
+PSGKnowl. 2.09 8.07 95.24% 73.81% 90.48% 83.33%

Table 5.3: Human Evaluation of the fine-tuned models. The results indicate that grounding
worsens the performance of GePpeTto, while it improves the performance of iT5-Base con-
siderably. Moreover, PSG representation of knowledge achieves the best performance among
grounded iT5-Base variations.

Figure 5.4: Explanations selected by the crowd-workers to motivate their negative judgments
in Appropriateness and Contextualization criteria, represented by the percentage of the times
the error category (x-axis) was selected. The figure is obtained by considering all the votes (i.e.
not majority voting). Note that the labels are not mutually exclusive.

it decreases the model’s Correctness with the highest decrease caused by RAW rep-
resentation. PSG representation achieves the highest level of Contextualization and
Listening overall, besides the highest level of Correctness among grounded models.
Therefore, refined representations of the knowledge (BOH and PSG) generally result
in better performances compared to RAW representation. Nevertheless, there is still a
huge gap between the performance of the best-performing model and the ground truth,
suggesting the grounded PLMs are not suitable dialogue models for LDs in the mental
health domain.

To gain better insight into the errors made by each model, we investigated the rea-
sons provided by the annotators for their judgments. These results, presented in Figure
5.4, are complementary to the evaluation decisions, Table 5.3, and point out the errors
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Models Knowl. History
iT5-Base
+RAWKnowl. 44.6% 55.4%
+BOHKnowl. 39.5% 60.5%
+PSGKnowl. 38.7% 61.3%

Table 5.4: Percentage of tokens with significant contribution to the generation (top-25%) in
each segment of the input vector for each model.

that resulted in the negative evaluation of a response by the annotators. The analysis
shows that grounding reduces the cases of genericness in rejected responses by GeP-
peTto while it slightly escalates this issue in iT5-Base rejected responses. Moreover,
the rejected responses of iT5-Base with RAW representation were more hallucinated
than other representations. Nevertheless, grounding does have any positive impact on
the cases of incoherence in rejected responses of the PLMs.

5.3.3 Generation Explainability
According to the human evaluation results, iT5-Base with knowledge grounding achieves
the best performance among PLMs. We investigated the contribution of personal knowl-
edge and different representations on the performance of the model at inference time.
We studied the attribution scores of the input tokens using the Integrated Gradients
technique [73, 77] based on backward gradient analysis. We experimented with two
thresholds for the attribution scores:

• Positive Contribution: Based on the assumption that elements with positive
scores have a positive influence on the model’s performance, we investigated the
tokens with positive attribution scores, However, tokens with small attribution
scores have negligible contributions and thus this analysis can be noisy.

• Significant Contribution: To identify the tokens with significant contributions
to the generation, we selected the top-25% of the tokens in the input sequence
(knowledge and history) according to their attribution score. We then investigated
what portion of these tokens belong to each segment of the input vector. For a
fair comparison, the values are normalized over the segment length.

According to Positive Contribution analysis, 74% of the tokens in the RAW rep-
resentation have a positive contribution to the generation with the majority (30%) of
tokens being verbs and nouns. This percentage for BOH (Bag of Head Nouns) repre-
sentation changes to 79.0%. This result suggests the importance of nouns for the model
inference. Regarding the PSG representation, 55.6% of the tokens have a positive con-
tribution to the generation (excluding the tags used for linearization), with the majority
(68%) of tokens being events rather than participants.

The analysis of the tokens with significant contributions is presented in Table 5.4.
Regarding the model with RAW representation, the percentage of tokens with high attri-
bution scores is almost balanced between the knowledge and history segments. How-
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ever, for the models with refined representations of knowledge (BOH and PSG), the
dialogue history contains moderately more significantly contributing tokens.

5.4 Conclusion

We studied the task of response generation in Longitudinal Dialogues (LD), where
the model should learn about the user’s thoughts and emotions from the previous di-
alogue sessions and generate a personal response that is coherent with respect to the
user profile and state, the dialogue context, as well as the previous dialogue sessions.
We fine-tuned two state-of-the-art PLMs for Italian, using a dataset of LDs in the men-
tal health domain. We experimented with grounded generation using user responses
in the previous dialogue session as user-specific knowledge. We investigated the im-
pact of different representations of the knowledge, including a graph representation of
personal life events and participants mentioned previously by the user.

Our evaluations showed there is still a huge gap between the performance of the
general-purpose PLMs with knowledge grounding and the ground truth. Nevertheless,
we observed that a) refined representations of the knowledge (such as BOH and PSG)
can be more informative and less noisy for a grounded generation; b) the encoder-
decoder model exhibited more diversity in the outputs compared to the auto-regressive
model; c) knowledge grounding reduces the cases of genericness in response, though it
can result in more hallucinated responses.
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Dialogue Example

Knowledge
User Responses 
from Previous 

Dialogue:

I only worked in the morning, after lunch I went to the bank with 
Martina to activate her prepaid card since the one she is using now is 
about to expire. I accompanied Paolo to fix the bike and then I went to 
the dentist. When I came back, I made sauce for the week and then I 
ironed. I ran a lot but it was not a very stressful day. I hope to be able to 
go to bed early to be able to rest!"

Dialogue 
History

Dialogue
Stimulus:

I remember you had a positive feeling about what I read in your notes 
[yesterday] "I only worked in the morning, after lunch I went to the bank 
with Martina to activate her prepaid card since the one she is using now 
is about to expire. I ran a lot but it was not a very stressful day. I hope to 
be able to go to bed early to be able to rest!". Do you have any new 
thoughts on this?"

User:
I think that working in the morning and in the afternoon was not tiring, 
actually it was pleasant. I was also able to go to bed early enough, and I 
am well rested.

Response 
Candidates

Ground Truth Good! Did you even manage to spend time with your daughter?

GePpeTto I see. Do you often find yourself away from each other?

 +RAW Knowl.  I see. Maybe you could try doing more flexible jobs to increase your 
anxiety.

 +BOH Knowl. I'm glad to hear that! Have a nice day!

+PSG Knowl. Good, it's important to know yourself.

iT5-Base I'm glad you feel rested enough. Have you tried any relaxation 
exercises?

 +RAW Knowl. I'm glad you were able to go to bed early. If you want to write me about 
this, we can talk about it anytime.

 +BOH Knowl. I'm glad you rested well. Did you try any relaxation exercises?

+PSG Knowl. I'm happy to you rested well. If you want to write more about this, we 
can talk about it anytime.

Table 5.5: Example of a second dialogue session, the corresponding user turns in the first
session as personal knowledge, and the generated responses (English translation).
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CHAPTER6
Conclusions

In this thesis, we studied the design and training of dialogue models for Longitudinal
Dialogues (LD).

Our first contribution was discussed in Chapter 2, where we presented a dialogue
data acquisition methodology for LDs unique to the individual user, to address the
problem of data scarcity for personal multi-session conversations. We collected a data
set of LDs consisting of two dialogue sessions for each individual user and investigated
the appropriateness of the collected dialogues for developing dialogue systems to hold
LDs. This dataset was further used for developing a personal healthcare agent which
was deployed in two clinical pilot studies, including the first registered Randomized
Control Trial using a dialogue system application.

In Chapter 3, we presented an unsupervised approach to address the need for con-
structing user models specific to each individual user to carry out LDs. The developed
model extracts the user’s real-life events and participants from her responses throughout
each interaction and presents them as the user’s Personal Space Graph. We evaluated
the performance of the model for the Italian and English languages using a dataset of
personal narratives and a dataset of common sense stories. Afterward, to obtain a more
informative and concise user model via her life events and participants, we studied the
novelty of the events presented in user responses. We proposed a novel task of new
event detection as they unfold in a narrative, by annotating a dataset of personal nar-
ratives with new events at the sentence level, and developing neural and non-neural
baselines for the task of new event detection.

In Chapter 4, we addressed the incomparability and ambiguity of Human Evalua-
tion tasks in the literature, by presenting a complete protocol for transparent and repli-
cable evaluation of response generation models using human judges. We unfolded the
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evaluation task into four executive steps as 1) Task Design; 2) Annotator Recruiting;
3) Task Execution; and 4) Annotation Reporting. We investigated the crucial aspects
at each step to maximize the reliability and replicability of the evaluation while min-
imizing the task difficulty and complexity. We validated the protocol by evaluating
two pre-trained language models for the task of response generation with and without
knowledge grounding, and identified the types and distributions of the errors the models
made.

Last, in Chapter 5 we investigated whether general-purpose pre-trained language
models are appropriate for response generation in LDs. We fine-tuned two models,
GePpeTto (Italian GPT-2) and iT5 (Italian T5) using the collected dataset of LDs. We
experimented with grounded response generation using different representations of the
personal knowledge extracted from previous dialogue sessions of the user, including
Personal Space Graph representation. We evaluated the models using automatic and
human evaluations and studied the contribution of knowledge in response generation
via explainability studies.

6.1 Limitations & Future Directions

The reproducibility of the annotation tasks in Chapters 2 and 3 may be subject to vari-
ability due to the fact that the task was done by internal annotators and not through
crowd-sourcing techniques. Moreover, the presented annotation methodologies may
need to be refined for other languages as the dialogue data collection was done in Ital-
ian language and the new event annotation was done in English.

There might be language-specific limitations in the performance of the models in
Chapter 5. Furthermore, GePpeTto (based on GPT-2 small) is the only candidate for
auto-regressive models for the Italian language at the time of this thesis. Therefore, the
performance of the model may be limited due to the small number of parameters. While
we were unable to experiment with the iT5-Large model due to computation power
limitations, iT5 and GePpeTto are the only generative pre-trained language models
available for the Italian language at the time of this thesis.

We believe an interesting future work would be to collect a larger dataset of LDs
including several dialogue sessions with users in different age groups. Regarding the
Personal Space Graph model, we plan to annotate a subset of the dataset and evaluate
the quality of the graph obtained using the unsupervised model. Further, we plan to
improve the performance of the Personal Space Graph model by 1) modeling the tem-
poral information of the events in the user response; 2) including the classification of
new events in the pipeline, to obtain a more concise representation of the user model.
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