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Abstract

In an increasingly interconnected world where English has become the lingua franca of business,

culture, entertainment, and academia, learners of English as a second language (L2) have been

steadily growing. This has contributed to an increasing demand for automatic spoken language

assessment systems for formal settings and practice situations in Computer-Assisted Language

Learning. One common misunderstanding about automated assessment is the assumption that

machines should replicate the human process of assessment. Instead, computers are programmed

to identify, extract, and quantify features in learners’ productions, which are subsequently com-

bined and weighted in a multidimensional space to predict a proficiency level or grade. In this

regard, transferring human assessment knowledge and skills into an automatic system is a chal-

lenging task since this operation should take into account the complexity and the specificities of

the proficiency construct.

This PhD thesis presents research conducted on methods and techniques for the automatic

assessment and feedback of L2 spoken English, mainly focusing on the application of deep learning

approaches. In addition to overall proficiency grades, the main forms of feedback explored in

this thesis are feedback on grammatical accuracy and assessment related to particular aspects of

proficiency (e.g., grammar, pronunciation, rhythm, fluency, etc.).

The first study explores the use of written data and the impact of features extracted through

grammatical error detection on proficiency assessment, while the second illustrates a pipeline

which starts from disfluency detection and removal, passes through grammatical error correction,

and ends with proficiency assessment. Grammar, as well as rhythm, pronunciation, and lexical

and semantic aspects, is also considered in the third study, which investigates whether it is

possible to use systems targeting specific facets of proficiency analytically when only holistic

scores are available. Finally, in the last two studies, we investigate the use of self-supervised

learning speech representations for both holistic and analytic proficiency assessment.

While aiming at enhancing the performance of state-of-the-art automatic systems, the present

work pays particular attention to the validity and interpretability of assessment both holistically

and analytically and intends to pave the way to a more profound and insightful knowledge and

understanding of automatic systems for speaking assessment and feedback.
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Introduction

In an interconnected world where English has become the lingua franca of culture, entertainment,

business, and academia, there has been a growing demand for learning English as a second lan-

guage (L2) over the last few decades. It has been estimated that it is used by approximately two

billion people daily at various proficiency levels (Howson, 2013). Given these premises, speaking

ability has become a crucial language skill often defined as essential for social inclusion and inte-

gration at all levels (Derwing & Munro, 2009) and can be considered at the core of the four-skills

model of writing, speaking, listening, and reading in language education curricula. Its impor-

tance is to be attributed, at least in part, to the growing influence of the communicative model

in language teaching and assessment (Fulcher, 2000) (see Chapter 1). Therefore, it comes as no

surprise that there has been an increasing interest in methods and techniques for automating the

otherwise cumbersome, time-consuming, and expensive process of spoken language proficiency

assessment both for formal settings and for practice situations in Computer-Assisted Language

Learning (CALL).

The discipline of language testing and assessment has its roots in the 1960s (Lado, 1961),

but automatic speaking assessment is an even younger field of research (Bernstein et al., 1990)

and still has many open questions. This thesis aims to explore novel automatic approaches to

automatic speaking proficiency assessment and feedback of L2 learners of English and answer

some of these questions.

In their early days, automatic systems for speaking assessment only targeted read-aloud

speech (see Chapter 2), and this might have contributed to fueling the common misconception

that automatic proficiency assessment would be roughly equivalent to automatic pronunciation

assessment or, at least, to devoting a great deal of attention to the acoustic aspects of language

at the expense of other equally important features, especially between the 1990s and the early

2000s. On the contrary, proficiency is a multifaceted construct composed of formal and content-
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INTRODUCTION

related aspects that have been variously defined and weighted in the succession of language

assessment models from the beginning of the scientific era of language testing and assessment to

the consolidation of the communicative approach (Canale & Swain, 1980), which has informed

language teachers, testers, and researchers for the last 40 years. In light of the complex and

multidimensional nature of proficiency, not only is it paramount to provide reliable, valid, and

accurate assessment of L2 learners, but also to give them feedback on specific aspects of profi-

ciency, highlighting their strengths and weaknesses. In addition to holistic proficiency scores, the

main forms of feedback explored in this thesis are grades related to particular facets of proficiency

(i.e., grammar, pronunciation, rhythm, fluency, etc.) and feedback on grammatical errors. We

conduct our investigation by mainly focusing on the application of deep learning approaches,

which have been shown to bring considerable improvements in this field (see Chapter 2). In

particular, self-supervised learning (SSL) representations of speech and text have been proven

to be exceptionally powerful and yield remarkable results, but they come at the cost of low ex-

plainability, thus potentially compromising the validity of results. In this thesis, we also attempt

to address this issue.

Another common problem in the field of automatic speaking assessment is the lack of publicly

available data specifically designed and annotated for this purpose (see Chapter 3) since the

transcription, annotation, and scoring process of speech recordings could be costly and time-

consuming. The transcription operation could be performed automatically, thus alleviating this

effort, but this may result in inaccurate representations, as it is well known that automatic speech

recognition (ASR) of L2 learner speech still constitutes a difficult task. A further issue often

occurring in the scoring phase is that learners’ proficiency is typically assessed holistically as

opposed to analytically (i.e., by focusing on individual facets of proficiency). Therefore, learners

might receive indications on how to improve their language skills from a global perspective but

not with particular attention to specific aspects of proficiency. These are other problematic

aspects that we address in this work.

In light of the theoretical aspects, state-of-the-art approaches, their advantages, issues, and

limitations mentioned above and illustrated in detail in the following chapters, we pose the

following research questions that we address in this thesis:

1. How can we increase the performance of automatic speaking assessment systems based on

objective elements present in the data?

2. How can we increase the validity and interpretability of results and provide informative

2



feedback to learners, teachers, and testers?

3. How can we assess communicative competence in speaking automatically?

And considering implementation aspects specifically:

4. How can we use written data in order to assess speaking proficiency?

5. How can we assess speaking proficiency automatically, avoiding transcriptions?

In Chapter 1, we provide a review of the history of L2 assessment from its origins to the

present, describing some of the most influential language assessment models with particular

attention to the assessment of speaking considering the underlying aspects of communicative

competence. The componential aspects of the communicative model also constitute the frame of

the core of Chapter 2, which starts with an introduction about the general aspects of automatic

speaking assessment, discusses advantages, challenges, and limitations, and includes a brief his-

torical background. In Chapter 3, we describe the data used in our studies, considering both

spoken and written corpora. For completeness, we also include an outline of other corpora which

have not been considered in our experiments. Chapter 4 contains two studies which investigate

the relationships and interconnections between mastery of grammar and proficiency assessment.

While Study 1 explores the use of written data and the impact of features extracted through

grammatical error detection (GED) on speaking proficiency assessment, Study 2 illustrates a

pipeline which starts from disfluency detection (DD), passes through grammatical error correc-

tion (GEC), and ends with speaking proficiency assessment. In Chapter 5, Study 3 investigates

whether it is possible to use systems targeting specific facets of proficiency when only holistic

scores are available. In Chapter 6, we explore approaches based on SSL speech representations

in two studies. In Study 5, we investigate the tasks of predicting holistic and analytic proficiency

using a relatively small amount of data and investigating possible combinations of different mod-

els. In Study 6, we extend the work illustrated in Study 5, using a larger amount of data derived

from a multi-part language examination and providing further comparisons and combinations.

In the final chapter, we discuss the findings, implications, and limitations of the experimental

results and future perspectives and summarise the conclusions of this thesis.
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Chapter 1

Theoretical framework

In this chapter, we briefly review the history of second language assessment from its origins to

the present, focusing on some of the most influential language assessment models. The second

part of the chapter focuses on the assessment of speaking and reviews various studies conducted

in this area and is divided into sections covering the individual aspects which compose the

communicative competence model.

1.1 From structuralism to the CEFR

The origins of the field of L2 assessment date back to the influential work of Lado (1961), who

believed that the problems of learning a new language could be described and explained by com-

paring the learners’ first language (L1) language and their target L2 language, consistently with

his structuralist perspective of language and contrastive linguistics. Language was taught —

and therefore assessed — as a set of isolated and discrete elements, starting from a contrastive

analysis of decontextualised phonemes, lexicon, and grammar. In an attempt to measure lan-

guage objectively, the principles of structural linguistics were integrated with psychometrically

based testing. Therefore, tests typically included multiple-choice, true-false, and other types of

objective items. This model of language testing, also referred to as the skills-and-elements ap-

proach and articulated mainly by Lado (1961) and Carroll (1961, 1968), made a clear distinction

between skills and elements of proficiency. In this approach, the aspect related to the “skills”

included listening comprehension, spoken production, reading, and writing, whereas the set of

“elements” included vocabulary, pronunciation, grammatical structure, and cultural meanings.
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CHAPTER 1. THEORETICAL FRAMEWORK

This approach was extremely influential and informed a generation of large-scale L2 assessments

in the United States. Although such a perspective is no longer as fashionable as it was in the

1960s and 1970s, several elements — not strictly related to language testing and assessment —

originated from structuralism and contrastive linguistics are still valid, such as language transfer

and interference, which play a major role in second language acquisition and assessment.1 Fur-

thermore, specifically with regard to L2 language testing and assessment, the four-skills model

(i.e., listening, speaking, reading, and writing) conceived in the 1960s is still at the core of most

language tests and curricula.

Starting from the late 1970s, following the changes in language teaching and language use,

the approach to language assessment had also changed and, in contrast to the structuralist view,

a psycholinguistic-sociolinguistic trend emerged and shifted focus from an assessment based on

individual language elements to a holistic view of language proficiency. Inspired by research into

the nature of intelligence, specifically Spearman’s theory of general intelligence (Spearman, 1904),

Oller (1979) introduced the so-called “unitary trait hypothesis”, according to which language

proficiency is fundamentally an individual holistic ability. As a result, such an ability could be

best assessed by means of global and integrative measures, such as cloze and dictation (Oller,

1979) and context-based and specific purpose tests (Morrow, 1977, 1979; Carroll, 1978). Learners

were required to prove their ability to use the various aspects of linguistic knowledge (grammar,

vocabulary, spelling, etc.) in combination. Although Oller (1983) himself eventually recognised

that the unitary competence hypothesis was unfounded, his work had a lasting influence in the

field of second language testing and assessment.

The subsequent paradigm shift in language testing and assessment was inspired by the

forward-looking work on communicative competence by Hymes (1972), later refined and framed

in the so-called communicative approach by Canale & Swain (1980), Canale (1983) and further by

Bachman (1990) and Bachman & Palmer (1996). According to Canale’s model (1983), language

is used to communicate meaning, which encompasses:

• grammatical competence: the ability to use language accurately and correctly, including

accurate construction of words and sentences and correct lexis, spelling, and pronunciation;

• sociolinguistic competence: the ability to use and understand language based on different

contexts, including elements such as register choice;

1The construct of interference is to be attributed to Weinreich (1953), who first formulated a theorisation
of the processes of contact and interference, whereby the first indicates the encounter of two or more language
varieties in the competence of a speaker in reference to the potential exposure to interlinguistic influence, while
the latter refers to the actual realisation of such encounter in a speaker’s utterance.
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1.1. FROM STRUCTURALISM TO THE CEFR

• strategic competence: the ability to use verbal and non-verbal communication strategies in

order to “compensate for breakdowns in communication due to performance variables or

insufficient competence” and to “enhance the rhetorical effect of utterance” (Canale, 1983,

p. 339);

• discourse competence: the ability to combine and interpret appropriate forms and mean-

ings, applying coherence and cohesion rules appropriately, in order to produce unified texts

in different modes (spontaneous conversation, argumentative essay, narrative essay, etc.).

CEFR level Level description

A1 Beginner
A2 Elementary
B1 Intermediate
B2 Upper intermediate
C1 Advanced
C2 Upper advanced

Table 1.1: CEFR levels description.

In the late 1990s, the communicative approach was fixed in the Common European Framework

of Reference (CEFR) (Council of Europe, 2001), which was meant to provide “a common basis

for the elaboration of language syllabuses, curriculum guidelines, examinations, textbooks, etc.,

across Europe” and to “overcome the barriers to communication among professionals working

in the field of modern languages arising from different educational systems in Europe” (p. 1).

The approach outlined in the CEFR is often referred to as “action-oriented”, implying that

L2 learners are primarily seen as “social agents”, i.e., members of society who act and have

tasks to achieve in a specific environment within a specific field of action and under specific

circumstances. The six CEFR levels are structured according to ‘can-do’ descriptors of language

proficiency outcomes, especially in relation to communicative competence, and range from A1 to

C2 (see Table 1.1). We report an example of a proficiency descriptor drawn from Overall Oral

Production at B2 level:

• “B2. Can give clear, detailed descriptions on a wide range of subjects, related to his/her

field of interest, presenting it as a linear sequence of points” (Council of Europe, 2001,

p. 27).

Despite some limitations (Weir, 2005; Alderson, 2007; Hulstijn, 2007), the CEFR has become

an established standard and has informed language teaching, testing, and assessment for the
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last 20 years, gradually expanding from Europe to the rest of the world. Drawing on different

competence models developed in the 1980s, the CEFR presents its scales for various aspects of

communicative language competence under three headings:2

• linguistic competence, which includes general linguistic range, grammatical accuracy, or-

thographic control, phonological control, vocabulary control, and vocabulary range;

• sociolinguistic competence, which involves only one indicator, i.e., sociolinguistic appropri-

ateness;

• pragmatic competence, which encompasses fluency, coherence and cohesion, propositional

precision, thematic development, turn-taking, and flexibility.

1.2 Assessment of speaking

Globalisation, technological advances, and recent changes in educational and working habits

and lifestyles due to the COVID-19 pandemic have brought together — both physically and

virtually — more and more people from various cultural and linguistic backgrounds. In such an

interconnected world, L2 learners of English are steadily increasing not only in English-speaking

countries but also in other areas of the world where English is the lingua franca of business,

culture, entertainment, and academia, and speaking ability has become a crucial language skill

often highlighted as indispensable for social inclusion and integration at all levels (Derwing &

Munro, 2009).

Therefore, speaking might arguably be considered at the core of the four-skills model of

writing, speaking, listening, and reading, and has the goal of “developing learners’ fluency and

accuracy, as well as their sociocultural communicative competence requiring adapting the lan-

guage from context to context and from genre to genre” (Hinkel, 2010). The importance of

speaking is also to be attributed, at least in part, to the growing influence of the communica-

tive model in language teaching and assessment (Fulcher, 2000). It is worth noting that in the

field of general linguistics, several scholars stated the primacy of spoken language compared to

written language. De Saussure wrote that “[l]anguage and writing are two distinct systems of

signs; the second exists for the sole purpose of representing the first” (de Saussure, 2011, p. 23);

Bloomfield went as far as to declare that “writing is not language, but merely a way of recording

2We refer to the updated version of the CEFR, whose conceptual framework remains valid (Council of Europe,
2020).
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1.2. ASSESSMENT OF SPEAKING

language by means of visible marks” (Bloomfield, 1933, p. 21); similarly, but less radically, Lyons

stated that “the spoken language is primary and [...] writing is essentially a means of represent-

ing speech in another medium” (Lyons, 1968, p. 38). Jespersen considered speaking a primary

function but associated it with listening as opposed to the skills of writing and reading: “the

spoken and heard word is the primary form for language, and of far greater importance than the

secondary form used in writing (printing) and reading” (Jespersen, 1924, p. 2). Specifically in

the field of language learning, some years later, Lundeberg seemed to echo Jespersen’s position

and asserted that “oral-aural skills are today recognized as desirable and attainable objectives in

the instructional program. A great many teachers and administrators [...] rank the attainment

of ear and tongue skills very high among their objectives. The layman, especially the parent,

would often have this practical phase of language study placed first in the list” (Lundeberg,

1929, p. 193). More than three decades later, Lado also defined speaking as “the most highly

prized language skill” (Lado, 1961, p. 239). In addition to pre-structuralist and structuralist

viewpoints, the centrality of speaking ability has been recently reiterated, as it has been defined

as the primary mean for a learner to acquire a language (Lazaraton, 2014). However, despite its

importance, its inclusion in large-scale assessment tests has often been unclear and ambiguous.

While standardised tests, such as the Certificate of Proficiency in English (CPE) created in 1913

in Cambridge, contain a compulsory speaking part,3 other high-stakes language exams have in-

cluded mandatory speaking tasks only recently. For example, the Test of English as a Foreign

Language (TOEFL) incorporated a speaking part only in 2005 (Weir et al., 2013).4

Despite (and because of) its supposed primacy, speaking assessment comes with some intrinsic

challenges. Given the transient and ethereal nature of speech, the speaking ability “is possibly

the most difficult skill to teach, the most difficult skill to assess and the most difficult skill

to investigate” (Lowie et al., 2018, p. 105), especially when it comes to assessing a learner’s

performance by means of a direct speaking test, i.e., a face-to-face oral interview between the

learner and one or multiple interlocutors. The alternative, enabled by technological advances,

is the so-called semi-direct speaking test, which involves the use of a recording device that

captures learners’ answers without the presence of a human interviewer, and might often result

3The CPE even contained a conversation task other than more conventional read-aloud and oral dictation
tasks.

4This is quite surprising, considering that already in 1944 there was a certain insistence on prioritising spoken
language essentially for practical reasons such as military training in the United States: “The primary concern
is ability to understand the spoken language and to speak the foreign tongue. In elementary and intermediate
courses, reading and writing are introduced, if at all, only in the service of these paramount abilities. The urgency
of the world situation does not permit of erudite theorizing in English about the grammatical structure of the
language for two years before attempting to converse or to understand telephone conversations” (Kaulfers, 1944,
p. 137).
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in a more accurate and efficient assessment, which can be performed at a later time (hence the

term “semi-direct”) by a human evaluator or an automatic system. Historically, the American

assessment tradition has been theoretically driven by psychometric criteria more than the British

tradition, with the first preferring semi-direct testing, e.g., in TOEFL, thus ensuring assessment

reliability, validity, and fairness by replicating the same testing conditions across learners. On

the other hand, the latter has typically preferred to choose direct testing as the ideal assessment

mode, e.g., in the International English Language Testing System (IELTS), thus highlighting

authenticity and interaction. Despite evident differences between the two assessment traditions,

it is difficult to decide which one is better at a global level, as both show advantages and

disadvantages (Isaacs, 2017a). In fact, although test takers seemingly tend to favour direct

testing because of the possibility for the interviewer and interviewee to interact during the exam,

it should be noted that semi-direct testing is often more efficient and generally cheaper (Qian,

2009). There would be a third mode of speaking assessment, which is referred to as indirect and

consists of a paper-and-pencil exam that aims at assessing abilities underlying the speaking skills

the examiner intends to target. According to Lado (1961), there would be a strong correlation

between the written and oral productions of the tested word or sentence, but such a claim has

been proven to be unfounded and indirect tests are now considered inaccurate and unreliable for

assessing spoken proficiency (O’Loughlin, 2001).

If we consider the CEFR model outlined in the previous section, when specifically assessing

spoken proficiency, the three competences mentioned above should be adapted to this specific

skill. Therefore,

• linguistic competence would result in the ability to make accurate use of the grammatical

rules that underpin spoken language, to pronounce words correctly, and to use a variety of

expressions appropriately;

• through sociolinguistic competence, learners should prove their ability to use the appropri-

ate register based on the context showing awareness of politeness conventions and dialect

and accent differences;

• pragmatic competence consists of the speaker proving how to interact in a real-world com-

municative situation and handle the flow of conversation by using compensatory strategies

both verbally (e.g., hesitation, questioning, etc.) and non-verbally (e.g., gestures) and

showing the ability to fluently formulate coherent and cohesive ideas.

It should be noted that between these three competences there are evident overlaps and grey
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1.2. ASSESSMENT OF SPEAKING

areas since, in some cases, it is objectively difficult to draw clear lines of demarcation between

one skill and another. For example, learners’ use of vocabulary, which falls under the umbrella

of linguistic competence, may affect the appropriateness of idiomatic expressions, which, as a

matter of fact, should be part of sociolinguistic competence. Similarly, sociopragmatics may

be considered part of sociolinguistic competence as well as pragmatic competence. In light

of this, especially sociolinguistic and pragmatic competences and their indicators have been

arranged differently in the succession of models of communicative competence. While both

Canale & Swain (1980) and Canale (1983) cover pragmatics under sociolinguistic competence

and discourse competence, Bachman & Palmer’s model (1996) incorporates what the authors call

“sociolinguistic knowledge” and “functional knowledge” into a wider area labelled “pragmatic

knowledge”. Instead, it seems that the CEFR model follows the distinction made by Leech

(1983) between pragmalinguistics and sociopragmatics, whereby pragmalinguistics pertains to

the ability to use relevant linguistic devices in order to perform a specific speech act, whilst

sociopragmatics can be described as the ability to perform a speech act which is appropriate

to a specific situation or context (Grabowski, 2016). As a result, “pragmalinguistic failure is

basically a linguistic problem, caused by differences in the linguistic encoding of pragmatic

source”, while “sociopragmatic failure stems from cross-culturally different perceptions of what

constitutes appropriate linguistic behavior” (Thomas, 1983, p. 99). In this thesis, this type of

distinction is adopted, notwithstanding that some intersections between competences, skills and

indicators are intrinsically inevitable.

In the following paragraphs, linguistic competence is treated by analysing its three main el-

ements, i.e., grammar, pronunciation, and vocabulary. Sociolinguistic competence is articulated

by focusing on idiomaticity and sociopragmatics. As regards pragmatic competence, the reader

will notice that some of its aspects, as described in the CEFR, are not treated in detail or are

incorporated into other elements. In particular, propositional precision and thematic develop-

ment tend to pertain to coherence and cohesion, whereas flexibility appears to be more related

to fluency aspects.5 Turn-taking is a distinctive element of conversational tasks, which are not

investigated in this thesis. Therefore, we compressed the aspects of pragmatic competence into

two main sections: coherence and cohesion and fluency (see Fig. 1.1).

5The authors of the CEFR (Council of Europe, 2020, p. 142) acknowledge that “[f]luency [...] has a broader,
holistic meaning [...] and a narrower, technical and more psycholinguistic meaning [...]. The broader interpretation
would include “Propositional precision”, “Flexibility”, and at least to some extent “Thematic development”
and “Coherence/ cohesion”.” Other problematic aspects of pragmatic (and, to some extent, sociolinguistic)
competence are discussed further in this and the next chapter.
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Figure 1.1: Diagram of communicative competence as outlined in this thesis.

1.2.1 Linguistic competence

Grammar

As previously said, according to the structuralist approach, the problems of learning a new

language could “be predicted as described in most cases by a systematic linguistic comparison

of the two language structures” (Lado, 1961, p. 24), i.e., the learner’s L1 and L2. As a result,

grammar plays an important role in this construct, especially in relation to those grammatical

structures and errors that are traceable to specific contrasts between a learner’s L1 language

and English. Lado’s skills-and-elements construct of L2 proficiency is at the foundation of the

Comprehensive English Language Test (CELT) (Harris & Palmer, 1986), in which proficiency is

assessed based on discrete grammatical and lexical elements. When the goal is the assessment

of individual isolated forms, this approach still remains beneficial, but it excludes the possibility
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of assessing grammatical forms in relation to their semantic and pragmatic meanings (Purpura,

2014).

In response to and in continuation of contrastive analysis, at the end of the 1960s, the

seminal work of Corder (1967) set the foundation for error analysis and provided an effective

distinction between the concepts of error and mistake. According to Corder, an error is a

failure in learners’ competence, whereas a mistake is a failure in learners’ performance. As a

corollary of this, second language learners are aware of their own mistakes but not of their own

errors. Therefore, errors are systematic and are useful to highlight a learner’s knowledge and

gaps, whereas mistakes occur randomly and are due to “memory lapses, physical states such

as tiredness and psychological conditions such as strong emotion” (Corder, 1981, p. 10). Other

features that are helpful to distinguish errors from mistakes are self-correction (or corrigibility)

and intentionality, i.e., mistakes are (or can be) self-corrected and are committed deliberately,

while errors are not (James, 1998). Corder (1981) also considered the concept of error from

a developmental perspective, i.e., errors typical of any learner, independently of their L1, at a

particular stage in learning English. As a result, errors would be highly useful indicators of

a learner’s proficiency level.6 However, error analysis rapidly began losing momentum, as its

critics highlighted several methodological and functional shortcomings, such as the employment

of heterogeneous and unstructured learner data, the fuzziness of error categories, the difficulty

with handling the so-called strategy of avoidance (i.e., learners can substitute certain language

elements that they are not sure how to use with others that they feel more confident with),

the sometimes too restricted focus merely on what learners cannot do, and the fact that the

L2 representation provided by error analysis would often result in a static picture (Ellis, 1994;

Scholfield, 1995; Harley, 1980; van Els et al., 1984).

In the late 1990s, since computers started becoming more powerful and more accessible

and large-scale corpora started to be commonly used for studies on second language acquisi-

tion (Granger et al., 2002), testing and assessment (Barker, 2006), error analysis experienced a

new dawn, introduced with the term “Computer-aided error analysis” by Dagneaux et al. (1998).

The use of technological instruments made error analysis more accurate and systematic and made

it possible to address critical issues mentioned above.

In the same years, the communicative approach was increasingly consolidating. Although it

6From this perspective, errors are highly significant for three reasons: “First, to tell the teacher how far
towards the goal the learner has progressed and, consequently, what remains for him to learn. Second, they
provide to the researcher evidence of how language is learned or acquired, what strategies or procedures the
learner is employing in his discovery of the language. Thirdly, to the learner because we can regard the making
of errors as a device the learner uses in order to learn” (Corder, 1981, p. 12).
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might seem that this approach privileges communication at the expense of formal correctness,

errors still play a major role in language teaching and assessment (Pfingsthorn, 2013). In a

study focused on grammatical errors across proficiency levels in written and spoken productions

of Japanese learners of English, Abe (2007) found that certain errors systematically decrease

as proficiency levels increase. Specifically, in the spoken data, the accuracy rates for the use of

articles and for some types of prepositions (subordinating prepositions and prepositions in phrasal

verbs) dramatically increased throughout proficiency levels. Moreover, the study reported that

verbal errors were strongly connected to lower-level learners, whereas nominal errors characterised

advanced-level learners.

As regards written production, Hawkins & Buttery (2010) found that certain errors tend to

follow progressive learning patterns across proficiency levels, i.e., they gradually tend to decrease

as proficiency levels increase. For example, errors related to derivation of determiners (e.g., Shes

name is Esther) or to form of determiners (e.g., I have an computer). On the other hand, other

types of errors have “inverted U-patterns”, i.e., errors increase towards the middle proficiency

levels and decline again by C2 level. This category includes noun agreement errors (e.g., One of

my mate) and missing noun errors (e.g., It is an interesting). The “inverted U” is a common

pattern since, in lower levels of proficiency, the distribution of a given item which is unknown or

new to L2 learners tends to be sparse; therefore, the error rate of that item is generally low. As

proficiency levels increase, the item tends to be used more widely and frequently, and, as a result,

it is often used inappropriately or incorrectly; therefore, the error rate starts rising. Typically,

due to error correction and increasing practice with and exposure to the item, it eventually

stabilises and becomes a marker of competence for a specific CEFR level. Similarly, in an article

addressing the issue of L2 accuracy developmental trajectories, Thewissen (2013) investigated 45

types of errors and associated them with proficiency levels. However, unlike Hawkins & Buttery

(2010), no U-shaped developmental pattern was found, but this absence could be also due to the

relatively small amount of data considered in the study and the exclusion of A1 and A2 learners’

texts.

It is also important to mention the English Grammar Project, which is a database of more

than 1,200 statements derived from a large written corpus and includes various grammatical

structures linked to CEFR levels. Interestingly, the researchers involved in the project are also

planning to replicate this type of study on spoken data (O’Keeffe & Mark, 2017).

Specifically for spoken production, an interesting correlation between learners’ proficiency

levels and grammatical accuracy was found in Iwashita et al. (2008) and De Jong et al. (2012).
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In the first study, the measure related to global grammatical accuracy is one of the four variables

(the other three being speech rate, a measure related to vocabulary, and a global pronunciation

measure) that influence proficiency scores the most. In the second study, an indicator related to

knowledge of grammar strongly correlated with proficiency levels.

Grammatical proficiency is not only determined by grammatical accuracy but also by syntac-

tic complexity, which comprises the range of complexity of the syntactic structures produced by

a learner (Ortega, 2003; Lu, 2011). Iwashita (2006) reported that the length of T-units7 and the

number of clauses per T-unit are efficient indicators to predict learner proficiency. In addition to

investigating global grammatical accuracy, the previously cited study by Iwashita et al. (2008)

also found that proficiency levels of the candidates taking part in the speaking section of the

TOEFL iBT were correlated with the mean length of their utterances and, more interestingly,

with the number of verb phrases per T-unit. The study by Lambert & Nakamura (2019) also

found that four clause combination strategies (coordination, nominal subordination, adverbial

subordination, and relative subordination) varied systematically across proficiency levels in six

communication tasks performed by Japanese learners of English.

Pronunciation

Pronunciation also falls under the umbrella of linguistic competence in the CEFR, but it has not

been given much attention in well-known communicative models of language assessment (Canale

& Swain, 1980; Bachman, 1990; Bachman & Palmer, 1996), despite their primary focus on getting

the message across. This lack is particularly unexpected, considering that pronunciation is one

the most perceptually important elements of spoken language: it has been demonstrated that

listeners with no prior linguistic training are able to distinguish between L1 and L2 speech under

non-optimal conditions, i.e., only by listening to a 30-millisecond recording (Flege, 1984), to a

recording containing speech in a foreign language (Wester & Mayo, 2014) even when this language

is unfamiliar (Major, 2007), and even to a recording played backwards (Munro et al., 2010).

Furthermore, even religious and folk literature is full of examples that testify to the — literally

— vital importance of pronunciation: Spolsky (1995) mentions the Shibboleth test narrated in

the Book of Judges (12:5-6) as one of the earliest documented pronunciation assessment test,

which, however, had no educational purpose and had instead lethal consequences for those who

failed it.8 Similar linguistic anecdotes are widespread in other cultures, ages, and places, e.g.,

7A T-unit is a dominant clause with one or more subordinate clauses attached to it (Hunt, 1965).
8The term Shibboleth comes from the Hebrew word shibbóleth, which indicates either the part of a plant

containing grain or a torrent. In the biblical story, the inhabitants of Gilead defeated the tribe of Ephraim
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the Sicilian Vespers and the Matins of Bruges, and contribute to emphasising the importance

of pronunciation for speakers and listeners.9 Despite all this, pronunciation has often been

neglected in the field of second language testing and assessment, and, therefore, Lado’s (1961)

contribution, albeit mostly outdated, has remained the only extensive work on the subject until

the recent publication of the works by Isaacs & Trofimovich (2016), Kang et al. (2017), and

Levis et al. (2022). One of the reasons for the exclusion, or at least disregard, of “the Cinderella

of language teaching” (Kelly, 1969, p. 87) in several assessment frameworks is attributed to

the belief that excessive attention to pronunciation may constitute an obstacle to achieving

objectives such as communicative effectiveness (Celce-Murcia et al., 2010). Another important

issue lies in the fact that the construct of pronunciation has often been ill-defined and has suffered

from a dichotomic approach, caught between the two fires of the “nativeness principle” and the

“intelligibility principle” (Levis, 2005): the first maintaining that the goal of language teaching

with respect to pronunciation should be to eradicate L1 influence from speech and attain L1-like

pronunciation; the latter holding that its aim should be intelligibility. Intelligibility has been

variously defined, but most researchers refer to it as “the extent to which a speaker’s message is

actually understood by a listener” (Munro & Derwing, 1995, p. 76), and it is generally measured

by the ratio of an L2 speaker’s utterance that a listener can correctly transcribe.10 On the

other hand, comprehensibility “is defined as listeners’ perceptions of how easily they understand

L2 speech” (Isaacs, 2014, p. 5). Although in the pre-scientific era of language assessment, the

trend was in favour of the achievement of a L1-like accent (Kaulfers, 1944), nowadays, most L2

researchers endorse the “intelligibility principle” (Isaacs, 2014) because of several reasons: first,

there is no necessity for L2 learners to sound like L1 speakers in order to pursue integration

and educational or professional success (Derwing & Munro, 2009); secondly, since many L1

English speakers themselves do not speak standard varieties, such as General American English,

Received Pronunciation, or General Australian English, it is hard (and perhaps futile) to keep

defining the meaning of ‘native-like’ in its traditional acceptation (Seidlhofer, 2018); finally,

and invaded its territories. The survivors among the Ephraimites tried to cross the River Jordan back to their
settlements, but the inhabitants of Gilead occupied the fords of the river. In order to identify and eliminate these
Ephraimite fugitives, the Gileadites required them to utter the word shibboleth (/Si"bOlEt/). In the dialect of the
Ephraimites, however, the initial consonant sound was pronounced as /s/, making the word sound like /si"bOlEt/.

9Similarly to the story narrated in the Book of Judges, during the uprising of the Sicilian Vespers in 1282,
the inhabitants of Sicily killed the French invaders who could not pronounce the word ciciri (“chickpeas”) ap-
propriately. Likewise, according to an anecdote related to the Matins of Bruges, before the Battle of the Golden
Spurs in 1302, the Flemish identified and killed the French based on their pronunciation of the syntagm schild en
vriend (“shield and friend”).

10With respect to intelligibility, Lado’s (1961) question is still valid and has not been properly addressed:
“This standard, however, is hard to define. Intelligible to native speakers, but what native speakers? A native
speaker that has been in contact with foreign speakers will understand that sound entirely foreign to another
native speaker.”
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accent and identity are interconnected, therefore removing any traces of L1 accent may not be

desirable for learners (Gatbonton & Trofimovich, 2008).11 The difficulty in building a construct

of pronunciation is also an issue for internationally recognised language tests, such as the TOEFL

iBT and the IELTS, since their descriptors related to this specific skill are generic and unclear.

For instance, the level 3 descriptor of the “Integrated Speaking Rubrics” of the first reads:

“Speech is generally clear, with some fluidity of expression, but it exhibits minor difficulties with

pronunciation, intonation, or pacing and may require some listener effort at times” (Educational

Testing Service, 2009, p. 187), moreover making an ambiguous distinction between pronunciation

and intonation. Similarly, the band 6 pronunciation descriptor of the public version of the IELTS

speaking scale reads: “uses a range of pronunciation features with mixed control; shows some

effective use of features but this is not sustained; can generally be understood throughout, though

mispronunciation of individual words or sounds reduces clarity at times”.12

Only in recent years, studies on pronunciation have regained momentum, and there has been

a growing interest in investigating pronunciation both holistically and analytically considering

its two componential phenomena, i.e., segmental (individual phonemes) and suprasegmental

(rhythm, intonation, prosody, word stress) features, mainly due to the impact of the findings

and applications in the field of automatic assessment and in the literature related to international

teaching assistants (Isaacs, 2014).

In L2 speech, segmentals are often altered due to the influence of L1 transfer on both vowel

and consonant sounds. Such deviations occur as replacements or alternations of a sound or even

as additions, deletions, and reordering of segments or syllables (Anderson-Hsieh et al., 1992).

For instance, it is well-known that Italian L2 English learners’ speech is often characterised by

epenthetic schwas, i.e., the addition of /@/ at the end of words ending in a consonant or a conso-

nant cluster (Bronís, 2016; Grice et al., 2018). Another example is described in Kartushina et al.

(2015), in which Italian speakers have difficulties producing the vowel contrast /2/ and /A/ (e.g.,

hut and hot, respectively), while Spanish and Korean speakers find it hard to realise the vowel

contrast /I/ and /i/ (e.g., fit and feet, respectively). Several studies have investigated the impact

of segmental deviations on intelligibility and comprehensibility, coming to different conclusions:

non-standard segments, as well as non-standard syllable stress patterns, significantly affect intel-

ligibility (Zielinski, 2008); certain consonant contrasts (e.g., /S/ versus /s/) are more disturbing

to comprehensibility and intelligibility than others (e.g., /f/ versus /T/) (Isaacs, 2014); Derwing

11On the other hand, some learners might want to achieve L2 accent-free speech due to stigmatisation of
accents and regional varieties (Moyer, 2013).

12ielts.org/-/media/pdfs/speaking-band-descriptors.ashx
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& Munro (1997), instead, show that, although L1 listeners identify segmental deviations as the

primary source of a foreign accent, they find that errors have a limited effect on comprehensibil-

ity. Another interesting contribution stems from the application of the functional load principle

to language teaching and assessment. Functional load (or phonemic load) refers to the relevance

of certain features in making distinctions in a given language. Therefore, features characterised

by a high functional load differentiate more words in a given language. The misuse or mishearing

of such features may be problematic for intelligibility and comprehensibility. In English, an ex-

ample can be drawn from contrasts that have a high functional load, such as /d/ and /t/, since

they affect the distinction between many different lexical items; and contrasts that have a low

functional load, such as /D/ and /T/, since they are subject to regional variation and listeners

are more likely to ‘adjust’ their perception (Brown, 1988). This criterion was used by Kang &

Moran (2014) to label learners’ errors ranging from A2 to C2 on some monologic speaking tasks

taken from four Cambridge English exams. As proficiency levels increased, a significant decrease

in high functional load errors was found.

Studies comparing the impact of segmental and suprasegmental errors also have come to

different conclusions: while it appears that suprasegmental errors affect intelligibility more than

segmental errors in the study conducted by Anderson-Hsieh et al. (1992), other studies have

shown that intelligibility and comprehensibility of L2 speech are compromised by both types

of errors (Jenkins, 2009; Hahn, 2004; Saito et al., 2016; Bøhn & Hansen, 2017). The term

“suprasegmentals” is often used as a synonym for “prosody”, and it refers to pronunciation

features such as rhythm, intonation, lexical stress or word stress (i.e., the stress placed on syllables

within words), and sentence stress or prosodic stress (i.e., the stress placed on words within

sentences). Particularly, prosodic stress can be considered a foundational element of rhythm and

marks the words that are crucial for understanding an utterance. Speakers shift stress in some

words or clusters of words in various ways to produce rhythm in their speech, as well as they can

change their intonation (i.e., variation of vocal pitch) in order to convey grammatical information

(e.g., to mark sentences and clauses or to differentiate questions from statements) and to express

emotions and personal attitude (Crystal, 2011; Chen et al., 2004). Intonation is also used to

communicate meaning and prioritise crucial information (Levis, 1999). Despite a non-unanimous

consensus (Arvaniti, 2009), a conventional manner to label languages based on their rhythmic

pattern is to distinguish between syllable-timed (e.g., Italian, French, Spanish, Turkish, Mandarin

Chinese, Japanese, and Korean) and stress-timed languages (e.g., German, English, Russian and

Arabic): while the first have syllables with approximately the same stress and the same duration,
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the latter have syllables that may have various duration and are characterised by the recurrence

of stressed syllables at constant intervals of time (Taylor, 1981; Ramus et al., 1999). Since there

are remarkable differences in how intonation is used in different languages to convey differences in

meaning, speakers may encounter severe difficulties handling this feature correctly when facing

their target language (Cruz-Ferreira, 1987; Wennerstrom, 1994; Levis, 1999). Similarly, the

acquisition of stress-timed English rhythm can be challenging for L2 speakers of both syllable-

timed (Anderson-Hsieh & Venkatagiri, 1994) and stress-timed languages (Setter, 2006). In a

study examining the impact of segmental and suprasegmental features on the oral proficiency of

L2 speakers, Kang (2013) found that pitch variables and stress were the most relevant features,

as they accounted for 30.9% of the variance in proficiency scores (fluency took 26.7%, tone choice

4.5% and segmental errors 8%).

Vocabulary

Pronunciation is not the only factor affecting comprehensibility, but also grammar and vocab-

ulary play a major role, especially for L2 learners above a certain proficiency level (Isaacs &

Trofimovich, 2012). The psycholinguistic contribution by De Jong et al. (2012) mentioned above

also found that intonation and knowledge of vocabulary accounted for 75% of the variance of

speaking ability, and this comes as no surprise since “words are the basic building blocks of

language, the units of meaning from which larger structures such as sentences, paragraphs, and

whole texts are formed”(Read, 2000, p. 1). However, remarkably, the assessment of vocabulary

was only selectively investigated at the beginning of the scientific era of language assessment,

whereas much more attention was paid to the contrastive analysis of sounds and grammar. This

lack was mainly due to the influence of structural linguistics, according to which language is

a structure that can be divided into hierarchically organised systems: at the foundation lies

phonology, then morphology, and finally syntax. In such a framework, semantics and lexicon

received scant attention (Lennon, 2008).13

When vocabulary knowledge was assessed, it was mainly tested through the so-called discrete-

point approach, i.e., assessing a learner’s knowledge of one specific linguistic element — phonol-

ogy, morphology, syntax, and vocabulary — at a time, generally using multiple-choice questions.

Vocabulary tests using this approach were subject to various criticisms. First, it was not possible

to deduce an exhaustive judgement on a learner’s vocabulary simply based on the score of such

13Charles Fries, one of Lado’s mentors at the University of Michigan, wrote: “[...] the chief problem is not at
first that of learning vocabulary items. It is, first, the mastery of the sound system [...] second, the mastery of
the features of arrangements that constitute the structure of the language” (Fries, 1945, p. 3).
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a test. Secondly, language proficiency is not only about receptive abilities but also implies that

a learner makes effective use of vocabulary for communicative purposes productively in both

speaking and writing. Thirdly, in the real world, words do not occur aseptically and randomly in

isolated sentences but are integrated into specific contexts. Finally, learners do not have to un-

derstand every word of a written or a spoken sentence, and they can use compensatory strategies,

e.g., they can guess the meaning of the words they do not understand based on other contextual

information or prior knowledge or they can simply ignore such words (Read, 2000).

When the psycholinguistic-sociolinguistic approach gained momentum and started integrating

measures such as cloze and dictation, vocabulary started receiving more attention, but, accord-

ing to the unitary competence hypothesis, it was encapsulated in the holistic view of language

proficiency and was tested together with other elements of language by means of so-called tests

of integrative skills (Oller, 1973).

However, it was the 1980s that represented the watershed in vocabulary assessment since, in

this period, a small group of researchers started to publish studies on defined procedures and

measures aiming at assessing specific aspects of vocabulary use and knowledge (Anderson &

Freebody, 1981, 1983; Nation, 1983; Meara & Buxton, 1987). These seminal works were some-

thing of an exception, given that, on the one hand, the field of second language acquisition

was primarily concerned with the investigation of the acquisition by learners of morphological

and syntactic features, whereas, on the other hand, the advent of the communicative approach

shifted the attention of language assessment researchers from knowledge of grammatical and

lexical elements to the performance of real-world-like tasks (Read, 2013). Read (2000) classified

vocabulary assessment according to 6 dimensions arranged in antonymic pairs: discrete versus

embedded, selective versus comprehensive, and context-independent versus context-dependent.

The first binomial refers to the construct underlying a given vocabulary test. By using an em-

bedded measure, vocabulary is only one of many facets that contribute to the assessment of a

larger construct of language proficiency, whereas a discrete test considers vocabulary separately

from other aspects of language. The second dimension refers to the range of lexical items to be

included in the vocabulary test. This is selective if test-takers have to prove their vocabulary

knowledge on a set of selected target words, considered individually or integrated into a specific

context. On the other hand, the full range of vocabulary is assessed when using a comprehensive

measure. The dimension context-independent versus context-dependent speaks for itself, but it

is important to stress that “it is necessary to broaden the notion of context to include whole texts

and, more generally, discourse” (Read, 2000, p. 11). Due to the widespread acceptance of the
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communicative approach, it is straightforward to conclude that current trends in language testing

and assessment tend to privilege embedded, comprehensive, and context-dependent measures of

vocabulary assessment. In this regard, the CEFR distinguishes between vocabulary range and

vocabulary control. The first “concerns the breadth and variety of expressions used” (Council of

Europe, 2020, p. 131), and it applies to both reception and production, while the latter refers to

“the user/learner’s ability to choose an appropriate expression from their repertoire” (Council

of Europe, 2020, p. 132). These indicators are generally operationalised along the dimensions of

lexical diversity and lexical sophistication, and their development and integration were consid-

erably enhanced by the relatively recent application of corpus linguistics in the field of language

testing and assessment (Barker, 2006).

Lexical diversity has as its object the range of vocabulary used by the learner (Yu, 2010; Lu,

2012) and is typically estimated using various features such as the number of different words

(NDW), the number of word types uttered or written, the type-token ratio (TTR),14 or the D

measure15 in a spoken or written text. The connection between measures of lexical diversity and

language proficiency, which finds its ideal application in the field of writing assessment (Treffers-

Daller et al., 2018), has also been investigated for speech assessment in various ways. In a study

mentioned earlier aiming at deconstructing comprehensibility of French learners of English, Isaacs

& Trofimovich (2012) found that, out of 19 features targeting fluency, pronunciation, grammar,

and vocabulary, the frequency of word types had the strongest correlation with the judgements of

comprehensibility of 60 raters, with token frequency being the second most correlated feature. In

another study examining the relationship of lexical richness to the quality of oral narratives by L2

learners of English, Lu (2012) found that NDW, TTR, D measure, and Corrected TTR (Carroll,

1964) correlated with human ratings. The word type frequency and the D measure were also

investigated and were found to account for a great proportion of variance in human scores of

transcriptions of TOEFL iBT Independent speaking sections (Crossley & McNamara, 2013).

The focus of lexical sophistication is the depth and breadth of lexical knowledge and “is

often simply described as the number of “unusual” words in a sample” (Baese-Berk et al., 2021,

p. 4). It is generally operationalised using features related to word frequency and familiarity,

such as the Lexical Frequency Profile, i.e., “the percentage of words a learner uses at different

14The TTR is computed by dividing the total number of word types by the total number of word tokens in a
text. Each unique word is referred to as a word type, while the individual occurrences of word type are called
word tokens. For example, in the sentence “A rose is a rose is a rose”, there are three word types and eight word
tokens.

15Since text length heavily affects the TTR, the D measure (Malvern et al., 2004), a complex mathematical
transformation of the TTR, is used to avoid sample size effects.
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vocabulary frequency levels” (Laufer & Nation, 1995, p. 311) based on a word frequency list

taken from a corpus used as a reference point. For writing assessment, the English Vocabulary

Profile (Capel, 2015), a resource that describes words and phrases used by English learners at

different CEFR levels, has been employed to assign proficiency bands to 90 essays, finding a

strong correlation between the clusters obtained using the vocabulary profile and the human-

assigned CEFR levels (Leńko-Szymańska, 2015). In a previously cited work by Iwashita et al.

(2008), the authors found that both the proportion of low- and high-frequency word tokens and

the proportion of low- and high-frequency word types were associated with different proficiency

levels in the TOEFL iBT speaking sections. Lu (2012) also found a correlation between human

scores and sophistication features related to verb usage.

1.2.2 Sociolinguistic competence

Idiomaticity

Vocabulary is intertwined with the sociocultural context in which learners act as “social agents”.

Therefore, one cannot help but notice that vocabulary can also serve as a valuable indicator for

assessing sociolinguistic competence (Read, 2000). For instance, the main feature to characterise

register is the use of distinctive words and phrases (McCarthy, 1990).

In particular, the CEFR stresses the importance of “employing idiomatic expressions, allusive

usage and humour” and “recognising sociocultural cues, especially those pointing to differences,

and acting accordingly” (Council of Europe, 2020, p. 136). Formulaic expressions are a funda-

mental component of L1 speakers’ everyday conversations (Pawley & Syder, 1983) to the extent

that Jackendoff (1995) stated that each individual is able to store at least as many fixed expres-

sions as single words in his or her mental lexicon, and they are regarded as a primary feature

that a learner should acquire in order to achieve L1-like idiomaticity and fluency (Wray, 2002;

Kecskes, 2007), although formulaic language tends to be less common in L2, as L2 learners

generally find the acquisition of idiomatic expressions to be difficult (Ellis et al., 2008). Two

underlying properties of idioms are considered to be crucial for their acquisition: cross-language

overlap and transparency (Cucchiarini et al., 2022). The first refers to the extent to which an

L2 idiom has an equivalent in L1 (e.g., the English don’t cry over spilt milk versus the Italian

equivalent non piangere sul latte versato), whereas the latter explains the degree of clarity of an

idiom on the basis of the meaning of its individual words, e.g., the expression cold turkey is char-

acterised by a high degree of opaqueness, since its meaning (i.e., “the period of extreme suffering
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that comes immediately after a person has stopped taking a drug on which they depend”)16

cannot be understood or even guessed from its two constituting words, whereas an L2 learner

can (more) easily associate the figurative and literal meanings of the tip of an iceberg. Indeed,

idioms carry pieces of history and culture, and, while some cultures and languages share similar

sayings and idiomatic expressions mainly because of historical reasons, this might not be the case

for the relationship between English and the L1 of many L2 learners. In a study on the use and

comprehension of English L2 idioms by advanced Spanish learners, Irujo (1986) reported that

learners had no difficulties using identical idioms, while they found it hard to produce similar

or different idioms. On the contrary, at a receptive level, they found identical or similar idioms

easier to understand, whereas different idioms were still challenging to comprehension. Idiomatic

expressions can constitute such a problem that they might be avoided by learners, as in the study

conducted by Laufer (2000), in which Hebrew-speaking learners of English tended to avoid id-

ioms which do not have counterparts in Hebrew and idioms which have partially formal similarity

more than idioms which are completely similar and idioms which are formally different. In a

comparative study between Malay and English, Charteris-Black (2002) distinguished between

conceptual and linguistic similarities and differences and found that formally and linguistically

similar figurative expressions were the easiest both for comprehension and production at the

expense of idioms which had conceptual differences but equivalent linguistic form and idioms

which were both formally and linguistically different. It has been demonstrated that developing

a repertoire of formulaic expressions can help learners improve their oral proficiency, as shown

in Boers et al. (2006). In this study involving 32 college students taking a 22-hour course, a

group was made aware of idiomatic expressions, whereas the others were exposed to the tradi-

tional grammar-lexis approach. Two blind evaluators found that the experimental group was

more proficient than the control group and that the number of idiomatic expressions correlated

well with proficiency scores. In a similar study including Dutch learners of English and Span-

ish, Stengers et al. (2011) arrived at similar conclusions, however, finding a higher correlation

between the count of formulaic expressions and proficiency ratings for English than for Spanish.

This was probably due to numerous inflectional errors made by the learners of Spanish, which

negatively influenced the evaluators’ judgement on the use of formulaic expressions.

16dictionary.cambridge.org/dictionary/english/cold-turkey
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Sociopragmatics

Often misunderstood and assimilated into pragmatic competence,17 the sociolinguistic compe-

tence outlined in the CEFR also seems to have some overlaps with the concept of sociopragmat-

ics (Sickinger & Schneider, 2014), as described by Leech (1983), whose definition was previously

reported. The main focus of this construct is on learners’ knowledge and ability of social norms,

conventions and relationships, politeness and appropriateness, and reciprocal rights and obliga-

tions, and it has its roots in Leech’s (1983) Politeness Principle, which, in short, relates to a

speaker’s will to speak appropriately in a given situation while still getting the intended mes-

sage across. Leech (1983, p. 81) formulates the principle using a negative and a positive form.

The first reads: “Minimize (other things being equal) the expression of impolite beliefs”, and it

concerns the minimisation of impoliteness in impolite illocutions, e.g., ordering. On the other

hand, the latter focuses on ways to “maximize (other things being equal) the expression of polite

beliefs”, and it refers to the maximisation of polite illocutions, e.g., offering and thanking. The

concept of linguistic politeness was further expanded by Brown & Levinson (1987), identifying

three sociolinguistic aspects (power, distance, and absolute ranking of imposition) as major vari-

ables accounting for variation in speakers’ linguistic choices. In other words, an interlocutor

should evaluate a given context based on such three variables and subsequently select a strategy

which will optimise the association between the linguistic features and elements employed to con-

vey the intended meaning and the suitable level of politeness expected in that context. One of

the commonly used instruments for assessing politeness is the discourse completion test (DCT),

which generally consists of a prompt containing a situation description, a stimulus posed in the

form of a question, and a blank space for test-takers to write their answers. On the one hand,

DCTs are extremely practical, as the written form allows researchers to systematically change the

three sociolinguistic variables mentioned above and administer tests to numerous participants at

once. On the other hand, it is evident that DCTs cannot serve as accurate renditions of actual

conversations since “there is no discourse-internal context, responses are not constructed under

the time pressure of an online communicative situation, and respondents have been shown to

write what they actually do say in reality” (Roever, 2014, p. 3).

The first and most influential work on the assessment of L2 pragmatics was Hudson et al.’s

(1995) battery of six tests, which included several DCT items proposed in various forms (oral,

written, and multiple-choice), a role-play, and two self-assessment sections. The tests included

17Already before the creation of CEFR, the sociolinguistic competence theorised in the communicative com-
petence framework was criticised for its inconsistent definition (Zuskin, 1993).
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Japanese-speaking learners of English and targeted the three most investigated speech acts, i.e.,

apology, request, and refusal. Subsequently, they were rated by L1 speaker evaluators on a

five-point scale ranging from “very unsatisfactory” to “completely appropriate” on the basis of

six criteria: ability to use the correct speech act; typical expressions; amount of speech used

and information given; and levels of formality, directness, and politeness. After a try-out on 25

Japanese-speaking learners of English, Hudson (2001) reported a high correlation of the assigned

scores between the oral DCT — which was found the most difficult — and the written DCT,

whereas a low correlation was obtained between the DCT items and the role-play.

Hudson et al.’s (1995) framework was later adopted in other studies (Brown, 2001; Brown &

Ahn, 2011), most of which appeared problematic when dealing with the multiple-choice DCTs, as

they tended to have low reliabilities. This was probably due to the difficulty of producing incor-

rect options that were evidently unacceptable to all raters without being too rude or abnormal,

thus biasing the tests.

In order to address this issue, Liu (2006) involved learners directly in the development of the

scenarios used in the multiple-choice DCT items that were later administered to L2 learners and

L1 speakers. Learners’ responses were labelled as incorrect, while L1 speakers’ responses were

marked as correct. The test was then run on 200 Mandarin-speaking learners of English, and a

high inter-rater agreement was obtained (around 0.90).

More recently, Sickinger & Schneider (2014) tried to compensate for the underspecifications

and inaccuracies of the sociolinguistic and pragmatic competences outlined in the CEFR by

building a profile for pragmatic competence called PRA.PRO, along the lines of the already

mentioned profiles, i.e., the English Vocabulary Profile (Capel, 2015) for the domain of vocabulary

and the English Grammar Profile (O’Keeffe & Mark, 2017) for grammatical competence.

1.2.3 Pragmatic competence

Coherence and cohesion

As has been said already, it is difficult to make a clear distinction between sociolinguistic and

pragmatic competence, and even the developers of the CEFR (Council of Europe, 2020, p. 138)

in the paragraph related to pragmatic competence admit that “[k]nowledge of interactional and

transactional schemata relates also to sociocultural competence and is to some extent treated

under “Sociolinguistic appropriateness” on the one hand and “General linguistic range” and

“Vocabulary range” on the other”. Similarly, the operationalisation of coherence and cohesion
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also relies on measures of syntactic complexity (see Section 1.2.1).

There is no unanimous agreement on the definition of coherence since it has been connected to

“continuity of sense” (de Beaugrande & Dressler, 1981, p. 115), referred to as “the relationships

that link the ideas in a text to create meaning” (Lee, 2002, p. 135), and “the quality of the

mental representation of the text that is created by the reader” (McNamara et al., 2010, p. 60).

Especially this last definition gives a rather illustrative idea of the fuzziness of this aspect of

proficiency and of its intangible and ephemeral nature. On the other hand, cohesion is a more

objective aspect of discourse, and it refers to “the grammatical and/or lexical relationships

between the different elements of a text” (Richard et al., 1985, p. 45) or, similarly, to “the

mutual connection of components of surface text” (Bell, 1993, p. 165). However, despite this

disambiguation, the two terms are often used interchangeably.

For coherence and cohesion, the CEFR also provides quite broad and generic definitions,

although there is indeed a clear difference between C2 level (“Can create coherent and cohesive

text making full and appropriate use of a variety of organisational patterns and a wide range of

cohesive devices”) and A1 level (“Can link words/signs or groups of words/signs with very basic

linear connectors (e.g. “and” or “then”)”) (Council of Europe, 2020, p. 165).

Discourse competence of L2 learners has so far received scarce attention (Purpura, 2008;

Kormos, 2011), especially with regard to speaking performance. In a foundational work by

Brown et al. (2005) aiming at building the TOEFL iBT Speaking scoring rubrics, 20 answers

to an independent speaking task and 20 answers to an integrated speaking task from speakers

of five proficiency levels were analysed and annotated considering the number of clauses and

T-units. They reported that both the average number of T-units and the average number of

clauses per ten utterances varied across the five proficiency levels. Another interesting piece of

analysis conducted in their study focused on discourse organisation, providing an ideal scheme

for responses, including mandatory and optional elements (in square brackets):

• independent speaking task: [Introduction]→ Opinion→ Reasons for opinion→ [Examples]

→ [Opinion 2] → [Reasons for opinion] → [Examples] → [Conclusion]

• integrated speaking task (Level 1): [Introduction] → Problem → Solution → Complication

→ Solution → [Conclusion]

• integrated speaking task (Level 2): Process → Outcome → [Evaluation]18

18The steps outlined in Level 2 occur for each mandatory step in Level 1.
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The results of the independent speaking task showed that proficient speakers tended to use

complex structures and provide explanatory examples, whereas learners of lower proficiency levels

often omit reasons for their opinions. Similarly, for the integrative speaking task, high-level

test-takers employed elaborate structures with well-illustrated examples, logical connections,

and clearly understandable statements, while less proficient speakers used less sophisticated

structures.

Finally, the authors conducted a specific analysis on the use of logical connectives, assum-

ing that proficient speakers would use more logical connectives than low-level test-takers, but,

unfortunately, the amount of data was not sufficient to perform statistical comparisons between

proficiency levels.

In a more recent study, Iwashita & Vasquez (2015) investigated cohesive (use of reference,

ellipsis and substitution, lexical cohesion, conjunctions) and coherence (text generic structure

and theme-rheme development) devices in 58 speech samples of IELTS Speaking Part 2. The

results showed that higher-level test-takers used a wider range of conjunctions and employed

referential expressions more accurately than the lower-level test-takers. Instead, other features

did not have a dissimilar distribution across proficiency levels.

For other works on coherence and cohesion, the reader may refer to the paragraph on syntactic

complexity in Section 1.2.1.

Fluency

As coherence, the concept of fluency has also been defined in various ways. In its broadest sense,

fluency is commonly used as a synonym for oral proficiency (Lennon, 1990; Chambers, 1997),

but its narrow definition designates a specific paramount aspect of proficiency. Far from being

a monolith, fluency is, in fact, a multifaceted skill (Suzuki & Kormos, 2022). Fillmore (1979)

provides a fourfold definition of L1 fluency:

• the ability to occupy time with talk;

• the ability to produce coherent, reasoned, and semantically dense speech;

• the ability to be pragmatic in one’s speech depending on the context;

• the ability to talk with imagination and creativity, using metaphors, puns and jokes by

means of sounds and meanings.
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The higher-level features of L1 speech provided in this definition, such as creativity and use

of metaphors, are absent from the conceptualisation of L2 fluency provided by Derwing et al.

(2009, p. 534), in which fluency is defined as “temporal aspects of oral production that influence

the degree of fluidity in speech (e.g., pauses, hesitation phenomena, speech rate)”. Lennon

(1990, p. 391) provides another definition considered from the standpoint of the interlocutor: “a

listener’s impression that the psycholinguistic processes of speech planning and speech production

are functioning easily and efficiently”. These definitions are complementary to each other since

the study of fluency needs to investigate both the temporal elements of speech production and

the listener’s perception (Derwing et al., 2009).

In line with this perspective are the three senses of fluency elaborated by Segalowitz (2010,

2016): cognitive fluency, utterance fluency, and perceived fluency. The first refers to the speed

and efficiency of the cognitive processes which are in charge of L2 speaking performance. The

second seems to overlap with the definition by Derwing et al. (2009), and it designates the

fluidity of the recognisable speech as distinguished by measurable temporal elements (e.g., filled

and silent pauses, syllable rate, and hesitation rate). Finally, perceived fluency refers to the

subjective perception and judgment of L2 speakers’ fluency.

Turning specifically to utterance fluency, an essential study by Tavakoli & Skehan (2005)

provided another dimensionality of fluency by focusing on three aspects: breakdown fluency,

which is related to silences and pauses, e.g., number, duration and location of unfilled pauses,

filled pauses, and overall amount of silence; speed fluency, which is connected to measures such

as amount of speech, articulation rate, speech rate, time ratio and mean length of run; and repair

fluency, which encompasses phenomena such as replacement, reformulation, repetition, and false

starts.19

As regards breakdown fluency, higher-level learners’ speech is generally characterised by a

lower relative frequency of unfilled pauses and a lower ratio of pause time to speech time (Derwing

et al., 2004; Kormos & Dénes, 2004; Rossiter, 2009; Bosker et al., 2014; Suzuki & Kormos, 2020;

Suzuki et al., 2021). In fact, there is a potential issue that needs to be taken into account

when linking pausing behaviour to linguistic proficiency, i.e., pauses could also be frequent in L1

speech. In order to distinguish L1 from L2 disfluencies, a key feature is not the total number

of disfluencies but their distribution: multiple studies have found that L2 speakers tend to

19De Jong (2017) points out that this taxonomy misses an essential aspect of fluency, i.e., turn-taking fluency,
which occurs when a speaker needs to interact with one or more interlocutors in dialogues. Turn-taking is also
a component of pragmatic competence in the CEFR. However, despite its importance, it has received relatively
scarce attention in research.
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pause more often within clauses (Davies, 2003; Tavakoli, 2011; Kahng, 2014), Analysis of Speech

(AS) units20 (Skehan & Foster, 2007), or constituents (Riazantseva, 2001) than L1 speakers.

Furthermore, a strong negative correlation between fluency ratings and frequency of pauses was

found both in Rossiter (2009) and in Bosker et al. (2014).

With respect to speed fluency, speech rate (i.e., the number of syllables articulated per

minute) and mean length of run (i.e., the average words or syllables per speech chunk contained

within pauses) are the features that have been mostly investigated. In a study that has been

cited several times in the previous paragraphs, Iwashita et al. (2008) reported that the best

predictor of overall proficiency scores was speech rate. Similarly, Ginther et al. (2010) found

strong correlations between holistic proficiency scores and various measures of fluency, such as

articulation rate, speech rate, and mean length of run. Other studies (Lennon, 1990; Riggenbach,

1991; Cucchiarini et al., 2002) also found that speech rate is a good predictor of analytic fluency

ratings.

The presence of self-corrections, false starts, reformulations, and repetitions may also be a

common feature in L1 speech. Compared to the previous two sub-types of utterance fluency,

repair fluency has been found to contribute only marginally to fluency ratings or overall profi-

ciency (Kormos & Dénes, 2004; Brown et al., 2005; Suzuki et al., 2021).

It is also important to mention the impact of discourse markers on L2 proficiency. In the work

by Huang et al. (2023), the authors investigated the developmental patterns of three discourse

markers (i.e., well, you know and like) in the speech of learners ranging between A2 and C1.

They found that the frequency of discourse markers (especially well and you know) increased as

the fluency level increased almost reaching L1-like levels.

The multifaceted nature of fluency has led to different types of constructs in the context

of language assessment. In the IELTS speaking rubrics, which are composed of four indicators

(i.e., “fluency and coherence”, “lexical resource”, “grammatical range and accuracy”, and “pro-

nunciation”), fluency is combined with coherence21. The higher-level bands mention the terms

“hesitation”, “self-correction”, and “repetition”, whereas the lower-level ones refer to length of

pauses.

Instead, the TOEFL has three main categories, i.e. “delivery”, “language use”, and “topic

development” (Educational Testing Service, 2009). Fluency is mentioned both under the broader

indicator of “delivery”, which encompasses aspects of fluency and pronunciation, and in the de-

20“An AS-unit is a single speaker’s utterance consisting of an independent clause, or sub-clausal unit, together
with any subordinate clause(s) associated with either” (Foster et al., 2000, p. 365).

21ielts.org/-/media/pdfs/speaking-band-descriptors.ashx
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scriptors of “language use”, which includes elements of accuracy, complexity, and fluency. For

instance, for Score 4, the descriptor of “delivery” reads: “Generally well-paced flow (fluid expres-

sion)”, but fluency is also mentioned under the descriptor of “language use” for Score 3, which

reads: “Response may exhibit some imprecise or inaccurate use of vocabulary or grammatical

structures used. This may affect overall fluency, but it does not seriously interfere with the

communication of the message”.

Finally, the Pearson Test of English (PTE) Academic has fluency ratings that are obtained

by comparing the test-taker’s responses to the responses from an L1 speaker database, and

the measures used in this comparison are all related to the duration of speech events, such as

pauses between words, segments per articulation time, words per time, response latency, and a

combination of these measures (De Jong, 2017). Therefore, unlike the IELTS and the TOEFL

scales, the PTE Academic considers fluency as an individual and separate construct, and its

descriptors are very specific and detailed. For example, at level 4 (on a scale from 0 to 5), the

descriptor for oral fluency reads: “Speech has an acceptable rhythm with appropriate phrasing

and word emphasis. There is no more than one hesitation, one repetition or a false start. There

are no significant nonnative phonological simplifications” (Tavakoli et al., 2017, p. 8).
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Chapter 2

Automatic speaking assessment

The first part of this chapter introduces the general characteristics of automatic speaking as-

sessment, illustrating its typical pipeline and describing its advantages and limitations. A brief

timeline traces the history of automatic assessment and also includes some fundamental studies

on writing assessment. The same structure proposed in the previous chapter and based on the

aspects which constitute the communicative competence model is employed again in this chapter

and encompasses various studies on proficiency assessment conducted through automatic and

semi-automatic approaches.

2.1 Introduction

In recent years, the growing number of L2 learners of English on a global scale (Howson, 2013) has

led to an increasing demand for automated spoken language assessment systems for applications

in the context of CALL.

One common misunderstanding about automated assessment is the assumption that ma-

chines should replicate the human process of assessment. Instead, computers are programmed

to identify, extract, and quantify features in spoken and written productions. Such features are

subsequently combined and weighted in a multidimensional space in order to predict a proficiency

level or grade. The pipeline of a typical automatic system for speaking assessment is shown in

Figure 2.1 and consists of three main components: an ASR, a feature extractor, and a grader.

The ASR module converts the audio signal of human speech into written format. Although the

use of end-to-end systems is more and more common and has brought significant improvements,
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Figure 2.1: Pipeline of a typical automatic system for speaking assessment.

this module has typically consisted of an acoustic model and a language model. The first models

the relationship between the audio signal and the phonemes or words, while the latter infers

the word sequences that are likely to be uttered. A representative example of how a classic

ASR system works is described in Lieberman et al. (2005, p. 1), in which two transcriptions

are considered as possible outputs from an acoustic model: “wreck a nice beach you sing calm

incense” and “recognise speech using common sense”. The language model will then select the

second option as more plausible based on its probability estimates.

In the feature extraction module, features that are relevant for the construct to be assessed

are automatically extracted from both the speech signal and the transcriptions obtained through

the ASR system. In this way, such features serve as proxies for human assessment criteria.

At the end of the pipeline, these features are used by the grader to make predictions of

proficiency levels or grades.

2.1.1 Advantages, limitations, and challenges of automatic assessment

Figure 2.2 represents the various possibilities of delivery and scoring in L2 speaking assessment,

with the models of quadrant 2 (examiner-delivered and examiner-scored tests) and quadrant 3

(computer-delivered and computer-scored) being the most commonly used.

Among the advantages of the first approach, first of all, there is the possibility of using a broad

test construct, as a wide range of skills can be assessed by means of multiple elicitation systems,

i.e., direct questions, role-play activities, collaborating with a partner to solve a problem, etc.

Secondly, face-to-face tests are expected to mirror real-world interactions. Thirdly, they generally

have very positive washback1 since when the test-takers are preparing for the test, they improve

their speaking skills which are crucial for everyday communication (Galaczi, 2010).

1The term “washback” refers to the influence of tests on curriculum design and teaching and learning prac-
tices (Alderson & Wall, 1993).
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Figure 2.2: Delivery and scoring possibilities in L2 speaking assessment.

On the other hand, one of the compelling reasons for automatic assessment is the need

to evaluate and provide feedback to increasing numbers of L2 learners and return results in

a timely manner. Almost a century ago, Lundeberg (1929, p. 195) had already realised that

individual oral assessment was “cumbersome and time-consuming”. Returning to today, to

provide a comparison, for the speaking parts of the IELTS and TOEFL iBT, test-takers receive

score reports within 13 days, whereas the PTE Academic, which is fully automated, returns

results within five business days (Isaacs, 2017b).

Secondly, compared to human graders, not only can automatic systems ensure greater speed,

but they can do it at a lower cost since the recruitment and training of new human experts are

expensive and can provide only a small increase in performance (Wang et al., 2018).

Finally, the use of automatic assessment methods can improve reliability, consistency, and

objectivity of scoring and feedback since machines are not susceptible to rater effects and — more

simply — to tiredness (Engelhard, 2002; Zhang, 2013; Van Moere & Downey, 2017). Moreover,

machines have been found to be generally better at evaluating specific linguistic phenomena,

whilst humans tend to focus on more global aspects of proficiency. For example, Enright &

Quinlan (2010) suggested that, for writing, human raters might achieve higher results when

assessing ideas, content, and organisation, whereas automatic systems might have better per-

formances when evaluating microfeatures at the grammatical, syntactic, lexical, and discourse

levels. Similarly, also for speaking, Loukina et al. (2015) found that human evaluators can have
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difficulty in efficiently distinguishing particular phenomena, such as word-level pronunciation

accuracy. In a study on the potential complementarity of human and automatic scoring, Davis

& Papageorgiou (2021) found that composite grades calculated from various combinations of

human and automatic analytic grades were equally or more reliable than human holistic grades.

However, beyond these crucial advantages, automatic assessment systems also have several

issues and limitations. First, specifically automatic assessment of speaking is much more chal-

lenging than automatic assessment of writing since the first part of the pipeline of a typical

automatic system for speaking assessment, i.e., the ASR module (see Figure 2.1), might have a

certain word error rate (WER), i.e., a common metric employed to measure the performance of

ASR systems and calculated as:

WER =
S +D + I

N
=

S +D + I

S +D + C

where S is the number of substitutions, D is the number of deletions, I is the number of

insertions, C is the number of correct words, and N is the number of words in the reference.

While minimising the WER might be challenging when working with L1 speech, it is even harder

with L2 learner speech since it might contain pronunciation errors, grammatical errors, code-

switched words, and other typical fluency- and pronunciation-related features of L2 speech.

Another issue related to this first limitation is that ASR systems usually achieve higher

performances on controlled tasks, such as reading aloud or shadowing, i.e., a repetition task in

which candidates only hear the utterances they need to reproduce (Hamada, 2019), whereas they

generally obtain lower results on spontaneous speech tasks. This is due to the possibility of using

pattern matching or force-alignment approaches since the test-takers’ utterances are known or,

at least, highly predictable.

In a review article on fully automated systems for speaking assessment, Isaacs (2017b)

mentions another limitation of such systems, i.e., their heavy dependence on time-based and

frequency-based features, mainly connected to fluency and pronunciation, to the detriment of

other formal and content-related elements of proficiency, such as grammatical accuracy and

complexity, lexical richness and complexity, discourse organisation, and content development.

However, it should be noted that this is not necessarily an intrinsic issue since, especially in

recent years, automated systems can be used quite effectively also to assess higher-level aspects

of proficiency. Instead, the narrow focus on fluency- and pronunciation-related features is often

due to extrinsic reasons, such as the scarce availability of annotated data, design choices, or the
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use of constructs that prioritise these aspects of proficiency. This extremely specific attention to

such features is evident, for example, in the number of papers on pronunciation presented in the

two sessions “Applications in Transcription, Education and Learning” at Interspeech 2022: 9 out

of 15 papers focused on mispronunciation detection or issues related to pronunciation. While

research on automatic scoring played a major role in revitalising studies on L2 pronunciation as-

sessment (Isaacs, 2014, 2018), the scientific community working on automatic approaches should

be careful not to fossilise and reduce proficiency to the speaker’s capacity to pronounce words

correctly.

Finally, there is an issue that concerns users’ reception and understanding of automated

assessment systems: with the gradually increasing application of methods and techniques of

automatic assessment both for high-stakes language exams and for private practice, we have

witnessed a certain scepticism and aversion to such systems in speaking (Neri et al., 2003) and

writing (Attali, 2007), especially by educators and researchers, to the extent that in 2013 the site

HumanReaders.Org2 launched an online petition called “Professionals Against Machine Scoring

of Student Essays in High-Stakes Assessment”, which found the support of many distinguished

scholars, including Noam Chomsky, and was mentioned in The New York Times and in many

other newspapers (Stevenson, 2016). Although the campaign specifically attacked automatic

essay scoring, it cannot be excluded that similar reactions will target automatic speaking assess-

ment in the future. In particular, the criticism mostly targets technical and logistic problems,

such as the financial and timely cost of automatic scoring systems and issues regarding their va-

lidity (Yang et al., 2002). However, while some of these issues do still pose significant challenges,

some others have been efficiently dealt with, as we will explain in the next paragraphs.

2.1.2 Historical background

As should be clear at this point, an excursus into the history of automatic speaking assessment

cannot avoid mentioning the evolution of its counterpart, i.e., automatic writing assessment,

since the two fields have multiple aspects in common, especially in relation to the adaptation of

techniques of textual analysis and information extraction, which are borrowed from automatic

writing assessment and employed on ASR transcriptions.

The roots of the field of automated scoring of language proficiency can be traced back to the

work of Page (1966, 1968) on automatic essay scoring. His Project Essay Grade was a system that

evaluated writing skills based only on proxy traits: hand-written texts had to be manually entered

2The site is no longer active.
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into a computer, and a scoring algorithm then quantified superficial linguistic features, such as

essay length, average word length, count of punctuation, count of pronouns and prepositions,

etc. Across the following decades, the field of automated scoring of writing has expanded and

improved, and more significant studies have been conducted from the 1990s and early 2000s as

computational techniques and software technology have increased their power (Landauer, 2003).

The most widely known automated scoring systems for essays include the e-rater®, developed by

Educational Testing Service (ETS) (Burstein, 2002; Attali & Burstein, 2006), IntelliMetric™by

Vantage Learning (Rudner et al., 2006), and the Intelligent Essay Assessor™, built at Pearson

Knowledge Technologies (Landauer et al., 2002).3

The 1990s also represented a turning point in the field of automated scoring of spoken profi-

ciency, which initially focused on automatic evaluation of segmental pronunciation quality (Bern-

stein et al., 1990), basically through a comparison of the segments of the learner’s speech signal

and the segments developed from a database of L1 speech. Early approaches to automatic as-

sessment of speech consisted of simple speaking tasks (e.g., reading a word or a sentence out

loud), mainly due to limitations of the automatic speech recognition component of the scoring

system. Pronunciation assessment is also the focus of Cucchiarini et al. (1997), in which vari-

ous features such as acoustic scores from a Hidden Markov Model (HMM), the total duration of

speech with and without pauses, mean segment duration, and speech rate were employed to score

Dutch pronunciation skills. Franco et al. (2000) used similar features for assessing L2 English

pronunciation and included an ASR system specifically adapted to L2 speech in order to reduce

the WER. All these three studies evaluated their assessment systems on read-aloud speech.

Conversely, in the 2000s, ETS introduced SpeechRater, which could score spontaneous speech

in addition to read speech (Xi et al., 2008; Zechner et al., 2009; Higgins et al., 2011) based on

features related to pronunciation, fluency, vocabulary, and grammar. SpeechRater is one of

the best-known oral proficiency commercial test engines and is still used in the TOEFL speak-

ing test. Another well-known commercial test engine is Versant, originally called SET-10 or

PhonePass (Townshend et al., 1998; Bernstein & Cheng, 2007), built by Ordinate Corpora-

tion and now employed in the Pearson PTE Academic. It is interesting to note that the two

test engines are based on different constructs. For Pearson, speaking ability is considered as a

“real-time activity that requires planning, formulating, articulating, and monitoring” and, conse-

quently, test scores should represent test-takers’ ability to use “core language component process

3A detailed account of these systems goes beyond the scope of this thesis but can be found in Warschauer &
Ware (2006). A more recent survey on the state of the art of automatic essay grading can be found in Ke & Ng
(2019).
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in real time by quantifying the ease with which the speaker can access and retrieve lexical items,

build phrases and clause structures, and articulate responses, without conscious attention to the

linguistic code” (Downey et al., 2008, p. 161-162). Instead, ETS defines speaking ability as “the

use of oral language to interact directly and immediately with others” (Butler et al., 2000, p. 2).

Drawing on the contents of Section 1.1, one can observe that the first opted for a psycholinguistic

construct, while the latter chose to adopt a communicative construct.4

In recent years, deep neural network (DNN) approaches have brought significant improve-

ments in the field of automatic assessment for both writing (Alikaniotis et al., 2016) and speak-

ing (Qian et al., 2012; Evanini et al., 2018), such that end-to-end neural-based techniques outper-

formed SpeechRater (Chen et al., 2018). In particular, the application of DNNs on ASR systems

has been shown to be highly effective, to the extent that some systems have obtained results on

L1 transcriptions which are comparable or equal to those achieved by human transcribers (Saon

et al., 2017; Xiong et al., 2017), although transcribing L2 speech is still problematic, in some

cases also due to the low level of human-to-human agreement (Qian, Lange, & Evanini, 2019).

Another crucial advancement was brought by the application of word embedding techniques,

such as word2vec (Mikolov et al., 2013) and BERT (Devlin et al., 2019), on automatic assess-

ment tasks (Qian et al., 2019; Raina et al., 2020; Wang et al., 2021). More recently, the use of

speech embeddings, such as wav2vec 2.0 (Baevski et al., 2020; Hsu, Sriram, et al., 2021) and

HuBERT (Hsu, Bolte, et al., 2021), has been investigated for mispronunciation detection and

diagnosis (Peng et al., 2021; Wu et al., 2021; Xu et al., 2021) and automatic pronunciation as-

sessment (Kim et al., 2022) and is explored for the tasks of analytic and holistic proficiency

assessment in this thesis.

In the next paragraphs, we will illustrate the state of the art of automatic speaking assessment

following the competence model outlined in Chapter 1.

2.2 Linguistic competence

2.2.1 Grammar

The exploration of grammatical accuracy is a rather new area of study since, in its early days,

automatic speaking assessment focused on restricted speech and did not require to assess gram-

matical proficiency. Despite the inclusion of spontaneous speech tasks, the investigation of gram-

mar in the field of automatic speaking assessment has been the focus of relatively few studies,

4See Litman et al. (2018) for a detailed analysis and comparison of the two systems.
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mainly for grammatical error detection (GED), starting from the isolated and pioneering work

by Izumi et al. (2003) on manual transcriptions of Japanese learners of English to several recent

fully automated approaches (Knill et al., 2019; Lu, Gales, Knill, Manakul, Wang, & Wang, 2019;

Caines et al., 2020), and grammatical error correction (GEC) (Lu et al., 2020), but only to a

lesser extent in relation to ‘pure’ scoring and assessment.

Instead, it has received more attention in the field of automatic essay scoring. Grammatical

errors are one of the features employed in Yannakoudakis et al. (2011) along with lexical, part-

of-speech (POS) and syntactic features for automatically assessing L2 English exam scripts,

and they were found to significantly improve the correlation between true scores and predicted

ones. Gamon et al. (2013) used Leacock & Chodorow’s (2002) findings on the influence of

grammatical errors on TOEFL scores for automatic essay scoring and feedback. In particular,

Leacock & Chodorow (2002) reported that the variety of errors, rather than the overall error

count, influences the score. In addition to this, they found that subject-verb agreement errors,

wrong formations of modal verbs, and determiner-noun agreement errors predicted lower scores

best. Similarly, grammatical errors are one of the features explored in the work of Vajjala (2018),

in which spelling and grammar errors are automatically extracted by LanguageTool.5 In this case,

the feature related to grammatical error rate was found to have little impact on the classification

performance. Similar experiments were conducted again by Vajjala & Rama (2018) with German,

Czech, and Italian, including errors as a feature. This work was reproduced by Caines & Buttery

(2020), who applied such experiments also to English and Spanish written corpora. Another

research conducted on L2 English written examinations found that grammatical error detection

highly influences automatic essay scoring (Cummins & Rei, 2018). Recently, the work described

by Ballier et al. (2019) has investigated the possibility of predicting CEFR proficiency levels

based on manually annotated errors of essays by L1 French and Spanish learners of English, but

their study did not employ deep learning techniques. However, they identified that certain types

of errors, such as punctuation, spelling, and verb tense errors, are characteristic of specific CEFR

proficiency levels.

Written GEC has become an established area of study: four shared tasks have already been

organised in the last 15 years, i.e., the HOO 2011 Pilot Shared Task (Dale & Kilgarriff, 2011),

the CoNLL-2013 Shared Task (Ng et al., 2013), the CoNLL-2014 Shared Task (Ng et al., 2014),

and the BEA-2019 Shared Task (Bryant et al., 2019); the ERRor ANnotation Toolkit (ER-

RANT) (Bryant et al., 2017), a tool for automatically extracting grammatical error edits from

5languagetool.org
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parallel original and corrected sentences, has become quite commonly used in this field; and at

least two metrics have been investigated and employed for evaluating the performance of GEC

systems, namely MaxMatch (M2) (Dahlmeier & Ng, 2012) and General Language Evaluation

Understanding (GLEU) (Napoles et al., 2015). Table 2.1 shows an example of written GEC.

Most current researchers have investigated models based on neural machine translation (NMT).

In particular, Yuan & Briscoe (2016) were the first to apply this approach to GEC using a re-

current neural network (RNN). For two recent surveys on GEC, the reader can refer to Wang et

al. (2021) and Bryant et al. (2022).

In (Original) He see the thief is catched by policeman the last night.

Out (Corrected) He saw the thief caught by a policeman last night.

Table 2.1: Example of written GEC.

Instead, spoken GEC is a relatively new area of research, mainly due to the scarce availability

of specifically designed and annotated data. As can be seen in the example reported in Table

2.2, it is also more challenging than written GEC in that L2 spoken grammar contains disflu-

encies and errors, which in some cases might differ from the ones made by L2 learners in their

written productions. In several studies proposed by the researchers of the Automated Language

Teaching and Assessment (ALTA) Institute at the Department of Engineering of the University

of Cambridge, Long Short Term Memory (LSTM)-based models trained on a large amount of

written L2 learner data were investigated for GEC, GED, and disfluency detection (DD) (Knill

et al., 2019; Lu, Gales, Knill, Manakul, & Wang, 2019; Lu et al., 2020). The results indicated

that the use of DD improved the performance of both GEC and GED.

In (Original) uhm he see the the thief is catched by policeman the la- last night

Out (Corrected) he saw the thief caught by a policeman last night

Table 2.2: Example of spoken GEC.

In the context of automatic speaking assessment, the investigation of features related to

grammatical accuracy has received scant attention. In the work by Supnithi et al. (2003), a

classification model is used to predict 9 proficiency levels of manual transcriptions of Japanese

learners of English using a feature set that modelled fluency, vocabulary, sociolinguistic appro-

priateness, and grammatical accuracy. Hasan & Khaing (2008) also conducted experiments of

proficiency classification on the same corpus by only focusing on features related to grammatical

accuracy and fluency.
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On the other hand, grammatical complexity has been subjected to a more thorough investi-

gation. Biber et al. (2016) and Lu (2017) employed some automatic techniques based on natural

language processing (NLP), e.g., POS taggers and syntactic parsers, to extract features related to

grammatical complexity, but neither of these studies used a fully automated process for feature

extraction. In Chen & Zechner (2011) and Chen & Yoon (2012), features related to syntactic

complexity were extracted by means of deep syntactic analysis and investigated for an automatic

speaking assessment system. Some examples of the syntactic features employed in Chen & Zech-

ner (2011) are mean length of sentences, mean length of T-units, mean number of noun phrases

per sentence, mean number of passives per sentence, and mean number of dependent infinitives

per T-unit. Both studies found that errors at the ASR module stage negatively influenced the

performance of the scorer, as the correlation between syntactic complexity features and oral

proficiency scores was lower when the ASR output text was used as opposed to manual tran-

scriptions. Instead of using deep syntactic analysis, Yoon & Bhat (2012) and Bhat et al. (2014)

proposed a method which aimed at capturing variations in the distribution of morpho-syntactic

features based on POS tags across proficiency levels. They calculated the vector similarity be-

tween the POS sequences of the transcription of a given spoken response and the responses of

a learners’ corpus annotated with proficiency levels. They assumed that lower-level test-takers

tend to use simple grammatical forms, whilst proficient speakers have a sophisticated repertoire

of grammatical expressions and that such differences can be reflected in the distribution of POS

tags. Both these studies demonstrated the greater robustness of features based on POS tags

against ASR errors compared to features based on deep syntactic analysis. However, both types

of features are included in ETS’s SpeechRater (Yoon et al., 2019).

2.2.2 Pronunciation

The main focus of automatic speaking assessment was pronunciation in its early days “with a

flurry of activities in late 90’s to early 2000” (Witt, 2012, p. 1), as has been mentioned in Section

2.1.2. The spoken responses of L2 learners were typically compared to responses from a corpus of

L1 speakers, and they only included read-aloud speech (Bernstein et al., 1990; Neumeyer et al.,

1996; Franco et al., 1997). In these studies, various measures have been employed for automatic

scoring: HMM log-likelihood scores, timing scores, segment duration scores, phone classification

error scores, and phone log-posterior probability scores. In the same period, the Goodness of

Pronunciation (GOP) algorithm was introduced and became one of the most popular for pronun-

ciation assessment (Witt, 1999; Witt & Young, 2000). GOP is based on the posterior probability
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that a given phone corresponds to the phoneme that should have been uttered according to its

canonical pronunciation, thus:

GOP =
1

M

M∑
n

ln p(qn|on)

where qn is the n-th phone in a given speech segment, on is the corresponding speech segment,

and M is the overall number of phones contained in the speech segment. If we consider again

the two principles outlined in Section 1.2.1, i.e., the “nativeness principle” and the “intelli-

gibility principle”, we cannot help but notice that these initial studies related to a construct

of pronunciation proficiency conceptualised as similarity to L1 speech, which has been grad-

ually falling out of favour in the language teaching and assessment community (Isaacs, 2014;

Levis, 2020), as mentioned in Section 1.2.1. However, despite the increasingly broad orientation

towards intelligibility, approaches involving alignments and comparisons between learners’ re-

sponses and L1 realisations have also been investigated in recent times in the field of automatic

assessment (Kamimura & Takano, 2019; Karhila et al., 2019), and several resources and applica-

tions in Computer-Assisted Pronunciation Training (CAPT) aim to help learners reach an L1-like

level of pronunciation rather than to enhance intelligibility and comprehensibility (Pennington &

Rogerson-Revell, 2019b). For example, ELSA Speak,6 a well-known language learning applica-

tion, only focuses on segmental aspects of pronunciation and is explicitly designed with the final

goal of reducing accented speech (Becker & Edalatishams, 2019). On the other hand, Duolingo,7

arguably the most famous language learning application at the moment, does not seem to pe-

nalise accented speech, although it does not explicitly set intelligibility and comprehensibility as

primary targets over accent reduction (Hirschi, 2020).

Apart from a construct-related issue, some other limitations of the operationalisation of the

“nativeness principle” are the need for a large amount of both L1 and L2 data, the tendency

to depend on text, and sensitivity to the vocal characteristics of the L1 speakers, which may

penalise fluent and intelligible speakers with accents that are not featured in the L1 speaker

training data.

While the early findings in automatic pronunciation assessment contributed to boosting re-

search interest also in human pronunciation assessment (Isaacs, 2014), in the early 2000s, research

activities on automatic assessment started slowing down to regain momentum at the end of the

decade. In particular, in 2007, a special interest group called Speech and Language Technology

for Education (SLaTE) was founded within the International Speech Communication Associa-

6elsaspeak.com/
7duolingo.com/
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tion (ISCA) (Witt, 2012). Around the same years, a number of researchers proposed various

approaches to pronunciation assessment without comparisons to models trained on L1 speech for

segmental (Minematsu et al., 2006; Van Doremalen et al., 2009) and suprasegmental pronuncia-

tion (Hönig et al., 2010), although their studies still used L1 speech as a reference. A somewhat

ambiguous position fluctuating between ‘nativeness’ and ‘intelligibility’ has also characterised

commercial test engines. In this regard, Isaacs (2017b) noticed that, despite their claim to assess

intelligibility, in fact, many automated speaking tests pay considerable attention to conformity

to L1 speech norms and pronunciation accuracy.

An interesting preliminary approach to intelligibility assessment is based on the identification

of the most critical pronunciation errors of L2 learners. In this regard, in their study on Japanese

learners of English, Raux & Kawahara (2002) used a probabilistic algorithm to connect intelligi-

bility to error rates with particular attention to errors that affect intelligibility most (ten types

of insertion, deletion, and substitution errors). Along similar lines, in a study on automatic pro-

nunciation assessment of L2 learners of Dutch, Cucchiarini et al. (2007) investigated a technique

which could prevent the ASR system from indiscriminately targeting all types of learner errors.

They only selected relevant types of errors according to five criteria, i.e., errors should be:

• common across speakers from various L1 backgrounds;

• perceptually salient;

• potentially representing an obstacle to communication;

• frequent;

• persistent over time.

Another approach to pronunciation assessment which tried to overcome the dichotomies ‘cor-

rect’ versus ‘mispronounced’ and ‘native’ versus ‘non-native’ is the one introduced by Wei et al.

(2009). In their study, they proposed to build several parallel acoustic models (called Pronun-

ciation Space Models) covering the entire pronunciation space of a phone in order to represent

pronunciation variations across different proficiency levels.

The operationalisation and automatisation of the “intelligibility principle” certainly avoids

the problems related to L1 speech data but raises questions about how intelligibility should be

measured and who should measure it.8 This is a clear example of how some flaws and open

8See note 10 in Chapter 1.
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questions, as they remain unresolved in the theoretical construct of intelligibility, inevitably

emerge also in the context of automatic assessment.

If we resume the history of automatic pronunciation assessment, we can see that the 2010s

represented a crucial step forward, especially due to the advent of DNNs. The first study to

use DNN acoustic models for improving mispronunciation detection was conducted by Qian

et al. (2012), showing a significant improvement on their Gaussian mixture model (GMM)-

HMM baseline. Recently, the use of DNNs for automatic pronunciation assessment has been

investigated in several papers (Yu et al., 2015; Chen et al., 2018; Lin & Wang, 2021). In the

study by Yu et al. (2015), high-level abstractions were learned from time-sequence features using

a bidirectional LSTM model and were combined with time-aggregated features extracted with

SpeechRater in a Multilayer Perceptron (MLP). Interestingly, they used a combination of time-

aggregated features which include different aspects of proficiency (i.e., pronunciation, fluency,

intonation, rhythm, vocabulary use, and grammar) to predict intelligibility scores annotated by

experts ranging from 1 (largely unintelligible) to 4 (highly intelligible). However, the features

related to pronunciation were calculated using a corpus of L1 speech. Therefore, there seems

to be an issue related to construct definition, as it is not clear whether the authors meant to

target “nativeness” or “intelligibility”. In Chen et al. (2018), a baseline fed with the same set of

SpeechRater features is compared to a bidirectional LSTM model with an attention mechanism

to predict overall proficiency with both lexical and acoustic cues. Their proposed approach

outperformed the hand-crafted features baseline, but the authors acknowledged the need to

ensure the explainability of DNN-based approaches, which is often problematic but constitutes

a major aspect in a field such as L2 assessment, especially for high-stakes language exams.

Similarly, in an experiment on pronunciation assessment of Chinese learners of English on a

scale from 1 (hardly understandable) to 5 (L1-like), Lin & Wang (2021) used a model consisting

of two encoders, one for text and the other for audio, combined based on an attention mechanism.

The application of DNNs to automatic pronunciation assessment was also investigated for

potentially suitable approaches for assessing intelligibility. Drawing on the seminal works by

Asakawa et al. (2005) and Minematsu et al. (2006), Kyriakopoulos et al. (2018) proposed an

attention-based method using phone distance features, whereby each phone is defined in relation

to the realisation of each of the others, thus representing pronunciation in a manner that should

be compact and independent of speaker attributes and comparisons with L1 speech. The same

authors proposed a similar approach to assess rhythm proficiency based on durations of phones

and silences, grouped into consonant and inter-consonant intervals (Kyriakopoulos et al., 2019).
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Both these assessment systems are used in Study 3 (see Section 5.1).

Recent studies have demonstrated that self-supervised learning (SSL) effectively works in

different downstream tasks of speech processing applications, such as ASR, emotion recognition,

keyword spotting, intent classification, speaker identification, and speaker diarisation (Baevski

et al., 2020; S.-W Yang et al., 2021). In these works, contextual representations were applied

by means of pre-trained models. In particular, they demonstrated that these models are able to

capture a wide range of speech-related features and linguistic information, such as audio, fluency,

suprasegmental pronunciation, and semantic and syntactic text-based features for L1, L2, read

and spontaneous speech (Singla et al., 2022). In CALL, SSL has been used for mispronunciation

detection and diagnosis (Wu et al., 2021; Xu et al., 2021; Peng et al., 2021) and automatic

pronunciation assessment (Kim et al., 2022). Specifically, in this last study, various pre-trained

and fine-tuned versions of wav2vec 2.0 and HuBERT, as well as baselines based on hand-crafted

features, were used for the task of predicting human scores of L2 read speech from two learner

corpora. One dataset contained proficiency scores about prosody and fluency, whereas the other

was annotated with five pronunciation measures concerning pronunciation, segmental accuracy,

pauses, stress, and intonation. Their best-performing model on both datasets was a grader based

on HuBERT Large fine-tuned on L2 speech. It appeared that fine-tuning brought interesting

improvements to the HuBERT-based models, whereas the ones based on wav2vec 2.0 showed

only moderate performance gains when fine-tuned.

2.2.3 Vocabulary

Like grammar, vocabulary was also not a subject of research in the early stages of automatic

speaking assessment since the first systems only considered read-aloud speech. In the study by

Supnithi et al. (2003) mentioned earlier, a classifier was fed with features related to grammatical

accuracy, fluency, sociolinguistic appropriateness, and vocabulary to predict 9 proficiency levels

of a corpus consisting of manual transcriptions of Japanese learners of English. They employed

8 types of frequency-based vocabulary features, of which two were most effective, namely the

frequency of all words produced by the test-taker and the frequency of a list of words annotated

with a level based on a vocabulary profile. Conversely, in Zechner et al. (2009), measures such

as TTR and the number of word types were employed for SpeechRater, and a low correlation

was found with oral proficiency scores. Similarly to the first study cited in this section, Crossley

et al. (2011) also conducted a study focused on lexical proficiency using a dataset consisting

of manual transcriptions of 29 learners of English from various L1 backgrounds and a section
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of transcriptions extracted from a corpus of L1 speakers. They investigated the correlations of

various lexical indices extracted with Coh-Metrix (Graesser et al., 2004), a tool that we will

briefly describe in Section 2.4.1, with lexical proficiency ratings ranging from 1 (low) to 5 (high)

annotated by human experts, and found that lexical diversity explained over 45% variance of the

human scores, followed by word imagability, word familiarity, and hypernymy.9

In addition to measures of lexical diversity, lexical sophistication features have also been

explored in the field of automatic speaking assessment. Yoon et al. (2012) investigated the

use of vocabulary profile to extract features of lexical sophistication for proficiency assessment

of spontaneous speech and found interesting correlations with oral proficiency scores, although

they reported that both response length and task type strongly affected the correlations. Kyle &

Crossley (2015) introduced the Tool for Automatic Analysis of Lexical Sophistication (TAALES),

which computes 135 lexical indices. In their study, they found that 5 measures of lexical com-

plexity accounted for more than 50% of the variance in the human ratings of the spoken dataset

(manual transcriptions) considered in their study. Their tool has been recently updated (Kyle et

al., 2018) and has been used in several papers investigating the connection between vocabulary

and spoken proficiency (Uchihara & Clenton, 2020; Tavakoli & Uchihara, 2020; Saito, 2020).

Although not strictly related to vocabulary, it is important to mention the work by Qian, Lange,

Evanini, Pugh, et al. (2019), in which a monologic task and a simulated dialogic task are assessed

employing neural network approaches. Specifically, three dimensions of proficiency, i.e., deliv-

ery, language use, and content, are scored using three attention-based bidirectional LSTM RNN

systems. These aspects are investigated both individually and holistically, i.e., after fusing their

respective subscores into an overall score. The authors show that their approaches outperform

the conventional approaches to spoken language assessment. Furthermore, they demonstrate that

the correlations of the automatically predicted scores with the scores assigned by human experts

are higher than human-to-human correlations for both the monologic task and the dialogic task.

As has been mentioned in Section 2.1.2, a major paradigm shift occurred in the world of

NLP — and consequently in the field of automatic speaking assessment — when word embed-

ding techniques such as word2vec (Mikolov et al., 2013) and BERT (Devlin et al., 2019) were

introduced. As these models are pre-trained on a large quantity of textual data, they provide

9These measures are based on human annotations derived from other databases. In particular, word imaga-
bility and word familiarity are based on human word judgements extracted from the MRC Psycholinguistic
Database (Wilson, 1988). The first refers to the degree of evocativeness of a word: the word dog is highly
imagable because it evokes images easily, whilst the word nonetheless can hardly produce a mental image. The
second refers to the degree of familiarity, e.g., the word while has a mean familiarity score of 5.43, whereas the
word eat has a score of 6.71. The hypernymy index is a measure of word specificity and is based on the WordNet
hypernymy values (Fellbaum, 1998).
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extremely powerful representations of syntactic and semantic aspects of words and sentences. In

2019, the Spoken CALL Shared Task (Baur et al., 2019) addressed the automatic assessment

of sentences produced by young Swiss German learners of English using spoken or written (i.e.,

transcriptions) input modalities. In the latter case, some approaches based on word embedding

techniques were also investigated. For their neural-based scoring system, Qian et al. (2019) used

sentence similarities between ASR transcriptions and the corresponding answers included in a

reference grammar, i.e., a list of correct responses provided by the challenge organisers. Their

work also reported the performances of different types of word embeddings, i.e., word2vec and

doc2vec (Le & Mikolov, 2014). The approach proposed by Sokhatskyi et al. (2019) used a scoring

system that is based on a neural network fed with word vectors obtained through the concate-

nation of BERT and a neural-based language model trained on the datasets provided for the

shared task. The authors also investigated other types of word embeddings, namely word2vec,

doc2vec, ELMO (Peters et al., 2018), and Universal Sentence Encoder (Cer et al., 2018). The

work by Raina et al. (2020) investigated the sensitivity of spoken language assessment systems

to a universal black-box attack on the ASR transcriptions. In the first part of their experiments,

they reported the results of four DNN-based graders for the task of predicting the proficiency

levels of a spontaneous speaking section of a Business English test. The graders were the two sys-

tems described in Kyriakopoulos et al. (2018) and Kyriakopoulos et al. (2019), which we briefly

described in Section 2.2.2, a feature-based Gaussian Process-based grader (Wang et al., 2018),

and a BERT-based grader. The BERT-based grader showed the best results across almost all

metrics. This grader is also used in Study 3 (see Section 5.1) and Study 5 (see Section 6.2). In

a paper by Craighead et al. (2020), an LSTM grader and a BERT-based grader were compared

for the task of predicting the proficiency scores of spoken responses collected from candidates

taking Cambridge Assessment’s BULATS exams.10 Both systems were investigated for multi-

task learning with language modelling, L1 identification, part-of-speech tagging, and universal

dependency tagging as auxiliary objectives. Their best-performing system was the BERT-based

grader with L1 prediction as an auxiliary task. The study by Wang et al. (2021) also compared

two transformer-based models, i.e., BERT and XLNet (Yang et al., 2019), to an attention-based

LSTM-RNN as well as a Support Vector Regressor (SVR) fed with hand-crafted content-related

features for the assessment of spoken proficiency with a particular focus on content relevance us-

ing both manual and ASR transcriptions. For this reason, they investigated prompt-aware (i.e.,

incorporating prompt text) and prompt-unaware models (i.e., consisting of the response only),

10https://www.cambridgeenglish.org/exams-and-tests/bulats/
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and they found that their best-performing model was the prompt-aware BERT-based grader.

2.3 Sociolinguistic competence

Sociolinguistic competence is arguably one of the least investigated facets of L2 proficiency in

the field of automatic assessment, mainly due to longstanding issues in the theoretical con-

struct (Zuskin, 1993). The fact “that the role of pragmatic competence (including the sociolin-

guistic component) in the CEFR is still critically underspecified” (Sickinger & Schneider, 2014,

p. 118) has obvious repercussions on the operationalisation and automatisation of this compe-

tence. Secondly, due to its specific nature, it lends itself more to qualitative than quantitative

analysis. In a forward-looking paper we have already mentioned, Supnithi et al. (2003) used

various features across fluency, vocabulary, grammatical accuracy, and sociolinguistic appropri-

ateness to predict the proficiency levels on a corpus of manual transcriptions of Japanese learners

of English. They essentially defined sociolinguistic appropriateness in relation to ‘success of com-

munication’, for which the reciprocal interaction between interviewer and interviewee is crucial,

identifying two features: the frequency of words uttered by the interviewer and the turn count

between interviewer and interviewee. Although the construct of sociolinguistic appropriateness

was reduced to only one of multiple aspects, it is remarkable that this competence was considered

in such an early study.

Other studies explored sociolinguistic competence, specifically focusing on formulaic and id-

iomatic expressions. Despite its focus on L2 writing proficiency, we find the study proposed by

Bestgen (2017) noteworthy. The author automatically extracted multiple measures related to

formulaicity as well as lexical diversity and sophistication and reported that one of the three

formulaic measures was the most correlated with the text quality scores of two L2 corpora.

Other studies we have mentioned in Section 2.2.3 have employed semi-automatic techniques

(e.g., TAALES) to extract lexical and idiomatic measures from manual transcriptions of L2

learners. In particular, Saito (2020) analysed the manual transcriptions of 85 Japanese learners

of English assessed for global comprehensibility and lexical appropriateness by targeting the use

of collocations. The study reported strong correlations between both scores and low-frequency

combinations, including abstract, infrequent, and complex words. The study by Tavakoli &

Uchihara (2020) explored the connection between fluency and the use of multi-word sequences

in a dataset of manual transcriptions of 56 learners of English across four proficiency levels rang-

ing from low B1 to C1. They found a) a positive correlation between high-frequency n-grams
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and articulation rate, b) a negative correlation between n-gram proportion and frequency of

mid-clause pauses, and c) that n-gram associational strength had a positive correlation with

the frequency of pauses located at the end of clauses and a negative correlation with repair fre-

quency. Interestingly, they also found that lower-level learners used n-grams verbatim, whereas

proficient speakers used them appropriately in a variety of forms. Similarly, Uchihara et al.

(2022) investigated the relationship between collocation knowledge and oral proficiency, which

was measured by means of human ratings and objective measures of fluency and lexical richness.

The study found that the use of low-frequency collocations was correlated positively with speech

rate and negatively with the number of silent pauses, and, in general, speakers who used them

were perceived as more fluent. Instead, the use of strongly associated collocations was positively

correlated with the number of sophisticated lexical items and the perception of higher lexical

proficiency. This study was also conducted on manual transcriptions using automatic tools to

extract fluency-related and lexical measures.

Finally, although related to L2 written productions, it is important to mention the VUA and

TOEFL Metaphor Detection Shared Task (Leong et al., 2020). A correlation between proficiency

and the number of metaphors was found in the L2 corpus considered in the challenge. Interest-

ingly, more than half of the participating systems leveraged BERT for metaphor identification.

For this task, the usefulness and effectiveness of a BERT-based approach had already been shown

by Mao et al. (2019).

2.4 Pragmatic competence

2.4.1 Coherence and cohesion

Approaches to automatically assess the discourse coherence of textual data have been exten-

sively investigated in the context of applications such as document paraphrasing and summari-

sation, text readability assessment, and natural language generation. Latent Semantic Analysis

(LSA) (Landauer et al., 1998) was the technique proposed by Foltz et al. (1998) to measure tex-

tual coherence by computing the semantic relatedness between adjacent segments of text. LSA,

as well as other components (e.g., POS taggers, syntactic parsers, lexicons, etc.), is also at the

core of Coh-Metrix (Graesser et al., 2004), a tool which analyses textual data across over 200

measures of cohesion and other aspects of language. As mentioned in Section 2.2.3, Coh-Metrix

has been employed in the context of L2 speaking proficiency assessment (Crossley et al., 2011).
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However, not many works have investigated discourse-level features in this specific context.

On the other hand, coherence and cohesion have been investigated in several studies on au-

tomatic essay grading, which we find essential to mention in our review, as we have already done

for some other aspects of proficiency in the previous sections. In the study by Higgins et al.

(2004), the coherence of L1 student essays is evaluated by computing the semantic relatedness

between essay questions and discourse elements of the essays using LSA and another vector-based

approach for semantic representation called Random Indexing (Sahlgren, 2005). The coherence

scores of essays were also the target of an automatic essay grader presented in Burstein et al.

(2010), which combined features related to grammatical errors and word usage with the features

extracted with the entity-based coherence algorithm introduced in Barzilay & Lapata (2008).

Specifically, in the context of automatic assessment of L2 writing proficiency, Yannakoudakis &

Briscoe (2012) presented a systematic analysis of various approaches for assessing coherence and

reported that the most predictive features were word length, Incremental Semantic Analysis (Ba-

roni et al., 2007) (i.e. a fully-incremental variation of Random Indexing), local histograms of

words obtained from the locally-weighted bag-of-words framework (Lebanon et al., 2007), and

a POS-based adaptation of the IBM model 1 (Soricut & Marcu, 2006). The work by Somasun-

daran et al. (2014) drew on the concept of lexical chains (Morris & Hirst, 1991), i.e., sequences of

semantic-related ordered words characterised by synonymy, similarity, and repetition, for eval-

uating the quality of discourse coherence in essays written by L1 and L2 speakers of English.

They indicated that the features based on lexical chaining outperformed previous approaches to

the same task and that the best-performing approach was obtained through the combination of

these features with other discourse features, such as features representing errors in mechanics,

grammar, and word usage, and features obtained from a discourse parser based on Rhetorical

Structure Theory (RST) (Mann & Thompson, 1988).

Going back to the field of automatic speaking assessment, in the work by Hassanali et al.

(2012), a corpus of child language samples of story retells was annotated for coherence, narrative

structure, and narrative quality features by human experts for the task of automatic diagnosis of

children with language impairment. They used the manually annotated narrative features and

coherence-related features extracted with Coh-Metrix to predict the human-annotated scores.

Wang et al. (2013) investigated the use of coherence features for automatically assessing L2

spontaneous speech and found that the addition of such features improved the performance of

their automatic assessment system by 10% for the prediction of holistic scores. The prediction

of the analytic coherence scores also achieved significant results. RST also inspired the authors
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of Wang et al. (2017) for the annotation of a corpus of 600 spoken responses drawn from the

TOEFL iBT. Several features were extracted from the RST annotations and were found to

have interesting correlations with both the holistic scores and the analytic scores related to

discourse coherence. This work was expanded in Wang et al. (2019). The authors increased

the number of annotated responses from 600 to 1440. All these manually annotated data were

used to train RST parsers, which were subsequently used for inference on ASR transcriptions in

order to generate features related to discourse coherence. These features could predict holistic

scores with low accuracy (55.9%). Even though their impact on performance was found to be

limited, they were finally combined with other types of features in order to enhance the validity

of SpeechRater. Finally, it is worth mentioning the Tool for the Automatic Analysis of Cohesion

(TAACO) 2.0 (Crossley et al., 2019), a text analysis tool which provides hundreds of indices

related to cohesion. In particular, it incorporates semantic similarity features based on LSA,

Latent Dirichlet Allocation (LDA) (Blei et al., 2003), and word2vec. In addition to investigating

the impact of this tool on writing proficiency, the authors also explored the performance of its

features on manual transcriptions of responses obtained from the TOEFL iBT. They reported

that the percentage of keywords present in both the prompt and response and the word2vec-based

similarity between the prompt and the response were good predictors of speaking proficiency.

2.4.2 Fluency

Unlike coherence and cohesion, fluency has been widely and variously explored in the context

of automatic speaking assessment since the end of the 1990s. The studies proposed by the

researchers of the Centre for Language and Speech Technology (CLST) at Radboud Univer-

sity (Strik & Cucchiarini, 1999; Cucchiarini et al., 2000) investigated the fluency features of

spontaneous speech that can be automatically obtained from the output of an ASR system (e.g.,

speech rate, articulation rate, number of disfluencies, length and number of pauses, mean length

of run, and phonation/time ratio) and their correlation with human-assigned fluency scores.

Speech rate appeared to be the best predictor of fluency, although correlations were lower for

spontaneous speech than read speech. In the already mentioned paper by Franco et al. (2000),

speech rate was also one of the features employed in their automatic scoring system for pro-

nunciation, and its presence in the feature set moderately increased the correlation between the

predicted scores and the scores assigned by human experts. In a paper we have mentioned several

times, Supnithi et al. (2003) used different features related to vocabulary, grammatical accuracy,

sociolinguistic appropriateness, and fluency for the task of predicting the proficiency levels of

52



2.4. PRAGMATIC COMPETENCE

Japanese learners of English based on manual transcriptions. The fluency-related features in-

cluded the frequency of disfluencies (i.e., fillers, repetitions, and self-corrections), the number

of sentences included in the response, the duration of the interview, the duration of words, the

average sentence length, and the total frequency of all words. As it appears from their ablation

study, the fluency-related features seem to have a positive impact on the performance of their

proposed models. In its early stages, the feature computation module of ETS’s SpeechRater was

mostly targeting fluency-related features (Zechner, Higgins, & Xi, 2007) such as the number of

disfluencies, the ratio between the number of silences and the number of words, various mea-

sures related to silences, the number of words per second, the number of types per second, and

other features (Zechner & Bejar, 2006; Zechner, Bejar, & Hemat, 2007). The paper by Chen,

Tetreault, & Xi (2010) proposed to move beyond the word-level cues used in Zechner & Bejar

(2006) and Zechner, Bejar, & Hemat (2007) and focus on structural events such as structures

of clauses and disfluencies. They reported interesting correlations between the features derived

from the annotations related to structural events and the holistic proficiency scores. In a subse-

quent study (Chen & Yoon, 2012) which we mentioned in Section 2.2.1 in relation to syntactic

complexity measures, the same group of researchers investigated the application of automatically

detected (Chen & Yoon, 2011) structural events on ASR transcriptions for automatic speaking

assessment. They found that one of the four features derived from structural events (i.e., a pause-

related feature) held an interesting correlation with human holistic scores even when used on

ASR transcriptions. Fluency-related features (i.e., features related to silences, disfluencies, and

various word-level and phone-level aspects) are also a substantial part of the features employed

in the Gaussian Process-based grader for spontaneous speech developed by the ALTA Insti-

tute (van Dalen et al., 2015). In addition to these features, their proposed grader also leveraged

other audio-related features but no features related to content. Although it obtained remarkable

results on the task of predicting human scores, the lack of these features would allow test-takers

to deceive the system, as acknowledged by the authors, who eventually integrated them into their

grading systems, e.g., in the work by Raina et al. (2020) mentioned in Section 2.2.3. The work by

Fontan et al. (2018) on automatic assessment of read-aloud speech by Japanese learners of French

proposed a system which did not use an ASR module. Instead, they extracted features by means

of a Forward-Backward Divergence Segmentation algorithm (Andre-Obrecht, 1988) to segment

speech recordings into units at a subphonemic scale. The combination of these features with

other more typical measures achieved interesting performances. The interesting aspect of this

approach is the portability to other languages, as it only uses low-level features derived from the
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audio signal. However, a downside could be the lack of content-related features if this approach

were applied to spontaneous speech, as in the previously mentioned study. Other more recent

semi-automatic studies on oral fluency have been mentioned in Section 2.3, whereas in Section

2.2.2, we described the experiments on pronunciation assessment using wav2vec 2.0 proposed by

Kim et al. (2022), in which the prediction of fluency scores was also investigated.

Furthermore, the application of DD (see Section 2.2.1) has also been investigated for other

aspects of CALL. Lu, Gales, Knill, Manakul, & Wang (2019) and Lu et al. (2020) showed that

the use of an LSTM DD model applied to ASR transcriptions could improve the performance

of spoken GEC, as it would make transcriptions more similar to written language, for which a

much more significant amount of labelled data is typically available. Both DD and spoken GEC

will be investigated in Study 2 (see Section 4.2).

Finally, although the analysis of conversational agents for language learning goes beyond

the scope of this contribution, we cite the promising work by Ramanarayanan (2020), which

presented a human-machine dialogue corpus for the assessment of conversational proficiency. The

corpus was manually scored along various dimensions of proficiency, including aspects related to

interaction, i.e., engagement, turn-taking, repair, and appropriateness.
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Data

In this chapter, we illustrate the data used in our studies. We divide the chapter into two

main sections: the first is devoted to the publicly available datasets, whilst the second describes

the non-public datasets. As should be clear at this point, automatic speaking assessment often

leverages information extracted from written productions, such as letters, articles, reports, and

short stories or essays, in addition to spoken data. Therefore, we also include the description of

several written corpora in our account. For completeness, we also devote a short paragraph to

the outline of publicly available corpora which have not been considered in our experiments.

3.1 Publicly available data

3.1.1 Written corpora

EFCAMDAT

Arguably the largest publicly available1 L2 learner corpus, the second release of EF-Cambridge

Open Language Database (EFCAMDAT) (Geertzen et al., 2013; Huang et al., 2017, 2018) com-

prises 1,180,310 scripts written by 174,743 L2 learners as assignments to Englishtown, an online

English language school. There are 128 different writing tasks related to several topics, e.g.,

describing the rules of a game, reporting a news story, illustrating a homemade remedy for fever,

writing to a pen pal, etc. The compositions are annotated with a score on a scale from 0 to 100

and a proficiency level from 1 to 16 (mapped to CEFR levels from A1 to C2).2 The L1s of the

1philarion.mml.cam.ac.uk/
2englishlive.ef.com/en/how-it-works/levels-and-certificates/

55



CHAPTER 3. DATA

Code Meaning Code Meaning

XC change from x to y NSW no such word

AG agreement PH phraseology

AR article PL plural

D delete PO possessive

PS part of speech PR prepositions

EX expression of idiom SI singular

IS insert VT verb tense

MW missing word WC word choice

WO word order AS add space

CO combine sentences C capitalisation

HL highlight NS new sentence

PU punctuation RS remove space

SP spelling

Table 3.1: EFCAMDAT error tagset.

learners are not available but can be inferred from their nationalities (about 200), among which

the best-represented are Brazilian, Chinese, Russian, Mexican, German, French, Italian, Saudi

Arabian, Taiwanese, and Japanese. Furthermore, the learner scripts are annotated with POS

tags and information on grammatical dependencies using the Penn Treebank Tagset (Marcus et

al., 1993) and the SyntaxNet parser (Andor et al., 2016) are partially error-tagged by human

experts. The error tagset of the corpus consists of 25 types of errors, which are reported in

Table 3.1.

CLC-FCE

The Cambridge Learner Corpus - First Certificate English (CLC-FCE) (Yannakoudakis et al.,

2011) is a publicly available section3 of a large proprietary L2 learner corpus, the Cambridge

Learner Corpus (CLC) (see below), developed in collaboration between Cambridge University

Press and Cambridge Assessment. It includes the scripts of an English language exam aimed at

around B2 level of the CEFR. Its 1244 exam scripts contain responses to two different prompts

requiring test-takers to write a short answer (e.g. a letter, an article, a report, a short story) and

range from 200 to 400 words on average. Each answer has been annotated by human experts

with a mark between 0 and 40. Moreover, the dataset contains an overall score assigned to

3ilexir.co.uk/datasets/index.html
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both prompts. Similarly to EFCAMDAT, the CLC-FCE also features manual annotations with

information about errors according to a taxonomy of about 80 error types described in Nicholls

(2003). An example drawn from the data in XML format is the following:

I am looking forward to <NS type=“FV”> hear | hearing </NS> from you.

in which FV indicates a verb form error and hear is corrected to hearing.

The corpus consists of a training set of 1141 scripts and a test set of 97 scripts.

BEA-2019 Shared Task data

As already mentioned in the previous chapter, in 2019, a shared task on GEC was organised

within the Workshop on Innovative Use of NLP for Building Educational Applications (Bryant

et al., 2019). The organisers released a collection of text-based corpora tagged with GEC an-

notations, which includes the CLC-FCE, described above, a dataset derived from Cambridge

English Write & Improve, the Louvain Corpus of Native English Essays (LOCNESS), the Lang-8

Corpus of Learner English, and the National University of Singapore Corpus of Learner English

(NUCLE).4

Write & Improve is an online platform where L2 learners of English can practise their writing

skills (Yannakoudakis et al., 2018).5 Users can submit their compositions in response to different

prompts, and the Write & Improve automatic system provides assessment and feedback. Some

of these compositions have been manually annotated with CEFR levels and grammatical error

corrections since 2014, resulting in a corpus of 3,600 texts.

The LOCNESS corpus would originally consist of approximately 400 essays written by L1

English undergraduates from the United Kingdom and the United States (Granger, 1998), but

the organisers of the shared task excluded compositions longer than 550 words and containing

transcription issues. The final selection amounts to 100 essays.

The Lang-8 Corpus of Learner English is extracted from the data collected on the Lang-8

website,6 on which users are encouraged to correct each other’s grammar (Mizumoto et al., 2012;

Tajiri et al., 2012).

The NUCLE is a corpus of 1,400 essays composed of Asian undergraduate students enrolled at

the National University of Singapore (Dahlmeier et al., 2013). This corpus has already been em-

ployed as the training set for the CoNLL-2013 and CoNLL-2014 shared tasks on GEC, mentioned

4cl.cam.ac.uk/research/nl/bea2019st/
5writeandimprove.com/
6lang-8.com/
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in Section 2.2.1.

3.1.2 Written and spoken corpora

ICNALE

The International Corpus Network of Asian Learners of English (ICNALE) (Ishikawa, 2011)

is a publicly available dataset7 comprising written and spoken responses of L2 English learners

ranging from A2 to B2 and partially of L1 speakers. The L1s of the L2 speakers are not reported,

but they can be inferred from their countries of origin: China, Hong Kong, Indonesia, Japan,

South Korea, Pakistan, Philippines, Singapore, Thailand, and Taiwan. The CEFR levels were

assigned prior to collecting the data, as the ICNALE team required all the learners to take an

L2 vocabulary size test and to present their scores previously obtained in English proficiency

tests such as TOEFL, TOEIC (Test of English for International Communication), IELTS, etc.

On the basis of these two scores, the learners were classified into proficiency levels. The written

section consists of 5,600 essays, whereas the spoken section is composed of 4,400 monologues and

4,250 dialogues. In both the written and the spoken parts, learners are required to express their

opinion on the following two statements:

• It is important for college students to have a part-time job.

• Smoking should be completely banned at all the restaurants in the country.

Only a small section of dialogues and essays has been scored by human experts so far and

has been included in the ICNALE Global Rating Archives (Ishikawa, 2020), which includes the

assessments and scores (on a scale from 0 to 100) of 140 dialogues and 140 essays assigned by 40

human raters.

To the best of our knowledge, ICNALE is the only publicly available L2 learner corpus

to include both written and spoken data specifically designed and annotated for L2 research.

Furthermore, the spoken section is provided with audio (monologues) and video (dialogues)

data, as well as manual transcriptions.

7language.sakura.ne.jp/icnale/download.html
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3.1.3 Spoken corpora

NICT-JLE

The National Institute of Information and Communications Technology - Japanese Learner En-

glish (NICT-JLE) corpus was created in 2004 (Izumi et al., 2004), and its latest version was

released in 2012.8 It contains manual transcriptions of approximately 300 hours of oral inter-

views with Japanese learners of English, but the audio recordings are not available. A subset of

the corpus was manually annotated with about 50 types of errors and corrected. Furthermore,

this subset includes annotations about proficiency scores (ranging from A1 to B2), code-switched

words, and disfluencies, which are labelled under three types: filled pauses, repetitions, and self-

corrections.

KIT Speaking Test Corpus

In 2022, a similar corpus to NICT-JLE was released for public use, i.e., the Kyoto Institute

of Technology (KIT) Speaking Corpus, which consists of manual transcriptions of interviews

with 574 Japanese undergraduate students for a total of approximately 4,448 hours.9 As in

the case of NICT-JLE, the audio recordings of the KIT Speaking Test corpus are not publicly

available. The manual annotations follow the tagging methods of NICT-JLE but only include

disfluencies, whereas grammatical errors are not annotated. The proficiency level of the test-

takers approximately ranges from A1 to B2 (Kanzawa et al., 2022).

3.2 Non-publicly available data

3.2.1 Written corpora

CLC

We have already introduced the CLC in the paragraph on CLC-FCE. The CLC is an ever-

growing collection of data obtained from Cambridge English exams. As reported by O’Keeffe &

Mark (2017), in 2017, it included 266,600 examination scripts and 143 L1 backgrounds collected

in the period between 1993 and 2012. While the CLC-FCE only consists of a subset of exam

scripts of B2-level students, the CLC includes data from lower to advanced proficiency levels.

8alaginrc.nict.go.jp/nict jle/index E.html#license
9kitstcorpus.jp/
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For information about the error-tagging method employed in this corpus, the reader may refer

to the example shown in the paragraph related to CLC-FCE and to Nicholls (2003).

3.2.2 Written and spoken corpora

TLT-school

In Trentino, an autonomous region in the north of Italy, the linguistic proficiency of Italian

students has been assessed in recent years through proficiency tests in both English and German

(Gretter et al., 2020), involving about 3000 students ranging from 9 to 16 years old, belonging to

four different school grades (5th, 8th, 10th, 11th) and three proficiency levels (A1, A2, B1). Since

our experiments are conducted only on the B1 section of the written part and on the A2 and B1

sections of the spoken parts of the English portion of the corpus, we do not describe the texts

and utterances of the German section, as their analysis goes beyond the scope of this thesis.

The written section consists of 895 answers to 2 question prompts. Test-takers are asked two

questions: the first one requires them to write a blog entry in which they have to describe what

happened during the day and talk about their plans for the rest of the week, while the second

one asks them to write an email to a friend who broke an object borrowed from them.

Only a subset of the spoken section was manually transcribed and annotated with hesitations,

truncated words, and code-switched words from L1 (Italian) and L3 (German) and consists of

1022 responses to 13 small talk questions about everyday life situations, 7 for B1 and 6 for A2

(see Appendix A). We provide detailed information about the manual transcriptions and other

aspects of the corpus in Gretter et al. (2020). However, it is worth mentioning that some answers

are characterised by a number of issues (e.g., presence of words belonging to multiple languages

or presence of off-topic answers).

In addition to CEFR levels, the corpus was annotated with proficiency scores. The total score

ranges from 0 to 8 in the written section and from 0 to 12 in the spoken section and consists

of the sum of the subscores assigned by human experts for each specific proficiency indicator

assigned by the human raters (see Table 3.2). For each indicator, human raters could choose 0, 1

or 2 points. Since every utterance was scored by only one expert, it was not possible to evaluate

any kind of agreement among experts. Note that the CEFR levels were assigned before the tests

and should be considered as expected proficiency levels, whereas the test scores are effectively

representing each learner’s performance in the exam.

The type and amount of data, as well as the training/test partition, vary depending on each
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study. Therefore they will be illustrated in detail in the next chapters.

Speaking Writing

Relevance Task fulfillment
Formal correctness Formal correctness and lexical complexity
Lexical richness and complexity Cohesion
Pronunciation Narrative and descriptive skills
Fluency
Communicative effectiveness

Table 3.2: TLT-school proficiency indicators for speaking and writing.

3.2.3 Spoken corpora

Linguaskill

In our studies, we also used the candidate responses to the 5 spoken parts of the Linguaskill10

examinations for L2 learners of English. The data were provided by Cambridge English Language

Assessment (Ludlow, 2020). Part 1 consists of answers to eight personal questions, of which the

first two are not graded. They last about 10 or 20 seconds. Part 2 features a reading-aloud

activity, which includes eight sentences of 10 seconds each. Part 3 and Part 4 test the candidates’

ability to deliver a long turn, and they are required to speak for up to one minute. While in

the former, the candidates should talk about a given topic, in the latter, they are required to

describe one or more graphics, such as diagrams, charts, or information sheets. Finally, in Part

5, test-takers should provide their opinions in the form of responses of about 20 seconds to five

questions related to a given topic. Appendix B contains examples of question prompts for each

part of the exam. Each part contributes 20% to the speaking exam. Therefore, the overall grade

is computed as the average of the grades assigned to the five parts, which are on a scale from 1

to 6 based on CEFR proficiency levels.

Datasets of 31475 and 1033 non-overlapping speakers are employed as the training and de-

velopment/calibration set, respectively.

For evaluation, we consider two test sets, LinGen, of 1049 speakers, and LinBus, of 712

speakers. LinGen contains learners’ responses to questions on General English, whereas LinBus

includes answers to questions on Business English. Both test sets feature around 30 L1s and are

balanced for gender and proficiency level.

10cambridgeenglish.org/exams-and-tests/linguaskill/information-about-the-test/
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Switchboard

The Switchboard corpus consists of 260 hours of telephone conversations by L1 American English

speakers (Godfrey et al., 1992; Meteer et al., 1995). The Penn Treebank 3 (Taylor et al., 2003)

tagset provides manual transcriptions and disfluency annotations on the Switchboard corpus,

including filled pauses, repetitions, false starts, and discourse markers (e.g., “so”, “right”, “okay”,

“well”, etc.). Although it is a public dataset, it is only available for a fee.

3.3 Other spoken corpora

In this section, we provide a brief outline of other spoken corpora that have been used in the field

of L2 proficiency assessment and were not considered in our study. We excluded these corpora

because they only consist of read-aloud speech or they lack specific annotations on proficiency.

ISLE: the Interactive Spoken Language Education (ISLE) corpus (Menzel et al., 2000) consists

of 7,714 read utterances collected from 23 German and 23 Italian intermediate-level speakers of

English for a total of 9.5 hours. The corpus is available for a fee.

L2-ARCTIC: the L2-ARCTIC corpus11 is a publicly available collection of recordings of read

speech from 24 L2 speakers of English with 6 different L1 backgrounds, i.e., Arabic, Hindi,

Korean, Mandarin, Spanish, and Vietnamese, with their respective orthographic and phonetic

transcriptions (Zhao et al., 2018). Furthermore, the corpus is manually annotated with three

types of mispronunciation errors (substitutions, deletions, and additions).

speechocean762: speechocean762 is a public dataset12 consisting of 5,000 read-aloud sentences

collected from 250 Mandarin Chinese learners of English (Zhang et al., 2021). The corpus is

annotated with multidimensional scores on pronunciation accuracy, stress, fluency, and prosody

at different levels (i.e., phoneme-level, word-level, and sentence-level).

Spoken CALL Shared Task data: three shared tasks for spoken CALL took place in 2017,

2018, and 2019, one per year.13 The first (Baur et al., 2017) was organised by the University

of Geneva, the University of Birmingham, and the CLST of Radboud University, while the

second and third also involved the ALTA Institute of the University of Cambridge (Baur et al.,

2018, 2019). The task consists in a binary classification problem whereby text-based or audio-

based automatic systems should predict whether a sentence is linguistically and grammatically

acceptable or unacceptable. The data were collected from young Swiss German learners of

11psi.engr.tamu.edu/l2-arctic-corpus/
12openslr.org/101
13regulus.unige.ch/spokencallsharedtask 3rdedition/
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English by means of a dialogue interface showing them a prompt in German, e.g., “Frag: Zimmer

für 3 Nächte” (“Request: room for 3 nights”), thus allowing them to respond to it with a certain

degree of freedom. The third edition of the challenge also employed the data released in the

previous two, with a training set of 11,919 utterances, a development set of 995 utterances, and

a test set of 1,000 utterances.

CrowdED: the CrowdED corpus (Caines et al., 2016) is a publicly available14 crowdsourced

speech corpus of English collected from L1 and L2 speakers of German and English answering

questions on business. In its second release, grammatical error annotations were added to a part

of the English section of the corpus for a total of 1108 transcriptions and corrections for 383

unique recordings (Caines et al., 2020). A major issue with the annotations is that they were

crowdsourced. This aspect may be particularly problematic, especially for grammatical error

corrections.

14ortolang.fr/market/corpora/ortolang-000913
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Chapter 4

GED, GEC, and assessment

In this chapter, we describe two studies which explore the interconnections between grammar

and proficiency assessment.

In Study 1, we train a feature extractor on L2 learner written data to obtain information

related to grammatical accuracy. Subsequently, we use it for inference on spoken data. The work

investigates the impact of the feature extractor on speaking proficiency assessment as well as the

written-to-spoken approach.

Study 2 explores DD, GEC, and their potential use for proficiency assessment in a cascaded

fashion.

A preliminary analysis of the interconnections between grammar and proficiency assessment

can be found in Bannò et al. (2021). Study 1 and part of Study 2 were presented at the 17th

Workshop on Innovative Use of NLP for Building Educational Applications (BEA 2022) and

can be found in Bannò & Matassoni (2022) and Lu et al. (2022), respectively. In particular,

Study 2 builds on the findings of the paper presented at BEA 2022 and reports additional

experiments and results, which have been recently gathered together in an article submitted

to Speech Communication. Part of this work has been recently resumed and illustrated in a

contribution which will be presented at the workshop “AI and Education” of Ital-IA 2023.1

1ital-ia2023.it/workshop/ai-ed-educazione
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4.1 Study 1: Cross-corpora experiments of speaking as-

sessment and grammatical error detection

4.1.1 Introduction

As mentioned in Chapter 3, a common issue in the field of automatic speaking assessment is the

lack of publicly available data specifically designed and annotated for this purpose. Another typ-

ical problem is the lack of consistency and coherence in human assessment, as it frequently relies

on proficiency indicators that often have biases and are not clearly generalisable, therefore not

easily transferable into automatic scoring systems (Zhang, 2013; Engelhard, 2002). Although L2

proficiency cannot be assessed on the mere basis of the presence of grammatical errors in learn-

ers’ productions, this aspect is highly consistent and plays a major role in language assessment

by human experts (see Section 1.2.1). Nonetheless, the impact of errors on automatic speaking

assessment has been sporadically investigated, whereas other types of feature-based assessment

have been more widely studied and explored (see Section 2.2.1).

In this study, we address the task of automatically predicting the scores of spoken responses of

L2 learners using written data and leveraging the presence of grammatical errors, thus addressing

both the problems mentioned above: the issue related to the scarce availability of spoken data

and the problem of inconsistency in human assessment.

In order to do so, we design a ranking of grammatical error gravity based on the frequency of

each human-annotated error in the EFCAMDAT, modelling it across 15 proficiency levels aligned

with CEFR levels ranging from A1 to C1; as our purpose is scoring spoken language proficiency,

we discard spelling, punctuation, and orthographic errors, and we group errors into 5 categories.

Subsequently, we train a feature extraction model feeding the learners’ texts of the EFCAM-

DAT as inputs and setting the 5 classes of errors as targets for our predictions, and we use this

model as an error-feature extractor (EFEX) for inference on the CLC-FCE and ICNALE, thus

generating 5 labels corresponding to the 5 classes of errors mentioned above; then, we train a

grader on the CLC-FCE injecting the 5 error labels generated by EFEX, and we test it on the

spoken annotated section of ICNALE.

Likewise, we use EFEX for inference on the TLT-school corpus. Subsequently, we train a

grading system on the written section of the corpus injecting the 5 error labels generated by

EFEX, and we test it on the spoken section. Figure 4.1 shows the proposed pipeline.

Finally, we fine-tune our model on a small spoken subset.
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Figure 4.1: Diagram of the proposed training pipeline based on textual input (i.e, the written
train set). The grader is then used to predict proficiency scores on manual and ASR transcriptions
(i.e., the spoken test set).

4.1.2 Data

EFCAMDAT

As our work investigates the efficacy of errors as features, we only use the error-tagged section

of the EFCAMDAT Cleaned Subcorpus (Shatz, 2020), consisting of 498,208 scripts ranging from

proficiency level 1 to 15 (mapped to CEFR levels A1 to C1), which we split into training and

test set. The error tagset of the corpus consists of 24 types of errors (see Table 3.1), of which we

discarded 7 related to punctuation and spelling, as they would be of no use for assessing speech

(see Table 4.1). We preliminarily computed the KL-Divergence between the distribution of the

17 error label counts across CEFR proficiency levels in the EFCAMDAT Cleaned Subcorpus.

The labels were converted into a smoothed distribution by applying add-one smoothing. The

symmetric KL-Divergence was then calculated. Therefore, for error type ti for proficiency level

Lk:

P(ti|Lk) =
cnt(ti, Lk) + 1∑N

j=1(cnt(ti, Lk) + 1)

where cnt(ti, Lk) is the number of occurrences for a given label at a given grade.

The symmetric KL Divergence was subsequently calculated across proficiency levels:

KL(Lk|Ll) =

(
N∑
i=1

P(ti|Lk)log

(
P(ti|Lk)

P(ti|Ll)

))
+

(
N∑
i=1

P(ti|Ll)log

(
P(ti|Ll)

P(ti|Lk)

))

Table 4.2 reports the symmetric KL-Divergence between distributions of counts from all 17

error labels across CEFR proficiency levels. It appears that we can consider errors as criterial

features of linguistic proficiency, as there are differences in the distributions of grammatical errors
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Code Meaning Code Meaning

XC change from x to y NSW no such word

AG agreement PH phraseology

AR article PL plural

D delete PO possessive

PS part of speech PR prepositions

EX expression of idiom SI singular

IS insert VT verb tense

MW missing word WC word choice

WO word order

Table 4.1: EFCAMDAT error tagset without codes related to spelling, punctuation and ortho-
graphic errors.

across proficiency levels, to which we can correlate differences in their frequency.

A1 A2 B1 B2 C1
A1 0.0 0.055 0.065 0.085 0.066
A2 0.055 0.0 0.013 0.029 0.028
B1 0.065 0.013 0.0 0.005 0.009
B2 0.085 0.029 0.005 0.0 0.010
C1 0.066 0.028 0.009 0.010 0.0

Table 4.2: Symmetric KL Divergence between distributions of counts from all 17 error labels in
EFCAMDAT.

Ranking of error gravity

In light of this, we analysed the frequency of each type of error across the 15 proficiency levels of

the corpus. We calculated it by dividing the sum of all the occurrences of a given type of error

in a given proficiency level by the number of texts assigned to a given proficiency level. We then

decided to design a ranking of error gravity for each type of error in relation to each proficiency

level by introducing a negative bias in the error count when this amounts to 0:

bt =



−1 0.1 ≤ Ft,L < 0.2

−2 0.2 ≤ Ft,L < 0.3

· · ·

−9 0.9 ≤ Ft,L < 1.0

where Ft,L is the normalised frequency of error type t at proficiency level L; e.g., if FAR,1 is 0.2,

all the occurrences of error AR at level 1 reporting 0 errors are replaced by -2. The rationale
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Errors Class
VT VT
NSW + PH + EX + MW + WC + WO LUW
AR + PO + PR + PS PAP
AG + PL + SI AG
D + IS + XC GE

Table 4.3: The 5 error classes used in the study.

behind this idea is to ‘award’ learners who have not made errors which are frequent in their

proficiency level. Subsequently, in order to avoid having a too sparse representation, we grouped

the 17 types of errors into 5 classes of errors: verb tense (VT), lexis and use of words (LUW),

prepositions, articles, possessives and part of speech (PAP), agreement (AG) and generic errors

(GE), as shown in Table 4.3. We divided each of the 5 error counts by the word count in order

to also weigh the text length. Finally, the error count in each level is normalised on a scale from

0 to 1.

Before applying our ranking of error gravity and introducing the negative bias, we also com-

puted the mean of the error ratio (i.e., the number of errors divided by the number of words) of

each of the 5 classes and of their sum for each proficiency level (see Table 4.4). Furthermore, we

performed ANOVA on each of the 5 classes, and we always obtained significant p-values (<0.05),

finding that there are significant differences between proficiency levels in terms of errors.

mean (%)
A1 A2 B1 B2 C1

LUW 3.67 3.10 2.69 1.96 1.58
PAP 1.63 1.42 1.20 0.99 0.70
AG 0.99 0.49 0.47 0.36 0.31
GE 2.00 1.67 1.29 0.95 0.80
VT 0.31 0.43 0.41 0.36 0.19
total 8.62 7.13 6.08 4.63 3.59

Table 4.4: Mean of the ratio (number of errors divided by number of words) of each error class
and their sum for each proficiency level.

ICNALE

In order to test our approach, we used ICNALE. As mentioned already in Section 3.1.2, only

a small section of essays and dialogues has been scored by human experts so far and has been

included in the ICNALE Global Rating Archives (Ishikawa, 2020), which currently include as-
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sessments and scores (on a scale from 0 to 100) of 140 dialogues and 140 essays by 40 human

raters. Since not all the dialogues and essays were previously assigned a proficiency level, for our

experiments, we selected only the ones classified into CEFR levels and scored by human experts,

and we also considered the scored texts and utterances produced by L1 speakers, therefore re-

ducing the written section to 121 essays and the spoken section to 116 dialogues, of which we

considered only the learners’ utterances (i.e., we removed the parts containing speech uttered by

the interviewers). Out of the 40 raters involved in the project, we only selected the L1 speakers

with more than 5 years of experience in L2 English teaching and assessment, i.e., 4 raters for the

written section and 3 raters for the spoken section. We set the average of these scores as targets.

Details about the average and standard deviation of the raters’ scores can be found in Ishikawa

(2020).

CLC-FCE

Due to the limited amount of annotated data in the ICNALE corpus, we train our models on

the CLC-FCE corpus (see Section 3.1.1). The corpus contains the scripts of an English language

exam aimed at around B2 level of the CEFR, which is also the highest level of the ICNALE

corpus. Note that we eliminated the answers that did not report a score.

TLT-school

Our experiments are conducted on the B1 section of the English written and spoken parts of the

corpus. The written section consists of 895 answers to 2 question prompts. Test-takers are asked

two questions: the first one requires them to write a blog entry in which they have to describe

what happened during the day and talk about their plans for the rest of the week, whereas the

second one asks them to write an email to a friend who broke an object borrowed from them.

The spoken section considered in this study consists of 442 responses to 7 small talk questions

about everyday life situations. It is worth mentioning that some answers are characterized by a

number of issues (e.g., presence of words belonging to multiple languages or presence of off-topic

answers).

As regards the speech transcriptions, for this set of experiments, we eliminated the annota-

tions related to spontaneous speech phenomena such as hesitations, fragments of words, etc. As

for the ASR output text, its word error rate is 41.13% for the B1 subset we used in our exper-

iments; the acoustic and language models are described in Gretter et al. (2019), in which the

reader can also find details about the training data used for ASR development. The total score
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ranges from 0 to 8 in the written section and from 0 to 12 in the spoken section and consists of

the sum of the subscores assigned by human experts for each specific proficiency indicator (i.e.,

fulfilment, formal correctness and lexical complexity, cohesion, and narrative and descriptive

competences for writing; and relevance, formal correctness, lexical complexity, pronunciation,

fluency, and communicative effectiveness for speaking). For each indicator, human raters could

choose 0, 1 or 2 points. Note that the CEFR levels were assigned before the tests and should

be considered as expected proficiency levels, whereas the test scores are effectively representing

each learner’s performance in the exam. Table 4.6 shows the number of answers and word counts

of the TLT-school spoken test set across test scores.

ICNALE CLC TLT

Wr Sp Wr Sp

Train - - 2122 594 345

Dev - - 160 - -

Test 121 116 194 301 97

Avg. len 225 186 192 103 28

Max. len 302 455 462 279 221

Min. len 179 23 72 1 1

Score 0-100 0-100 1-40 0-8 0-12

Table 4.5: Statistics (number of answers and word counts) for the three test sets: ICNALE
(Written and Spoken), CLC-FCE, TLT-school (Written and Spoken).

Score Samples Min. len Max. len Avg. len

0-3 27 1 100 11.18

3-6 23 9 85 22.00

6-9 14 11 51 27.07

9-12 33 20 196 55.57

Table 4.6: Statistics (number of answers and word counts) for the TLT-school spoken test set
across test scores.

4.1.3 Model architectures

We build our models using a BERT architecture (Devlin et al., 2019) in the version provided by

the HuggingFace Transformer Library (Wolf et al., 2020).2 In both the feature extractor and the

graders, the BERT layers are frozen.

2huggingface.com/bert-base-uncased
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Feature extractor

In particular, EFEX takes a sequence of token embeddings, i.e., of the answers provided by the

learners [x1, ..., xn] as inputs and predicts the ‘biased’ estimate (see formula in Section 4.1.2) of

the error rate of each class of error, i.e., VT, LUW, PAP, AG, and GE. Each rate is calculated

by a final dense layer, and the model uses mean squared error (MSE) as the loss function. For

the GE and LUW outputs, we add one and two extra dense layers, respectively. We used the

Adam optimizer (Kingma & Ba, 2015) with learning rate set to 8e-6, batch size 16, validation

split 0.1, and we trained our models for 60 epochs. Figure 4.2 shows the architecture of EFEX.

Figure 4.2: EFEX model architecture.

Graders

Before testing the impact of the labels generated by EFEX, we run several experiments on the

selected datasets using our simple baseline grading systems, which take only a sequence of token

embeddings, i.e., of the answers provided by the test-takers [x1, ..., xn], as inputs and predict the

total score of each answer normalised on a scale from -1 to 1. Instead, the EFEX-enriched models

are fed with the answers combined with a 5-dimensional vector, i.e., the number of classes of

errors generated by EFEX, and have the same outputs as the baselines, as shown in Figure 4.3.

In both the baseline and the EFEX-enriched models, the scores are calculated by a final dense
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layer, and the model employs MSE as the loss function. The structure and hyper-parameters of

the models are shown in Table 4.7. For evaluation, we consider two metrics: MSE and Pearson’s

correlation coefficient (PCC) between the true scores and the predicted ones.

Figure 4.3: Grader architecture.

TLT CLC/ICNALE
Max. seq. len. 256 512
Learning rate 9e-6 2e-6
Epochs 60 (120) 60 (150)
Batch size 32 16
1st Dense layer 768 - relu 768 - relu
Dropout 0.2 0.2
2nd Dense layer 128 - relu 64 - relu
Dropout 0.2 0.2
Output layer 1 1

Table 4.7: Model architectures and hyperparameters. The number of epochs in brackets refer to
the EFEX-enriched model.

4.1.4 Experiments and results

CLC-FCE to ICNALE

We run a series of experiments starting from training EFEX on the EFCAMDAT dataset, setting

VT, PAP, AG, GE, and LUW as our prediction targets and feeding only the input text. We

tested EFEX on the EFCAMDAT test set, and we obtained significant results when comparing

the true labels with the predicted ones in terms of PCC (see Table 4.8).
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EFCAMDAT VT GE PAP AG LUW
PCC 0.876 0.831 0.862 0.868 0.796

Table 4.8: EFEX performance in terms of PCC on EFCAMDAT.

Secondly, we run the scorer on ICNALE (see Table 4.9); since we do not have enough ICNALE

data for proper training, we train our graders on the CLC-FCE. Considering that we test our

models trained on the CLC-FCE directly on out-of-domain data without fine-tuning, we achieve

overall interesting results. In this case, the performance of the EFEX-enriched model is slightly

lower than the baseline when tested on the scores of the ICNALE written set but still better in

terms of PCC when used for predicting the scores of the spoken set.

ICNALE Written Spoken
Model MSE PCC MSE PCC
CLC baseline 0.201 0.719 0.121 0.614
+ EFEX labels 0.254 0.709 0.134 0.625

Table 4.9: Results on the ICNALE test dataset (MSE and PCC).

TLT-school - Written to spoken

Finally, we run our experiments on the TLT-school, training our baseline on the written training

set and testing it on the spoken test set. We follow the same steps with our EFEX-enriched

model, and we gain a higher performance when predicting the spoken scores both using the

manual and the ASR transcriptions, as shown in Table 4.10. Additionally, we fine-tune our

model on the spoken training set for 2 epochs reducing the learning rate to 2e-6, and we obtain

our best performance, reaching a PCC of 0.764 on the manual transcriptions. The results on the

ASR output also appear to be enhanced by fine-tuning, as we obtain a PCC of 0.642. Fine-tuning

the baseline without additional features reaches a PCC of 0.741 on the manual transcriptions

and 0.609 on the ASR. We find that the EFEX-enriched model achieves higher results across

both metrics.

Furthermore, we continue our analysis by comparing the performance of the baseline and the

EFEX-enriched model across test scores. Figure 4.4 shows the MSE variation across 4 ranges

of scores, i.e., 0-3, 3-6, 6-9, and 9-12. It can be observed that the MSE is always lower for the

EFEX-enriched model except in the range of scores between 0 and 3 both on the manual and

ASR transcriptions, for which the EFEX-enriched model shows a modest increase of the MSE.
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TLT - Spoken
Man. transcr. ASR
MSE PCC MSE PCC

Baseline 0.555 0.734 0.793 0.605

+ fine-tuning 0.488 0.741 0.715 0.609

+ EFEX labels 0.468 0.759 0.688 0.638
+ fine-tuning 0.400 0.764 0.606 0.642

Table 4.10: Results on the TLT test dataset (MSE and PCC): baseline; baseline + fine-tuning;
baseline + EFEX labels; baseline + EFEX labels + fine-tuning.

Such difference is probably due to the fact that, in this specific range of scores, learners’ answers,

in addition to having lower quality, are also shorter on average (about 11 words). As the score

increases, the word average rises to 56 for scores between 9 and 12. Fewer words also means fewer

and a more limited variety of errors. Therefore, EFEX might be introducing some information

that is not needed for answers with lower scores. Specifically, the error distribution for the lowest

range might be less informative, as can be inferred from the Frobenius norm values of the EFEX

vectors for each score range shown in Table 4.11.

Figure 4.4: MSE variation across scores on manual transcriptions and ASR output text.
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Norm
Score range Man. transcr. ASR
0-3 1.786 1.780
3-6 2.386 2.540
6-9 2.022 2.090
9-12 4.011 3.986

Table 4.11: Frobenius norm values of EFEX vectors across score ranges.

4.1.5 Conclusions

In this study, we presented a promising approach to automatic proficiency assessment of spoken

responses based on the presence of errors across proficiency levels, extracted with an error feature

extractor which was developed using a BERT-based architecture. Furthermore, we proposed to

use models previously trained on written data in order to address the problem related to the

limited availability of spoken data. First, we tried our error-based approach on some publicly

available datasets, training our models on the CLC-FCE and testing them on the ICNALE Global

Rating Archives. In this case, we found that our EFEX-enriched model managed to modestly

improve the prediction of the dialogue scores in terms of PCC. Specifically for this experiment,

one also has to consider the differences in domain and scoring metrics between the two corpora.

Subsequently, we discovered that the use of EFEX labels shows a more interesting improve-

ment when scoring the spoken section of the TLT-school corpus after training our models on

written data, suggesting that these additional features can mitigate the impact of ASR errors

and some typical phenomena of the spoken modality. An example drawn from the data could be

the following: in fact when a person does a lot of movement and moves a lot and goes out in the

in the nature then his his body is in more healthy. The repetitions “in the” and “his”, as well

as what appears to be a wrongly inserted preposition “in”, would be considered actual errors if

they occurred in written productions, but not necessarily in spoken texts.

Our assumption is that BERT models, as they are trained on a large quantity of written

data, already possess written grammatical knowledge and are sensitive to grammatical violations

to a certain extent. Therefore, when evaluating written proficiency, they do not need to be

warned with explicit indications concerning errors, but error-related features can be beneficial

to understanding and decoding the typical phenomena of oral language and learning spoken and

conversational grammar.

Despite such interesting results, this study still has several limitations. Considering that in
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spoken responses, the grading module could take advantage of a distinction of errors made by

the speaker or introduced by the ASR module (Knill et al., 2019; Lu, Gales, Knill, Manakul,

Wang, & Wang, 2019), we assume that there is still room for improvement in the approaches

that detect errors as additional features. In this regard, another limitation is that our proposed

system extracts general information about 5 broad categories of errors, but it would be interesting

to narrow down and better define error types in order to give learners and testers more specific

and granular information about grammatical proficiency.

Despite its effectiveness, another limitation of this study is the introduction of a human bias,

i.e., the ranking of error gravity. We could address this issue by investigating other strategies for

extracting and weighing errors, e.g., an attention mechanism.

Furthermore, given that we removed spontaneous speech phenomena such as hesitations and

fragments of words from the manual transcriptions for our experiments, further work could

explore a combination of the approach presented in this study and the use of error-related

features derived from audio recordings, such as phonological errors, as well as repetitions and

other types of disfluencies, which we investigate in Study 2. Moreover, in this study, we worked

on a restricted range of proficiency. Therefore, further work should also consider other CEFR

levels.

Finally, we acknowledge that the presence of errors cannot be the only feature to be taken

into account when assessing L2 proficiency at higher levels, but if properly weighted and balanced

with other proficiency indicators, it might improve consistency and objectivity in assessment.

77



CHAPTER 4. GED, GEC, AND ASSESSMENT

4.2 Study 2: Using grammatical error correction for

speaking assessment

4.2.1 Introduction

Mastering grammar is a foundational aspect of L2 proficiency, as shown in Section 1.2.1, and

text-based GEC has been thoroughly studied over the past decade (see Section 2.2.1). With

speaking skills playing a major role in language learning, it has become increasingly important to

analyse spoken grammar. As mentioned already, several previous studies have explored GED on

spoken language transcriptions (Knill et al., 2019; Caines et al., 2020; Lu, Gales, Knill, Manakul,

Wang, & Wang, 2019) and the combination of disfluency removal and grammar correction on

spontaneous learner speech (Lu et al., 2020), while few other studies have investigated the impact

of features related to grammatical accuracy (Supnithi et al., 2003; Hasan & Khaing, 2008) and

complexity (Chen & Zechner, 2011; Chen & Yoon, 2012; Yoon & Bhat, 2012; Bhat et al., 2014)

on automatic assessment of speaking proficiency.

The present contribution partly builds on the findings of our previous work on spoken

GEC (Lu et al., 2022). Specifically, this study is divided into three interconnected main parts:

in the first, we explore the task of DD; in the second, we investigate spoken GEC; in the third

part, we investigate the task of proficiency assessment using a transformer-based grader fed with

grammatical features obtained through spoken GEC and DD. Figure 4.5 shows a diagram rep-

resenting the pipeline proposed in this study. In our experiments, we only use publicly available

data for training our models, which we test on the TLT-school data (see Section 3.2.2). In this

sense, this work also addresses the issue related to the scarce availability of publicly available

spoken learner datasets by using information extracted from written corpora, which are typically

easier to obtain.

Figure 4.5: The pipeline proposed in this study.
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4.2.2 Data

NICT-JLE and KIT Speaking Test Corpus

We used both the NICT-JLE and the KIT Speaking Test Corpus to train our DD module. For

more information about these two corpora, the reader can refer to Section 3.1.3.

EFCAMDAT

The EFCAMDAT corpus is described in detail in Section 3.1.1. For this set of experiments, since

the dataset contains noisy responses and incorrect annotations, we only kept 762,475 responses

after removing punctuation and capitalisation in order to make them more similar to speech

transcriptions. For our experiments on spoken GEC, we used spaCy3 to extract sentences from

the parallel responses (i.e., original versus correct), removed sentences shorter than 4 words,

removed sentences containing broken XML tags and manual annotations on word limit, and

finally, we excluded the parallel sentences where the token edit distance is higher than 60%

of the length of the original sentence along the lines of Lo et al. (2018) in order to guarantee

consistency between the original sentences and their corrected counterparts.

In addition to using this dataset with the BEA-2019 Shared Task data (see below) for training

our spoken GEC system, we used it to pre-train our GEC-based grader and subsequently fine-

tune it on the TLT-school data. In this case, since we are not dealing with sentences but with

full responses, we kept a higher amount of data. We randomly split EFCAMDAT in a stratified

fashion, using the proficiency levels as the class label, and obtained 724,351 responses for the

training set and 38,124 for the development set.4

In other words, we used EFCAMDAT sentence-wise for spoken GEC, whereas we used it

response-wise for proficiency assessment.

BEA-2019 Shared Task data

The BEA-2019 Shared Task data is a collection of text-based corpora tagged with GEC annota-

tions, which includes the CLC-FCE, a dataset derived from Cambridge English Write & Improve,

the LOCNESS, the Lang-8 Corpus of Learner English, and the NUCLE, and is described in detail

in Section 3.1.1.

3spacy.io
4Note that we used the full range of proficiency levels from 1 to 16 (i.e., from A1 to C2) unlike in Study 1, in

which we used the EFCAMDAT Cleaned Corpus (Shatz, 2020) (i.e., from A1 to C1).
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Since the CLC-FCE test set has been used in previous studies (Fathullah et al., 2021; Lu

et al., 2022) as a benchmark for assessing the performance of spoken GEC systems, we did the

same in our experiments. Therefore, we kept it out of the training data.

As we did with EFCAMDAT, punctuation and capitalisation have been removed from all the

BEA-2019 data.

Including EFCAMDAT, the data used for training the spoken GEC system amount to

2,552,825 sentences, which we randomly split into a training set of 2,527,296 and a develop-

ment set of 25,529 sentences.

Disfluency detection
Corpus Use #Sent #Word %Dsf
NICT-JLE train 27.5K 178.8K 25.6
KIT Speaking Test train 18.8K 263.6K 27.3
TLT-GEC dev dev 605 12.2K 16.5
TLT-GEC test test 522 10.2K 16.8
LIN-MAN test 3,361 38K 5.0

GEC
Corpus Use #Sent #Word
EFCAMDAT train & dev 1.4M 17.4M
BEA train & dev 1M 11.5M
TLT-GEC test test 522 10.2K
CLC-FCE test test 2,681 37K

Proficiency assessment
Corpus Use #Response #Word
EFCAMDAT train train 724.3K 44.4M
EFCAMDAT dev dev 38.1K 2.3M
TLT-school train train 345 11.6K
TLT-school dev dev 92 3K
TLT-school test test 97 3.3K

Table 4.12: Corpora statistics. Note that the table reporting the statistics on the datasets used
for proficiency assessment shows the number of responses (which may consist of more than one
sentences) as opposed to the number of sentences reported in the tables above.

TLT-school

As in Study 1, our experiments on proficiency assessment are conducted only on the English

portion of the corpus labelled as B1.

Specifically, the data we used for automatic assessment consist of 534 responses to 7 small
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talk questions about everyday life situations (see Appendix A). We used 345 responses for the

training set, 92 for the development set, and 97 for the test set.5

As regards the ASR output text of the data used for proficiency assessment, its WER is

41.13%; acoustic and language models are described in Gretter et al. (2019). As mentioned in

Section 3.2.2, in addition to pre-assigned CEFR levels, the corpus was annotated with proficiency

scores. The total score ranges from 0 to 12 and consists of the sum of the subscores assigned by

human experts for each specific proficiency indicator (i.e., relevance, formal correctness, lexical

richness and complexity, pronunciation, fluency, and communicative effectiveness). For each

indicator, human raters could choose 0, 1 or 2 points. In our set of experiments, we considered

the total score and the score related to formal correctness, given the specific focus on grammar

of this study.

TLT-GEC

We have recently added manual annotations on disfluencies and grammatical error corrections

to a part of the TLT-school data, which we refer to as TLT-GEC hereafter. In particular, 386

out of the 534 responses mentioned earlier were filtered, segmented and annotated, and they

correspond to 585 sentences. Additionally, we segmented and annotated 301 responses extracted

from learners’ responses pre-labelled as A2, which correspond to 542 sentences. Therefore, the

TLT-GEC dataset amounts to 1127 sentences for a total of 4.96 hours. We split the data into

two sets, a development set of 605 sentences and a test set of 522 sentences with non-overlapping

speakers.

LIN-MAN

LIN-MAN is a subset of the Linguaskill dataset described in Section 3.2.3. It consists of 833 learn-

ers from over 15 L1s, evenly distributed across CEFR proficiency levels. Manual transcriptions

are segmented at the phrase level and annotated with disfluencies. We considered this dataset

only for DD in order to provide a further comparison and align with previous experiments.

Table 4.12 summarises relevant information about the corpora used in our study.

5Our experiments described in Study 1 did not feature the development set.
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4.2.3 Disfluency detection

Model and metrics

We performed DD as a sequence tagging task using BERT-based (Devlin et al., 2019) token

classifier:

d1:M = BERT(w1:M ) p(rm|w1:M ) = fd(dm)

where rm is a binary tag which indicates whether word wm is fluent or disfluent. Subsequently,

all words classified as disfluencies are removed from the transcriptions. Table 4.13 considers the

example previously shown in Table 2.2 and clarifies each passage once again.

Disfluent uhm he see the the thief is catched by policeman the la- last night

Fluent he see the thief is catched by policeman the last night

Corrected he saw the thief caught by a policeman last night

Table 4.13: DD+spoken GEC. The disfluencies are indicated in bold.

Specifically, the BERT-based model consists of a BERT layer in the version provided by the

HuggingFace Transformer Library (Wolf et al., 2020),6 a dropout layer, a dense layer of 768

nodes, a dropout layer, another dense layer of 128 nodes, and finally, the output layer. The

model is trained on NICT-JLE and KIT Speaking Test Corpus and uses an Adam optimiser

(Kingma & Ba, 2015) with batch size 64, learning rate 1e-06, dropout rate 0.2, and negative

log-likelihood as the loss.

For evaluation, we use precision, recall, and F1 scores.

Experimental results

Table 4.14 shows the results of the DD model on the test set of TLT-GEC in terms of precision,

recall and F1 score. In our previous work (Lu et al., 2022), we used a DD model with the same

architecture trained on a large non-publicly available corpus of L1 English speakers, i.e., the

Switchboard corpus (Meteer et al., 1995) (see Section 3.2.3), and we tested it on LIN-MAN, a

small proprietary dataset of L2 speakers. Therefore, in order to have a further comparison, we

also report the results of the previous DD model on LIN-MAN in terms of F1 score, as well

as the results of the DD model used in this study. Considering that, for our model, we used a

training set that amounts to approximately half of the data used in our previous experiments, we

6huggingface.com/bert-base-uncased
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obtained interesting results, which are practically aligned to the ones reported in our previous

study, as it also appears from the precision and recall curves shown in Figure 4.6.

Precision Recall F1

TLT-GEC test 80.94 83.93 82.41
LIN-MAN - - 76.33
LIN-MAN (Lu et al., 2022) - - 79.52

Table 4.14: Results of DD on the TLT-GEC test set and LIN-MAN in terms of Precision, Recall,
and F1 Score.

Figure 4.6: Precision and Recall curves: the model used in this study versus the model used in
Lu et al. (2022).

4.2.4 GEC

Model and metrics

For the GEC model, we used a T5 model (Raffel et al., 2020) initialised from the version provided

by the HuggingFace Transformer Library (Wolf et al., 2020)7 trained on EFCAMDAT and BEA-

2019 with the exclusion of the CLC-FCE test set, which we used to compare the results on

7huggingface.com/t5-base
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TLT-GEC. We set the maximum sequence length to 64 using an AdamW optimiser (Loshchilov

& Hutter, 2019) with learning rate 1e-5, batch size 32.

To evaluate the performance of our model, we use two common metrics for GEC, i.e., M2

score (Dahlmeier & Ng, 2012) and GLEU (Napoles et al., 2015). The former computes the

F -score of edits over the optimal phrasal alignment between the hypothesis and the reference

sentences, whereas the latter is inspired by BLEU (Papineni et al., 2002) and captures grammat-

ical corrections as well as fluency rewrites.

Experimental results

In Table 4.15, we report the results of the spoken GEC system on the TLT-GEC test set in

terms of M2 and GLEU. For further comparison, we also report the results of our model on the

CLC-FCE test, and we compare them to the results of the GEC model described in our previous

study.

GLEU M2

CLC-FCE test 70.05 57.86
CLC-FCE test (Lu et al., 2022) - 56.60

TLT-GEC test(dsf) 35.58 43.51
TLT-GEC test(flt) 66.19 57.26
TLT-GEC test(autoflt) 58.60 50.08

Table 4.15: Results of GEC on CLC-FCE test set and TLT-GEC test set in terms of M2 and
GLEU (dsf = transcriptions with disfluencies; flt = transcriptions with disfluencies manually
removed; autoflt = transcriptions with disfluencies automatically removed).

Considering the performance on the CLC-FCE test set, it can be observed that our proposed

model performs moderately better than the model from our previous study. Similarly to what we

observed for DD, these results are quite remarkable, given that we used only publicly available

data, whereas our previous study employed the entire CLC corpus (see Section 3.2.1) in addition

to the BEA-2019 data.

For completeness, we report the results on the TLT-GEC test set considering the perfor-

mance of the GEC model on the transcription with disfluencies (dsf), with disfluencies manually

removed (flt), and with disfluencies automatically removed (autoflt). As expected, there is a

remarkable improvement both in terms of GLEU and M2 when disfluencies are removed from

the transcriptions.
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Error analysis

Before moving on to proficiency assessment, we run the spoken GEC system for inference on the

transcriptions of the TLT-school data, and we pass the original responses and the automatically

corrected ones through ERRANT in order to obtain GEC edit labels. Similarly to what we

did in Study 1, we compute the KL-Divergence between the distribution of the 38 resulting

ERRANT edit label counts across the scores related to formal correctness in all the TLT-school

data. The labels are converted into a smoothed distribution by applying add-one smoothing,

and the symmetric KL-Divergence is calculated. Therefore, for error type ti for score Lk:

P(ti|Lk) =
cnt(ti, Lk) + 1∑N

j=1(cnt(ti, Lk) + 1)

where cnt(ti, Lk) is the number of occurrences for a given error type at a given score.

The symmetric KL Divergence is then calculated across formal correctness scores:

KL(Lk|Ll) =

(
N∑
i=1

P(ti|Lk)log

(
P(ti|Lk)

P(ti|Ll)

))
+

(
N∑
i=1

P(ti|Ll)log

(
P(ti|Ll)

P(ti|Lk)

))

Table 4.16 reports the symmetric KL-Divergence between distributions of counts from all the

38 ERRANT edit labels across formal correctness scores. In light of the evident differences in

the distributions of grammatical errors across scores, it appears that we can consider errors as

criterial features of linguistic proficiency.

SCORE 0 1 2
0 0.0 0.567 1.262
1 0.567 0.0 0.376
2 1.262 0.376 0.0

Table 4.16: Symmetric KL Divergence between distributions of counts from all 38 ERRANT edit
labels in the TLT-school data across formal correctness scores.

4.2.5 Proficiency assessment

Models and metrics

GEC-based grader At the end of our pipeline, there is a grading system which leverages

grammatical features extracted through the spoken GEC system, which is used for inference on

the TLT-school data. Subsequently, the original transcriptions (after disfluency removal) and
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the respective automatically corrected versions are passed through ERRANT in order to obtain

sequences of GEC edit labels containing grammatical information. Some examples of labels are

R:VERB:FORM, which indicates an incorrect verb form, and R:VERB:SVA, which indicates an error

in subject-verb agreement. These labels contain information about grammatical accuracy and

complexity in that they highlight the presence of an error and indicate the POS of the incorrect

word. Sequences of GEC edit labels are finally fed into a transformer-based grader, which predicts

proficiency scores. As mentioned in the introduction, we conducted our experiments both on

holistic proficiency scores and on scores related to formal correctness. Figure 4.7 provides a

detailed representation of the pipeline using an example drawn from the data.

The GEC-based grader is first pre-trained on predicting the CEFR levels of EFCAMDAT

using sequences of GEC edit labels obtained after feeding the original responses of this corpus

and the respective manually corrected ones into ERRANT. Subsequently, the grader is fine-tuned

on the TLT-school data on predicting proficiency scores from 0 to 12. Specifically, it consists of

an embedding layer with size 128, a transformer block with hidden layer size 128 and 8 heads, a

stack of three dense layers of 128 nodes, and finally, the output layer. The training uses an Adam

optimiser with batch size set to 512 and learning rate to 1e-6, and MSE as the loss function.

When the grader is fine-tuned on the TLT-school data, the transformer block is frozen.

BERT-based grader For comparison, we use a BERT-based baseline which is trained directly

on the TLT-school training set. We use the version provided by the HuggingFace Transformer

Library (Wolf et al., 2020).8 The grader takes a sequence of token embeddings, i.e., of the

answers provided by the learners (containing disfluencies) as inputs. Each token is transformed

into a vector representation and then passed to BERT’s encoder layer. We use the [CLS] token

state and feed it to a regression head, which consists of a Dense layer of 768 units, a Dropout

layer, a Dense layer of 128 units, another Dropout layer, and finally, the output layer. We train

the model using an Adam optimiser with learning rate set to 2e-5, batch size 256, dropout rate

0.2, and MSE as the loss function. The BERT layer is frozen.

Combinations In addition to investigating the performance of the GEC-based and the BERT-

based graders, we also explore two different combinations.

The first (shallow) is performed by means of an Ordinary Least Squares (OLS) multiple linear

regression model using the two graders’ predictions as predictors and setting the reference score

8huggingface.com/bert-base-uncased
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Figure 4.7: Detailed diagram of the proposed pipeline.

ŷ(i) as the target:

ŷ(i) = β0 + βgc ŷ
(i)
gc

+ βbt ŷ
(i)
bt

+ ϵ

where β0 represents the intercept, βgc is the coefficient for the prediction of the GEC-based

grader ŷgc , βbt is the coefficient for the prediction of the BERT-based grader ŷbt , and ϵ is the

model’s residual. The linear model is trained on the development set.

The second combination (deep) is performed by concatenating the embeddings obtained with

the two graders and mounting them on a small network. In particular, the BERT embeddings

are fed to a Dense layer of 768 units, whilst the embeddings of the GEC-based grader are fed

to a Dense layer of 128 units. The two layers are concatenated and passed through the head
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of the network, which consists of a Dropout layer, a Dense layer of 128 units, another Dropout

layer, and finally, the output layer. The model is trained on the TLT-school training set using an

Adam optimiser with learning rate 2e-5, batch size 256, dropout rate 0.2, and MSE as the loss

function. We keep the BERT layer and the transformer block of the GEC-based grader frozen.

The performance of the grading systems is evaluated using MSE, PCC, and Spearman’s rank

correlation coefficient (SRC).

Experimental results

Manual transcriptions We begin our series of experiments from predicting the holistic scores

and the scores related to formal correctness of the TLT-school test set using manual transcrip-

tions. Table 4.17 shows the results of the two proposed graders and their combinations in terms

of PCC, SRC, and MSE.

Manual transcriptions
Holistic Formal correctness

PCC SRC MSE PCC SRC MSE
GEC 0.849 0.801 5.388 0.745 0.721 0.324
BERT 0.847 0.840 6.120 0.765 0.778 0.315

GEC + BERT (shallow) 0.885 0.871 3.984 0.785 0.796 0.280

GEC + BERT (deep) 0.898 0.883 3.943 0.809 0.813 0.261

Table 4.17: Results on the TLT-school test set of the GEC-based (GEC), the BERT-based
(BERT), and their combinations on the task of predicting the holistic score and the score
related to formal correctness using manual transcriptions.

It can be observed that the results of both graders are aligned on both tasks, but the combi-

nations of the two — especially the deep combination — bring significant improvements across

all metrics. The β coefficients of the shallow combinations shown in Table 4.18 suggest that

both graders are contributing almost evenly to the prediction of holistic scores and that the

BERT-based grader seems to affect the linear model more than the GEC-based grader for the

prediction of the analytic score of formal correctness, but in both cases, there appears to be a

certain degree of complementarity. In this regard, Figure 4.8 illustrates the MSE variation across

the analytic scores related to formal correctness applying Gaussian kernel smoothing with sigma

set to 0.5. The performance of the GEC-based grader in terms of MSE seems to reflect the

“inverted U-patterns” highlighted by Hawkins & Buttery (2010) in that the grader appears to

predict middle scores (1) more easily than lower (0) and higher (2) scores. On the other hand,

the BERT-based grader has a low MSE for high proficiency scores.
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shallow - Manual transcriptions
βgc βbt β0

Holistic 0.49 0.61 -1.43
Formal correctness 0.30 0.62 0.00

Table 4.18: β coefficients of the GEC-based grader (βgc) and the BERT-based grader (βbt), and
intercept (β0) in the shallow combination for the holistic and formal correctness scores (manual
transcriptions).

Figure 4.8: MSE variation of the two graders across formal correctness scores (manual transcrip-
tions).

Finally, it should be noted that, although the GEC-based grader does not outperform the

BERT-based grader, it should ensure a higher degree of explainability, as it is based on well-

defined features such as grammatical violations, whereas the BERT-based grader provides less

easily interpretable results.

ASR transcriptions We continue our experiments using the ASR transcriptions of the TLT-

school data. Table 4.19 illustrates the results of the GEC-based, the BERT-based graders, and

their combinations in terms of PCC, SRC, and MSE.

Unlike the results on manual transcriptions, the GEC-based grader has a better performance

than the BERT-based grader on both the task of predicting the holistic score and the task of

predicting the formal correctness score. It seems that the significant WER (see Section 4.2.2) is
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ASR transcriptions
Holistic Formal correctness

PCC SRC MSE PCC SRC MSE
GEC 0.789 0.751 7.436 0.639 0.641 0.431
BERT 0.697 0.622 10.137 0.586 0.568 0.477

GEC + BERT (shallow) 0.797 0.755 7.720 0.633 0.642 0.475

GEC + BERT (deep) 0.817 0.775 6.279 0.628 0.640 0.440

Table 4.19: Results on the TLT-school test set of the GEC-based (GEC), the BERT-based
(BERT), and their combinations on the task of predicting the holistic score and the score
related to formal correctness using ASR transcriptions.

a double-edged sword: on the one hand, BERT seems to have difficulties in extracting efficient

representations from poorly transcribed speech; on the other hand, the GEC-based grader also

corrects errors introduced by the ASR module, which are typically caused by pronunciation

issues, and leverages them as additional features.

However, this should not lead one to think that the GEC-based grader only depends on

errors introduced by ASR errors. A closer look at the categories of errors reveals that the 10

most common ERRANT edit labels are the same for manual and ASR transcriptions except for

one (see Figure 4.9). Therefore, there seems to be a certain uniformity between the two systems

in terms of grammatical errors. This aspect is highly relevant since it highlights the consistency

of grammatical accuracy as a feature to assess L2 proficiency in a fully automated pipeline.

As shown in Figure 4.9, ERRANT also labels error types as OTHER when edits do not fall

under any other category. A large part of errors labelled as OTHER are paraphrases. Their number,

especially as regards U:OTHER, increases when we use ASR transcriptions, and this is ascribable

to ASR errors, of which the spoken GEC system tries to make sense by rearranging words and

syntax.

With respect to the edit label R:SPELL, most of these errors are caused by code-switching,

which is a characteristic aspect of the TLT-school data. For example, L3 German code-switched

words such as interessant are corrected into interesting and labelled as spelling errors, and this

also regards ASR transcriptions (Gretter et al., 2019).

In addition to issues related to ASR transcriptions, the presence of such code-switched words

might constitute a further problem for the BERT-based grader. We are aware that the limited

amount of training data is also a potential issue since BERT-based grading systems are generally

efficient when trained on a large quantity of data, even when compared to pronunciation-based

graders, as shown in Raina et al. (2020) and in the next studies of this thesis. However, another
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Figure 4.9: Bar charts showing the 10 most common ERRANT edit labels on manual trancrip-
tions (above) and ASR transcriptions (below).

potentially strong point of our GEC-based approach could be its application in scenarios with a

limited amount of learner speech data, which are more the rule than the exception in language

learning contexts.

Finally, as expected, for the task of predicting holistic scores, the combinations of the two

approaches — especially the deep combination — bring a modest improvement, whilst, for the

task of predicting scores related to formal correctness, the combinations do not bring any further

improvement. For completeness, we report the β coefficients of the two graders in the shallow

combination in Table 4.20. It appears that the BERT-based grader plays a marginal role in both

91



CHAPTER 4. GED, GEC, AND ASSESSMENT

shallow - ASR transcriptions
βgc βbt β0

Holistic 0.80 0.10 0.30
Formal correctness 0.69 -0.04 0.27

Table 4.20: β coefficients of the GEC-based grader (βgc) and the BERT-based grader (βbt), and
intercept (β0) in the shallow combination for the holistic and formal correctness scores (ASR
transcriptions).

tasks.

4.2.6 Conclusions

In this study, we have proposed an approach to L2 proficiency assessment and feedback using

grammatical features, and we have illustrated its complete pipeline using only publicly available

data for training our modules.

In particular, first, we investigated the impact of DD on spoken GEC. Our DD model achieved

results that are aligned with our previous studies, and we found that disfluency removal has a

positive impact on GEC.

The second module of our cascaded framework is a spoken GEC system. In this case, we also

obtained results that are aligned with previous studies.

In the final part of the pipeline, original answers and automatically corrected answers were

passed through ERRANT in order to obtain sequences of GEC edit labels containing information

about grammatical accuracy and complexity. These sequences were subsequently fed into a

transformer-based model to predict holistic proficiency scores and formal correctness scores.

We compared this grading system to a BERT-based grader and found that the two systems

have similar performances when using manual transcriptions. Furthermore, we investigated two

types of combinations: a linear regression model fed with the predictions of each grader and

a concatenation of the embeddings of the two graders. We found that both combinations —

especially the latter — bring significant improvements for both the tasks of predicting holistic

proficiency scores and formal correctness scores. A potential concern with the BERT-based

grader is that it might not be fully valid alone since its results are not interpretable to provide

feedback to a learner. In addition to boosting the assessment performance, the combinations

with the GEC-based grader enhance validity and explainability since this is based on clearly

defined features.

On the contrary, when using ASR transcriptions, the BERT-based grader obtains lower re-
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sults than the GEC-based grader, most likely due to the relatively high WER. For this reason,

the GEC-based grader probably leverages certain GEC edit labels, which serve as proxies for

pronunciation issues as additional features, although actual grammatical errors do still play a

major role.

Further work will consider the application of state-of-the-art end-to-end ASR systems, which

should give lower WER and further improve the spoken GEC performances. Specifically for the

task of proficiency assessment, the integration of features derived from DD into a grading system

could also be explored.

In the next chapter, we consider the GEC-based architecture introduced in this study and

apply it to a larger amount of spoken data and a framework which also comprises other aspects

of proficiency.
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Chapter 5

View-specific assessment

Up to this point, we have mostly focused on grammatical aspects of L2 proficiency and their

implications on assessment. In this chapter, we expand our investigation to different facets of

proficiency. In particular, our next study addresses a common issue in the field of language

assessment: learners’ proficiency is typically assessed holistically. Therefore, providing inter-

pretable scores and informative feedback to learners through individual analytic viewpoints of

proficiency is still a significant challenge. We investigate whether view-specific systems can be

trained when only holistic scores are available. To enable this process, view-specific networks

are defined where both their inputs and topology are adapted to focus on specific facets of profi-

ciency. We demonstrate that it is possible to train such systems on holistic scores such that they

yield view-specific scores at evaluation time. View-specific networks are designed in this way for

pronunciation, rhythm, text, grammatical complexity, and grammatical accuracy.1

This study was presented at Interspeech 2022 and UK Speech 2022, and some of its parts have

been recently presented by Dr. Kate Knill at the International Symposium on Chinese Spoken

Language Processing (ISCSLP 2022) in her keynote speech.2 The study can be found in Bannò,

Balusu, et al. (2022), but additional pieces of analysis are presented in the next paragraphs.

1Note that the GEC-based grader used in Study 2 was introduced for the first time in this work. Therefore,
the first part of Study 3 mainly focuses on the analysis of grammatical aspects.

2mi.eng.cam.ac.uk/~mjfg/ALTA/presentations/Knill ISCSLP Keynote 2022.pdf
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5.1 Study 3: View-specific assessment

5.1.1 Introduction

As shown in Section 1.1, established standards such as the CEFR are recognised throughout

the world as effective measures for grading the proficiency of L2 speakers. The CEFR scales

are organised according to ‘can-do’ descriptors of language proficiency outcomes in relation to

communicative competence. As a result, these guidelines expect graders to grade proficiency by

means of holistic assessments rather than individual aspects. Nonetheless, it has been demon-

strated that such holistic judgements do have a modularisable structure, which can be divisible

into single aspects of proficiency, such as pronunciation, rhythm, vocabulary, and grammar, each

of which is assigned a score that strongly correlates with the holistic grade. One of the first

studies on the relationships between holistic and analytic proficiency was conducted by Adams

(1980). The impact of five specific aspects (i.e., accent, comprehension, fluency, grammar, and

vocabulary) on global proficiency was investigated considering an oral interview. The author re-

ported that fluency, vocabulary, comprehension, and grammar influenced the holistic assessment

the most at certain proficiency levels. Similarly, in a study cited several times in Chapter 1,

Iwashita et al. (2008) explored the interconnections and relationships between holistic scores and

measures related to five facets of proficiency, i.e., vocabulary, pronunciation, fluency, grammat-

ical accuracy, and grammatical complexity. They found that all the considered measures were

related to holistic assessment, but especially the measures concerning vocabulary and fluency

showed the most significant correlations. In the study by De Jong et al. (2012), the role of

various measures related to vocabulary, grammar, pronunciation, and linguistic processing skills

in the assessment of functional adequacy of speaking was investigated. It was found that all

linguistic skills, except two articulation measures, could explain 76% of the variance. A recent

publication by Jeon & In’nami (2022) features various meta-analyses on the connections between

the four L2 proficiency skills (i.e., reading, writing, listening, and speaking). In particular, the

two contributions by Koizumi et al. (2022) and Jeon et al. (2022) investigated the role of internal

(i.e., various measures of fluency, grammatical accuracy and complexity, vocabulary, pronuncia-

tion, delivery, content, and coherence) and external (i.e., L2 vocabulary knowledge, L2 grammar

knowledge, working memory, reading comprehension, listening comprehension, L2 writing, lan-

guage aptitude, metacognition, and anxiety) correlates of L2 speaking, respectively. The authors

reported that internal features showed a strong correlation to L2 speaking overall and that the

strength of the correlations changed depending on each feature. For example, fluency, grammar,
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vocabulary, and pronunciation showed strong and highly significant correlations. As regards ex-

ternal features, it was found that variables related to L2 knowledge, as well as those concerning

other proficiency skills, were strongly correlated with L2 speaking.

Considering the multifaceted nature of language proficiency, automatic grading can be a

valuable resource a fortiori, as it has been suggested that it might be used to make consistent

assessments of specific linguistic phenomena, whilst human grading would tend to perform better

on more global aspects, as shown in Enright & Quinlan (2010) for written and in Loukina et al.

(2015) for spoken proficiency.

Furthermore, some CALL applications distinguish between different views of proficiency dur-

ing teaching, with different systems used to separately teach specific linguistic skills, such as

pronunciation (Thomson, 2011), prosody (Hardison, 2004), and vocabulary (Groot, 2000). As a

result, the ability to analytically assess learners’ progress according to each of these views should

be useful for assessment and feedback and in order to inform further teaching in an adaptive

fashion.

In automatic assessment of L2 speaking proficiency, input sequential data from a learner

is used to predict a holistic grade (holistic grading) and/or a grade representing proficiency

with respect to a specific view (single-view grading). The input may consist, as needed, of

acoustic features, recognised words, phones and/or time-alignment information, or other infor-

mation, such as fundamental frequency, extracted directly from the audio signal or from ASR

transcriptions. Most approaches in the literature extract sets of hand-crafted features to cap-

ture views, including fluency (Strik & Cucchiarini, 1999), pronunciation (Chen, Evanini, & Sun,

2010), prosody (Coutinho et al., 2016), and text complexity (Bhat & Yoon, 2015), which are

then fed into graders, trained with human-annotated single-view scores, to predict single-view

scores. Since CEFR descriptors do not provide precise information about the operationalisation

of analytic scores, annotated data containing such human-annotated single-view scores are typ-

ically hard to obtain and are likely to suffer from inconsistency and incoherence between and

within human evaluators. A similar approach can be used for holistic grading by concatenating

multiple view-specific hand-crafted features targeting more than one aspect of proficiency in or-

der to produce holistic feature sets, which are then passed through graders in order to predict

holistic grades, as shown in Müller et al. (2009), Crossley & McNamara (2013), Wang et al.

(2018), and Liu et al. (2020), with the grader trained on human-assigned holistic scores. The

efficacy of hand-crafted features for either view-specific or holistic grading heavily relies on their

specific underlying assumptions, and they risk discarding potentially salient information about
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proficiency. This issue for holistic grading has been addressed by replacing hand-crafted features

with automatically derived features for holistic grading prediction, either through an end-to-end

system (Chen et al., 2018) or in multiple stages (Takai et al., 2020; Cheng et al., 2020). However,

neither can be used for multi-view assessment.

This study investigates whether view-specific systems can be trained when only holistic scores

for a test-taker are available.

5.1.2 View-specific training

As previously discussed, for most spoken language assessment training datasets only overall

holistic scores are available. Thus, the training dataset comprises D = {x(i), y(i)} where x(i) is

the set of features, or sequence of features, extracted from the audio and ASR system, and y(i)

the associate reference score. This section motivates how this training data can be used to train

view-specific models.

The assessment process can be divided into two distinct stages, where initially the features

x are mapped to view-specific features v, and then fed into the score-prediction network. Thus,

for a particular view

ŷ(i)v = Fv(x
(i)) = fv(gv(x

(i))) = fv(v
(i)) (5.1)

where the desired training data comprises Dv = {x(i), y
(i)
v }. Unfortunately, in our case study,

as in many cases, there are no view-specific reference grades, y
(i)
v , associated with each of the

training observations, x(i), but only overall holistic grades, y(i). To address this problem, the

form of the feature extractor gv(x
(i)) is constrained so that only information about a specific

view is contained within v(i) (see Figure 5.1).

Figure 5.1: View-specific training.

For example, if only information about the text spoken is in v(i), irrespective of the pronun-

ciation of the words,3 then the same feature vector v can be obtained from the different values

3There will be some influence of pronunciation on the performance of the ASR system and the respective
confidence scores.
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of x.

Training the model parameters, θ, on the holistic training data, D, aims to minimise the loss

L(θ):

L(θ) =
N∑
i=1

L(y(i),Fv(x
(i))) =

Ñ∑
j=1

∑
i∈S(j)

L(y(i), fv(v(j))) (5.2)

where S(j) is the set of samples such that gv(x
(i)) ≈ v(j) and Ñ is the number of distinct values

of v. In this work, a least-squares cost function, L(y, ŷv), is used. When training the model it

is not necessary for the loss function to be ‘correct’ provided that the gradients for training the

model parameters are suitable. Thus,

∂L(θ)
∂θ

∝
Ñ∑
j=1

∑
i∈S(j)

(
fv(v

(j))− y(i)
) ∂fv(v

(j))

∂θ
(5.3)

=

Ñ∑
j=1

|S(j)|

(
fv(v

(j))−
∑

i∈S(j) y(i)

|S(j)|

)
∂fv(v

(j))

∂θ

Thus, the gradient, and associated minima, will be consistent with training against view-specific

training data Dv provided

y(j)v ≈
∑

i∈S(j) y(i)

|S(j)|
(5.4)

Here it is assumed that each view-specific score contributes to the overall holistic score. By

averaging over samples with similar view-specific features, v, the resulting scores should be

biased to the view-specific grades even if (5.4) is not exactly satisfied.

In this analysis, the precise concept of how the set S(j) is derived has not been strictly

specified. Assuming that there is sufficient data and the gv() is a smooth function, the standard

training, the LHS expression in (5.2), can be run. The model implicitly smooths the view-specific

predictions.

5.1.3 Single-view graders

In the present study, we implement 5 grading models for as many views of proficiency, namely

pronunciation, rhythm, text, grammatical accuracy, and grammatical complexity. For all graders,
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an ensemble of 10 models was trained.4

Pronunciation

The pronunciation model is described in detail in the study by Kyriakopoulos et al. (2018) (see

also Section 2.2.2). Sequences of acoustic observations corresponding to phone instances are

projected to fixed-length phone instance representations, with those corresponding to a specific

phone label attended over to obtain an overall representation for that phone. Subsequently,

Euclidean distances between phone representations are passed through a feed-forward layer in

order to predict the score. The objective is for information from the observation vectors to only

be preserved insofar as it characterises the way the speaker pronounced each phone compared to

the pronunciation of the other phones.

Rhythm

The rhythm grader is implemented as described in the work by Kyriakopoulos et al. (2019) (see

also Section 2.2.2). In this case, the grader is constrained in a way that the input only consists

of durations of phones and silences, grouped into consonant and inter-consonant intervals. In

this way, the grader can only leverage duration patterns for scoring.

Text

For the text grader, presented in Raina et al. (2020), we used BERT to extract word embeddings,

followed by a multi-head self-attention mechanism. The output of this process is subsequently

fed into a feed-forward network. The parameters of the pre-trained BERT model5 were also

fine-tuned.

Grammatical accuracy

The grader based on GEC edit sequences — which we refer to as es (edit sequence) hereafter —

is a transformer-based model that takes GEC edit sequences as inputs in the same fashion as the

GEC-based grader introduced in Study 2 (see Section 4.2). Prior to the grader, a GEC model

is run on the ASR transcriptions after removing hesitations and partial words. Both corrected

4Note that the graders for text, grammatical accuracy, and grammatical complexity consist, in turn, of multiple
graders trained on the scores of the 5 parts that compose the exam, whereas the pronunciation and rhythm graders
have been trained on the overall scores of the exam.

5huggingface.co/bert-base-uncased
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and original ASR texts are passed through ERRANT (Bryant et al., 2017) to obtain the GEC

edit sequences.

Grammatical complexity

The grader based on POS tag sequences — pos (part-of-speech) herefter — has the same

transformer-based architecture as the es grader but takes POS tag sequences as inputs. These

sequences are generated with spaCy.6 Figure 5.2 shows an example drawn from the data of text,

GEC edit, and POS sequences. As can be seen, although the GEC edit sequences contain some

information about grammatical complexity, this is the aspect that characterises the pos grader

the most, all the more if we consider that all tokens — correct and incorrect — are labelled with

their respective part of speech. On the other hand, only the tokens marked as incorrect have an

informative label in the es grader.

Figure 5.2: Example of text, GEC edit, and POS sequence.

In addition to a comparative analysis of the single-view graders, we investigate a possible

combination by means of an OLS multiple linear regression model using the 5 graders’ predictions

ŷ
(i)
v as predictors and setting the reference holistic score ŷ(i) as target:

ŷ(i) = β0 + βpr ŷ
(i)
pr

+ βry ŷ
(i)
ry

+ ...+ βps ŷ
(i)
ps

+ ϵ

where β0 represents the intercept and βv is the coefficient for a specific view prediction ŷv and ϵ is

the model’s residual (see Table 5.4 for notation). The linear model is trained on the development

set. The performance of the single-view graders is compared against a baseline assessment

system, which is a Deep Density Network (DDN) trained on a set of hand-crafted features

related to different views of proficiency (Malinin et al., 2017). These features include grade-

6spacy.io

101



CHAPTER 5. VIEW-SPECIFIC ASSESSMENT

dependent language model and word level statistics, statistics of phone duration, statistics to

capture rhythm, fluency metrics, and fundamental frequency statistics. As for the other graders,

the baseline predictions are the result of an ensemble of 10 models. Further information about

the features employed and about the ensemble approach can be found in Wang et al. (2018) and

Wu et al. (2020).

5.1.4 Data and experimental setup

The data used in our experiments are obtained from candidate responses to the spoken compo-

nents of the Linguaskill examinations for L2 learners of English, provided by Cambridge English

Language Assessment (Ludlow, 2020) (see Appendix B for examples of question prompts). Each

speaker is graded on a scale ranging from 1 to 6 based on the CEFR. Non-overlapping datasets

of 31475 and 1033 speakers are used respectively as the training and development/calibration

set. For evaluation, we consider two test sets, LinGen and LinBus, of 1049 and 712 speakers,

respectively. Further details about the dataset can be found in Section 3.2.3.

The first step before passing the data through each automatic assessment system is recognising

the text being spoken and, for the pronunciation and rhythm grading systems, aligning the

audio to a sequence of phones. Both tasks are performed using an ASR system which is very

similar to that in Lu, Gales, Knill, Manakul, Wang, & Wang (2019), i.e., a lattice-free maximum

mutual information (LFMMI) factorised time-delay neural network (TDNN-F) system trained

on approximately 500 hours of L2 English data, mostly from Linguaskill Business (BULATS)

exams with over 50 L1s included. A succeeding word recurrent neural network language model

(su-RNNLM) trained on 25.6M in-domain words is used for rescoring. The average WER is

∼20%.

In order to generate the automatically corrected versions from the original ASR texts, we use

the transformer-based GEC system described in Lu et al. (2022). As mentioned in Section 4.2,

it is trained on the CLC (Nicholls, 2003) (see Section 3.2.1) and BEA-2019 data (Bryant et al.,

2019) (see Section 3.1.1). It is a base-sized model (Vaswani et al., 2017) with 512D hidden states,

6 encoder, and 6 decoder layers. The vocabulary is derived from CLC and Switchboard (Meteer

et al., 1995) (see Section 3.2.3). Model parameters are averaged over 5 best checkpoints, and

greedy decoding is used. We train the model using the Adam optimiser (Kingma & Ba, 2015) with

batch size 256, dropout 0.2, and learning rate 1e-3. The GEC edit sequences are derived from

ERRANT run on the original and automatically corrected ASR hypotheses. These sequences are

fed into our es model which consists of an embedding layer with size 128, a transformer-block
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with hidden layer size 128 and 8 heads, a dense layer of 128 nodes, and finally the output layer.

To train the system, we use the Adam optimiser with batch size set to 32 and learning rate to

2e-6. The pos grader model has the same architecture.

The performance of each grading system is evaluated using root-mean-square error (RMSE),

whilst further comparisons also include PCC, SRC, and the percentage of the predicted scores

that are equal to or lie within 0.5 (i.e., within half a grade) of the actual score (% ≤ 0.5).

Error analysis

Similarly to what we did in Study 2, we investigate the impact of GEC on ASR transcriptions.

Compared to our previous study, in this work we use a much larger dataset which includes the

full range of proficiency levels from A1 to C2.

A subset of about 3000 sentences was manually transcribed, annotated with disfluencies

and grammatical error corrections. Therefore, we used it to evaluate the performance of the

GEC model on ASR transcriptions. Table 5.1 shows the performance of the GEC system on

manual transcriptions (MAN+GEC) and ASR transcriptions (ASR+GEC) in terms of M2. We

also consider its performance on ASR transcriptions with disfluencies automatically removed for

further comparison.

M2

MAN+GEC 37.47
ASR+GEC 17.11
ASR+DD+GEC 19.00

Table 5.1: Comparison of the performance of the GEC model on manual and ASR transcriptions
in terms of M2.

As can be observed, DD has only a small impact on GEC in this case. Therefore, we decided

not to consider using this module in our pipeline for this set of experiments. These results

might not seem encouraging if our main and only goal were GEC, but since our primary aim is

proficiency assessment, we are mostly interested in the distribution of information related to GEC

edit labels. Figure 5.3 reports the 5 most common ERRANT edit labels across three systems:

manual transcriptions manually corrected, manual transcriptions automatically corrected, and

ASR transcriptions automatically corrected.

The 5 most common ERRANT edit labels are the same across the three systems, and this

means that there is a certain consistency with respect to this type of information, even when
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Figure 5.3: 5 most common ERRANT edit labels across three systems: manual transcriptions
manually corrected, manual transcriptions automatically corrected, and ASR transcriptions au-
tomatically corrected.

using a fully automated pipeline.

As we did in Study 2, we also investigate whether the distributions of edit labels change across

proficiency levels. Therefore, we take the ERRANT labels and convert them into a smoothed

distribution, by applying add-one smoothing, and we compute the symmetric KL-Divergence.

Therefore, for edit label ti for level Lk:

P(ti|Lk) =
cnt(ti, Lk) + 1∑N

j=1(cnt(ti, Lk) + 1)

where cnt(ti, Lk) is the number of occurrences for a given label at a given level.

The symmetric KL Divergence is calculated across proficiency levels:

KL(Lk|Ll) =

(
N∑
i=1

P(ti|Lk)log

(
P(ti|Lk)

P(ti|Ll)

))
+

(
N∑
i=1

P(ti|Ll)log

(
P(ti|Ll)

P(ti|Lk)

))

In Table 5.2, we report the symmetric KL-Divergence between distributions of counts from

all the ERRANT edit labels in manually annotated subset across CEFR proficiency levels.

A1 A2 B1 B2 C
A1 0.0 0.419 0.459 0.570 0.556
A2 0.419 0.0 0.066 0.102 0.105
B1 0.459 0.066 0.0 0.061 0.073
B2 0.570 0.102 0.061 0.0 0.053
C 0.556 0.105 0.073 0.053 0.0

Table 5.2: Symmetric KL Divergence between distributions of counts from all ERRANT edit
labels in the manually annotated subset across proficiency levels.

We also compute it considering the ASR transcriptions of the full training set and report the
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results in Table 5.3.

A1 A2 B1 B2 C
A1 0.0 0.067 0.362 0.808 1.307
A2 0.067 0.0 0.139 0.472 0.869
B1 0.362 0.139 0.0 0.103 0.327
B2 0.808 0.472 0.103 0.0 0.074
C 1.307 0.869 0.327 0.074 0.0

Table 5.3: Symmetric KL Divergence between distributions of counts from all ERRANT edit
labels in the full training set (ASR transcriptions) across proficiency levels.

Similarly to what we observed in Study 2, we can see that there are differences in the distribu-

tions of GEC edit labels across proficiency levels also in this case. These results corroborate the

hypothesis that grammatical errors can be considered criterial features of linguistic proficiency

and can be used in an automatic assessment system.

Once we finish error analysis, we can shift our focus back to the main objective of this study,

i.e., view-specific proficiency assessment.

5.1.5 Experimental results and analysis

Table 5.4 shows the performance of the 5 single-view graders and the baseline in terms of RMSE,

considering both the individual models and the ensembles. As can be observed, the ensemble

approach brings a significant improvement on all the grading systems, including the baseline.

Model LinGen LinBus
Indiv. Ens. Indiv. Ens.

baseline 0.578±0.011 0.412 0.522±0.009 0.406
pron (pr) 0.455±0.004 0.452 0.454±0.003 0.451
rhythm (ry) 0.571±0.036 0.508 0.551±0.037 0.490
text (tx) 0.402±0.005 0.400 0.409±0.007 0.409
es (es) 0.547±0.001 0.547 0.497±0.001 0.495
pos (ps) 0.550±0.001 0.550 0.499±0.003 0.497

Table 5.4: Performance of the single-view graders and baseline in terms of RMSE. Individual
models VS ensembles.

To explore the differences between and the complementarity of each single-view grader, we

only consider LinBus. In Table 5.5, we report the performance of various combinations of the

single-view graders through the OLS multiple linear regression model introduced in Section 5.1.3.
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We report the respective β coefficient for each component. It can be observed that the com-

bination of all the graders improves on the performance of their individual component graders,

and this result is consistent with the single-view graders extracting information which is com-

plementary to each other. In particular, among the 5 graders, the text grader affects the linear

model the most, as can be inferred from its high β coefficient and from the drop in performance

in the combination that does not include it. Based on the β coefficients, the pronunciation and

rhythm graders always contribute equally to the linear model, but the presence of the first ap-

pears to have a more positive impact on the overall performance. The es grader seems to have

a relatively smaller impact, except when the combinations exclude the pos or the text graders.

We continue our analysis focusing on the performance of each grader across proficiency levels.

Combination βpr βry βtx βes βps RMSE

prrytxesps 0.14 0.14 1.30 -0.05 -0.39 0.386
prrytxes 0.14 0.14 1.30 -0.31 — 0.405
prrytx ps 0.14 0.14 1.30 — -0.47 0.384
prry esps 0.45 0.45 — 0.28 -0.05 0.432
pr txesps 0.29 — 1.30 -0.05 -0.39 0.385
rytxesps — 0.29 1.30 -0.05 -0.39 0.392

Table 5.5: RMSE and β coefficients of linear regression model with different combinations.

Figure 5.4 shows the RMSE variation of the 5 graders across the 5 proficiency levels. The es and

pos graders follow very similar trends as expected since ERRANT labels are based on POS tags.

In particular, as already observed in Study 2, the case of es is also consistent with “inverted

U-patterns” in written proficiency (Hawkins & Buttery, 2010), i.e., errors increase after B1 and

then decline again by C2. In this regard, it is interesting to note that there is a correspondence

between oral and written proficiency when it comes to grammatical accuracy. Compared to the

other graders, the pronunciation grader has the lowest RMSE on the lowest grade (1), which

gradually decreases until grade 4 and then rises again after grade 5. This is also consistent with

intelligibility being a key aspect of lower levels of proficiency. For example, the descriptors of

CEFR level A1 are mainly concerned with intelligibility (Council of Europe, 2001, 2020). On

the other hand, the rhythm grader shows its best performance for grade 5, and this is consistent

with the findings shown in Taylor (1981), in which English speech rhythm is described as one

of the most difficult aspects for learners to acquire. Finally, the text grader shows the lowest

RMSE, in both absolute and relative terms, for the middle grades (3-4).

Furthermore, we investigate the relationships between single-view graders through a repeated
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Figure 5.4: RMSE variation across proficiency levels.

measures design. Arguably, the most well-known repeated measures design is repeated measures

analysis of variance (rANOVA), but since our data violate both the normality and sphericity

assumptions required for rANOVA, we must perform the Friedman test (Friedman, 1937), which

is the non-parametric equivalent of rANOVA and determines whether there are any statistically

significant differences in ranks between the distributions of multiple paired groups. As we obtain

a significant p-value, we find that there are significant differences among the graders.

In order to determine exactly which graders are significantly different, we perform post-

hoc multiple comparisons using the Nemenyi test (Nemenyi, 1963). We report the test results

in Figure 5.5. All paired comparisons, even those with the reference score, show significant

differences (p-value<0.05), with the exception of the pairs es-pos and text-rhythm. As regards

the first pair, we have already commented on the almost overlapping trends shown in Figure 5.4.

As regards the latter, we might argue that the non-significant p-value should reflect the analogous

trends of the RMSE variation curves followed by the text grader and the rhythm grader, despite

a considerable gap between them.

Finally, in Table 5.6, we report a comparison of the baseline, our best-performing single-view

model, i.e., the text grader, and the linear regression model considering the evaluation metrics
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Figure 5.5: Heatmap of the results of the post-hoc Nemenyi test.

mentioned in Section 5.1.4. The combination of the single-view graders outperforms both the

baseline and the text grading system across all metrics.

Model PCC SRC RMSE %≤0.5

baseline 0.910 0.915 0.406 79.1
text (tx) 0.920 0.925 0.409 78.9
prrytxesps 0.920 0.926 0.386 80.5

Table 5.6: Comparison of the performance of the baseline, text grader, and linear regression
model.

5.1.6 Conclusions

In order for CALL and automatic spoken language assessment systems to give learners inter-

pretable and explainable scores and informative feedback on their speaking ability, specific facets

of their proficiency should be assessed, but for many real-world tasks, analytic scores on specific
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aspects of proficiency are not available or often suffer from inconsistencies and cannot be used

for training automatic systems.

This study considers whether view-specific systems can be trained when only holistic scores

are available. Single-view graders are developed for views of pronunciation, rhythm, text, gram-

matical accuracy, and grammatical complexity. The predictions made by these graders are seen

to be complementary to all the others for the task of predicting holistic grades. Moreover, the

relationships between the single-view predictions are consistent with what would be expected for

the respective views they are assessing. For example, the pronunciation model achieves better

results on low grades, whereas the rhythm grader performs better on high grades, as shown in

Figure 5.4.

Furthermore, we investigate a combination of the 5 graders by means of a multiple linear

regression model, and we find that it generally improves on the performance of each single-view

grader. Since the single-view scores are also made available, this multi-view system makes the

holistic score significantly more interpretable by enabling useful feedback to learners who need

specific indications on how to improve their speaking skills.

However, this point also raises some questions about the implementation of the assessment

of the communicative approach to speaking proficiency in automatic systems since our study

only considered some of its underlying competences. While linguistic competence (see Section

1.2.1) was well represented by the pronunciation (for segmental pronunciation), rhythm (for

suprasegmental pronunciation), es and pos (for grammatical accuracy and complexity), and —

to a certain extent — by BERT (for vocabulary), the sociolinguistic (see Section 1.2.2) and

pragmatic (see Section 1.2.3) competences were not specifically investigated. The BERT-based

grader might leverage aspects related to idiomaticity (sociolinguistic competence) and coherence

and cohesion (pragmatic competence), but, as stated several times in this thesis, its results

are not fully explainable in this sense.7 In order to provide more informative feedback about

communicative competence, future work should integrate the assessment of all its underlying

competences.

Further work should also be undertaken in order to improve the performance of spoken

grammatical error annotation since current systems are generally designed for written texts and

are not ideal for speech. With respect to annotations, another element that should be investigated

is the integration of syntactic information in addition to strictly grammatical information. We

7As regards idiomaticity, in Section 2.3, we have already mentioned the use of BERT for metaphor detection
(e.g., in Mao et al. (2019)). With respect to coherence and cohesion, we remind the reader that one of the training
strategies behind BERT is next sentence prediction. Therefore, it should possess this type of knowledge.
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also plan to include other types of combinations, considering both shallow and deep combination

methods.
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Chapter 6

SSL-based assessment

In this chapter, we investigate the use of SSL speech representations — specifically wav2vec 2.0

— for proficiency assessment. In this way, features are extracted directly from the audio signal

in a self-supervised fashion.

In Study 4, we investigate the use of wav2vec2-based graders on ICNALE and TLT-school,

considering both holistic and analytic scores. We compare their performance to BERT-based

graders, and we explore potential combinations of the two graders.

In Study 5, we conduct similar experiments on the Linguaskill multi-part exam, comparing

the wav2vec2-based graders to BERT-based and handcrafted-features-based graders. We also

investigate potential combinations of the three approaches.

Study 4 has been recently presented at the 2022 IEEE Spoken Language Technology Work-

shop (SLT 2022) and can be found in Bannò & Matassoni (2023), whereas Study 5 has been

submitted to Interspeech 2023 and its pre-print version can be found in Bannò, Knill, et al.

(2022).

6.1 Study 4: Speaking assessment using wav2vec 2.0 (Part

1)

6.1.1 Introduction

As said in Section 5.1.1, most approaches in the literature concerning automatic speaking assess-

ment extract sets of hand-crafted features with respect to specific aspects of proficiency which
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are then fed into grading systems to predict analytic view-specific scores targeting those specific

aspects (Strik & Cucchiarini, 1999; Chen, Evanini, & Sun, 2010; Coutinho et al., 2016; Bhat &

Yoon, 2015). Similarly, multiple hand-crafted features targeting more than one aspect of profi-

ciency can be concatenated to create holistic feature sets, which are then fed to graders to predict

holistic proficiency scores (Müller et al., 2009; Crossley & McNamara, 2013; Wang et al., 2018;

Liu et al., 2020). However, we have already mentioned that the efficacy of such hand-crafted

features for grading either individual aspects or overall proficiency heavily relies on their specific

underlying assumptions, and they risk discarding potentially salient information about speaking

proficiency. For holistic grading, this limitation has been tackled by substituting hand-crafted

features with automatically derived features (Chen et al., 2018; Takai et al., 2020; Cheng et

al., 2020). Other studies have used grading systems that are trained on holistic grades but are

defined with both their inputs and topology adapted to focus exclusively on specific aspects of

proficiency, such as pronunciation (Kyriakopoulos et al., 2018), rhythm (Kyriakopoulos et al.,

2019), and text (Wang et al., 2021; Raina et al., 2020). In these cases, when scoring holistic

proficiency, a possible limitation might be the missing information about aspects of proficiency

that are not featured in the input data fed to the grading system, although, in Study 3 (see

Section 5.1), we have shown that it is possible to combine multiple grading systems targeting

different aspects of proficiency. This issue is especially true for systems using ASR transcriptions

for at least two reasons: first, they suffer from a certain WER and may not faithfully represent a

learner’s performance; secondly, although transcriptions might preserve some information about

pronunciation (e.g., in the ASR confidence scores), they do not yield any information about

other crucial aspects of a learner’s performance, such as suprasegmental aspects (e.g., rhythm,

intonation, or prosody). Instead, transcriptions remain an essential resource for highly specific

tasks in CALL applications, such as spoken GEC and feedback, as we showed in Study 2 (see

Section 4.2) and in Lu et al. (2022).

In this study, to address these issues and limitations, we propose an SSL-based approach using

wav2vec 2.0. As we mentioned in Section 2.2.2, recent studies have demonstrated the efficacy

of SSL in multiple downstream tasks, such as ASR, emotion recognition, keyword spotting,

speaker identification, and speaker diarisation. These studies applied contextual representations

by means of pre-trained models. Specifically, it has been shown that such models are capable

of capturing a wide range of speech-related features and linguistic information, such as audio,

fluency, suprasegmental pronunciation, and even syntactic and semantic text-based features for

L1, L2, read and spontaneous speech (Singla et al., 2022). In the context of CALL, SSL has
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been applied to mispronunciation detection and diagnosis (Peng et al., 2021; Wu et al., 2021;

Xu et al., 2021) and automatic pronunciation assessment (Kim et al., 2022), but, to the best

of our knowledge, it has not been investigated for the assessment of holistic spoken proficiency

nor other specific aspects of proficiency, such as formal correctness, communicative effectiveness,

lexical richness and complexity, and relevance, before this study.

In this work, we first test the efficacy of wav2vec 2.0 for the task of predicting the holistic

proficiency level of L2 English learners’ responses included in the ICNALE monologues. Sub-

sequently, we do the same on the TLT-school data, which also contain annotations related to

individual aspects of proficiency that we attempt to predict with specific graders. The baseline

system employed for comparison is a BERT-based grader fed with transcriptions. We use only

manual transcriptions for our experiments on ICNALE, whereas we use both manual and ASR

transcriptions for our experiments on TLT-school. Specifically, the manual transcriptions also

include hesitations and truncated words, which serve as proxies for pronunciation and fluency.

6.1.2 Data

ICNALE

To test our approach, we consider ICNALE, a publicly available dataset including written and

spoken answers of English learners ranging from A2 to B2 of the CEFR and partially of L1

speakers. We described the corpus in detail in Section 3.1.2.

For this set of experiments, we only considered the monologues, i.e., 4332 answers lasting

between 36 and 69 seconds in which learners are required to express their opinion about the

following two statements:

• It is important for college students to have a part-time job.

• Smoking should be completely banned at all the restaurants in the country.

The available metadata include the manual transcriptions of the learners’ responses, personal

data about learners’ education history, and their assigned CEFR levels. We split the data into a

training set of 3898 answers, and a development set and a test set containing 217 answers each.

For the experiments on this dataset, proficiency assessment is implemented as a classification

task with five classes: A2, B1 1, B1 2, B2, and L1 speakers (see Table 6.1). To the best of our

knowledge, the ICNALE monologues have only been used in the study by Zhou et al. (2019), but

in that study, the responses to the two statements reported above were considered and evaluated
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independently, so no comparison is possible. The experiments described in Study 1, instead, only

include a section of essays and dialogues, but no monologues.

Train Dev Test Total

A2 299 16 17 332
B1 1 792 44 44 880
B1 2 1681 94 93 1868
B2 586 33 33 652
L1 540 30 30 600

Total 3898 217 217 4332

Table 6.1: Number of answers for each CEFR proficiency level in ICNALE.

TLT-school

We have described the TLT-school data in Section 3.2.2. Note that for this set of experiments,

we only kept the short answers of the B1 section. Therefore, the data considered in this set of

experiments is composed of 494 responses.

Annotations related to spontaneous speech phenomena (e.g., hesitations and truncated words)

were not eliminated from the manual transcriptions in order not to lose any possibly existing

information about strictly speech-related aspects, such as pronunciation and fluency, although

we acknowledge that they cannot substitute the role of actual speech phenomena completely.

With respect to the ASR transcriptions, its WER is 41.13%. As mentioned already, acoustic

and language models are described in Gretter et al. (2019), which also includes further details

about the training data used for ASR development.

As mentioned in Section 3.2.2, the total score ranges from 0 to 12 and consists of the sum

of the analytic subscores for each specific proficiency indicator assigned by the human raters

(i.e., relevance, formal correctness, lexical richness and complexity, pronunciation, fluency, and

communicative effectiveness). For each indicator, human raters could choose 0, 1 or 2 points.

For this dataset, we treated proficiency assessment as a regression task when predicting both

the holistic score from 0 to 12 and the analytic subscores ranging from 0 to 2.

Before starting our experiments, we investigated the relationships between these subscores

with a repeated measures design to verify that they are effectively targeting different aspects of

proficiency. Since both the sphericity and normality assumptions required for rANOVA were not

met, we performed the Friedman test (Friedman, 1937). As we obtained a significant p-value, we

found significant differences among the subscores. To identify exactly which pairs of subscores are
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significantly different, we ran post-hoc multiple comparisons using the Nemenyi test (Nemenyi,

1963) (see Figure 6.1). All paired comparisons show significant differences (p-value<0.05), with

the exception of the pairs formal correctness-lexical richness and complexity, formal correctness-

pronunciation, pronunciation-communicative effectiveness, and fluency-communicative effective-

ness. The absence of significant differences between the subscores related to formal correctness

and those related to lexical richness and complexity seem to be consistent with the fact that: a)

a poorer and simpler lexis should contain fewer errors and b) in some cases, the human evaluator

may have confused and overlapped the two indicators due to the presence of lexical errors, which

can be linked either to poor formal correctness or bad use of vocabulary.

Similarly, pronunciation and correctness do not show significant differences because pronun-

ciation errors might have been incorporated in one or the other indicator.

Finally, the score targeting communicative effectiveness intersects almost by definition with

those related to pronunciation and fluency. This has been especially true in recent years since

pronunciation tends to be assessed in terms of general goals such as intelligibility (Levis, 2018)

and communicative effectiveness (Pennington & Rogerson-Revell, 2019a) rather than closeness

to L1 English (see Section 1.2.1). Apart from all these considerations, we also have to consider

that the halo effect (Myford & Wolfe, 2003) might bias the scores to a certain degree.

We split the data into three sets: a training set of 322, a development set of 85, and a test

set of 87 samples.

Train Dev Test Total

0-3 74 14 27 115
3-6 73 20 17 110
6-9 77 20 11 108
9-12 98 31 32 161

Total 322 85 87 494

Table 6.2: Number of answers for each score range in TLT-school.

6.1.3 Model architectures

wav2vec2-based graders

Wav2vec 2.0 encodes the speech audio signal through a multilayer convolutional neural network

(CNN). After encoding, masking is applied to spans of the resulting latent representations, which

are fed into a transformer in order to provide contextualised representations. Gumbel softmax is
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Figure 6.1: Heatmap of the results of the post-hoc Nemenyi test on the analytic subscores of the
TLT-school dataset.

used to compute the contrastive loss on which the model is trained, and speech representations

are learned from this training. For the models used in our experiments, we initialised the config-

uration and processor from a version provided by the HuggingFace Transformer Library (Wolf

et al., 2020).1 After the learners’ responses are fed into the model, wav2vec 2.0 provides con-

textualised representations. To handle representations of various audio lengths, we use a mean

pooling method to concatenate 3D representations into 2D representations. Next, these are pro-

jected to a Dense layer of 768 units, a Dropout layer and, finally, through an output layer. We

tried different architectures and hyperparameters, and, finally, we chose those described in the

following paragraphs.

ICNALE For our experiments on the ICNALE data, the task is multi-class classification.

Therefore, the output layer has 5 units and softmax as the activation function. The grading

system employs cross entropy as the loss function. The training uses the AdamW optimiser

(Loshchilov & Hutter, 2019) with batch size 4, gradient accumulation step 2, dropout 0.2, and

1huggingface.co/patrickvonplaten/wav2vec2-base
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learning rate 1e-5. The grader is trained for 8 epochs.

TLT-school - holistic score For the TLT-school data, assessment is treated as a regression

task. Therefore the output layer has 1 unit and a linear activation function. The loss function

is MSE. The grader is trained for 12 epochs using AdamW optimiser with batch size 4, gradient

accumulation step 2, dropout 0.2, and learning rate 5e-5.

TLT-school - analytic subscores We trained 6 different graders for each individual aspect of

proficiency. The batch size and gradient accumulation steps are the same as the holistic grader,

whereas the other hyperparameters are reported in Table 6.3.

Epochs Learning rate Dropout

Relevance 13 5e-6 0.1
Correctness 19 2e-6 0.1
Lexical 12 4e-6 0.1
Pronunciation 8 1e-5 -
Fluency 6 8e-6 0.1
Communicative 10 1e-5 0.1

Table 6.3: Hyperparameters of the individual wav2vec2-based graders.

As has been mentioned earlier, the first part of wav2vec 2.0 consists of a stack of CNN layers

that are employed to obtain acoustically meaningful — but contextually independent — features

from the raw speech signal. This part of the model has been sufficiently trained during pre-

training and does not need to be fine-tuned. For this reason, we kept the parameters of the

feature extractor frozen for all our experiments.

BERT-based graders

The baseline systems used for comparison are BERT-based graders in the version provided by

the HuggingFace Transformer Library (Wolf et al., 2020).2 They are fed with a sequence of token

embeddings, i.e., of the responses provided by the learners as inputs. Each token is transformed

into a vector representation and then passed to BERT’s encoder layer. We use the [CLS] token

state and feed it to a classification or regression head, depending on the nature of the task.

Similarly to what we did with our wav2vec2-based models, we kept the BERT layer frozen. We

tried various hyperparameters and architectures, and we opted for the ones described in the

following paragraphs.

2huggingface.co/bert-base-uncased

117



CHAPTER 6. SSL-BASED ASSESSMENT

ICNALE The classification head consists of a stack of three Dense layers of 768 units, another

stack of three Dense layers of 128 units, and an output layer of 5 units with softmax as the

activation function. The model is trained for 600 epochs with batch size set to 256 using Adam

optimiser (Kingma & Ba, 2015) with learning rate set to 5e-5 and cross entropy as the loss

function. The maximum sequence length is set to 256.

TLT-school - holistic score The regression head has the same intermediate layers as the

model used on the ICNALE data and an output layer of 1 unit with a linear activation function.

The model is trained for 800 epochs on the manual transcriptions and for 150 epochs on the

ASR transcriptions. The batch size is set to 256 and the maximum sequence length is 64. The

training employs Adam optimiser with learning rate 2e-5 and dropout 0.2.

TLT-school - analytic subscores Similarly to what we did with the wav2vec2-based graders,

we trained a BERT-based grader for each specific aspect of proficiency. The architecture and

hyperparameters of the individual graders are the same as the holistic grader, with the exception

of the dropout rate of the fluency grader, which is set to 0.4.

For evaluating the performance of the graders trained on ICNALE, we use accuracy and

weighted F1 score, whereas both the holistic and analytic graders trained on TLT-school are

evaluated using PCC, SRC, and MSE.

6.1.4 Experiments and results

Results on ICNALE

We began our experiments with the classification task on the ICNALE data. First, we trained

and evaluated the BERT-based baseline grader. Secondly, we tried the wav2vec2-based grader.

Table 6.4 reports the results of the performance of the two grading systems in terms of accuracy

and weighted F1 score on the ICNALE test set. Figure 6.2 reports the confusion matrices of

each CEFR proficiency level for the two grading systems. As can be observed, the wav2vec-based

grading system significantly outperforms the BERT-based grader across all proficiency levels. In

particular, it performs best on B1 2 and on the class of L1 speakers. While the reason for these

results on the latter may be attributed to a clear gap between L1 and low/mid levels of L2

English, such as the ones featured in the considered dataset, the performance on the former

class is probably due to the greater amount of training data available compared to the other
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Figure 6.2: Confusion matrices of CEFR proficiency levels for the two grading systems (predicted
labels on X-axis, true labels on Y-axis) on the ICNALE test set.

CEFR proficiency levels. Similarly but conversely, this can be inferred from the relatively worse

performance on A2, which is the least represented CEFR proficiency level (see Table 6.1).

Accuracy (%) Weighted F1

BERT 53.45 0.50
wav2vec2 77.88 0.77

Table 6.4: Results on the ICNALE test set of the BERT-based and wav2vec2-based graders in
terms of accuracy and weighted F1 score.

Results on TLT-school

We continued our experiments on TLT-school, beginning from the holistic graders. In this case,

we compared the performance of the two approaches using both manual and ASR transcriptions.

Table 6.5 shows the results on the TLT-school test set. It appears that the wav2vec2-based

grading system significantly outperforms the BERT baseline both on the manual and ASR tran-

scriptions across all considered metrics.

Subsequently, in order to verify the impact of our two approaches on individual aspects of

proficiency, we trained our models on the analytic subscores of each proficiency indicator in the

TLT-school test set: relevance, formal correctness, lexical richness and complexity, pronunci-

ation, fluency, and communicative effectiveness. For this part of our experiments, we did not

consider the ASR transcriptions, but we only focused on the upper bound provided by the manual
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PCC SRC MSE

BERT-ASR 0.749 0.743 9.877
BERT-manual 0.857 0.863 6.110
wav2vec2 0.927 0.933 2.297

Table 6.5: Results on TLT-school test set (holistic score) of the BERT-based grader (manual
and ASR transcriptions) and the wav2vec2-based grader in terms of PCC, SRC and MSE.

transcriptions. The results are reported in Figure 6.3. As can be observed, the wav2vec2-based

approach shows significantly better performances than the BERT-based approach at a global

level.

In particular, as expected, the more exquisitely speech-related analytic subscores (i.e., pronun-

ciation, fluency, and communicative effectiveness) are best predicted using wav2vec 2.0, despite

the presence of proxies of fluency and pronunciation in the manual transcriptions. Furthermore,

the wav2vec2-based graders considerably outperform the BERT-based baselines for the task of

predicting the formal correctness subscore and the relevance subscore. Since the question prompt

is not fed into the grading systems, the fairly good results on the latter might be due to the fact

that the test set can essentially be considered a subset of the training set. In this way, the

graders recognise whether a response is relevant or irrelevant based on a comparison with other

responses labelled as relevant or irrelevant.

The only subscore on which the predictions of both approaches appear fairly aligned is the

one related to lexical richness and complexity, despite the BERT baseline performance being

lower in terms of PCC. This is quite an expectable result, given that BERT is trained on a large

quantity of textual data, and lexical richness and complexity are competences that should be

typically constructed and evaluated starting from text, be it written or spoken.

Considering these results, we continued our analysis focusing on this specific indicator. In par-

ticular, we wanted to analyse the performance of the wav2vec2-based and BERT-based grading

systems across scores to understand whether these two approaches show different performances

across proficiency and, therefore, could be complementary to each other. Figure 6.4 shows the

MSE variation across scores applying Gaussian kernel smoothing with sigma set to 0.5.

We found that the BERT-based model has a moderately better performance in the central

scores, whereas the wav2vec2-based approach shows a significantly lower MSE for the lowest

and highest scores. To verify their complementarity, we combined them using: a) a shallow

combination: we calculated the simple average of the scores predicted by each grader; b) a deep
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Figure 6.3: Comparison of the BERT-based and wav2vec2-based individual graders in terms of
PCC and SRC.
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combination: we concatenated the two hidden representations in BERT and wav2vec 2.0, and we

fed them through a small network consisting of a Dense layer of 16 units, a Dropout layer with

dropout rate set to 0.5, and a final output layer. The resulting network was trained for 3000

epochs with learning rate 5e-5 and batch size 512. In both cases, an interesting improvement

across all considered metrics is observed, as shown in Table 6.6.

Figure 6.4: MSE variation of the wav2vec2-based and BERT-based (manual transcription)
graders across scores for lexical richness and complexity.

PCC SRC MSE

BERT 0.846 0.855 0.217
wav2vec2 0.863 0.851 0.178
BERT+wav2vec2 (shallow) 0.885 0.876 0.164
BERT+wav2vec2 (deep) 0.883 0.864 0.166

Table 6.6: Results on TLT-school test set (lexical richness and complexity) of the BERT-based
(manual transcriptions), the wav2vec2-based graders, and their combinations in terms of PCC,
SRC and MSE.

6.1.5 Conclusions

Transcriptions of L2 speaking tests are not generally easy to obtain, and even when they are made

available using ASR systems, they generally contain errors and do not provide information about

strictly speech-related aspects of proficiency, such as intonation, rhythm, or prosody. This study
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considers whether it is possible to use wav2vec 2.0 representations to assess L2 spoken English

proficiency both holistically and analytically, even when a small quantity of data is available.

First, we found that this approach significantly outperforms the BERT baseline system trained on

manual transcriptions of the ICNALE dataset in the task of CEFR level classification. Secondly,

we investigated the use of wav2vec 2.0 for a regression task on the B1 section of TLT-school

targeting holistic scores. In this case, we also achieved significant improvements on the BERT

baseline trained on ASR and manual transcriptions. Finally, we tested this approach on subscores

related to specific facets of proficiency (i.e., relevance, formal correctness, lexical richness and

complexity, pronunciation, fluency, and communicative effectiveness) using manual transcriptions

only, and we found that the wav2vec2-based grading systems significantly outperform the BERT-

based baselines across all proficiency indicators. For lexical richness and complexity, i.e., the

only subscore on which the two strategies showed similar results, we found that two types of

combination of the two models bring an interesting improvement, thus suggesting a certain

degree of complementarity. With respect to analytic proficiency specifically, further work should

be undertaken in order to better understand and explain the reasons of the promising performance

of the wav2vec2-based grading systems on the prediction of scores related to individual aspects

of proficiency, especially to the ones that are not strictly related to speech.

A limitation of this study is that we only compared the wav2vec2-based grader to a BERT-

based grader, but we did not consider a grader based on hand-crafted features for further com-

parison. We will address this issue in Study 5 (see Section 6.2).

With respect to combinations, specific types of combinations should be investigated according

to each aspect of proficiency, e.g., a concatenation of the question prompt and learner’s answer

for the subscore related to relevance along the lines of Qian et al. (2018) and Wang et al. (2021).

Finally, in this work, we have focused on assessment at the response level, but we should

explore whether it is possible to extend this approach in order to give feedback about specific

parts of an answer, e.g., by analysing the local attention representations.
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6.2 Study 5: Speaking assessment using wav2vec 2.0 (Part

2)

6.2.1 Introduction

This study extends the initial analysis conducted in Study 4 (see Section 6.1) on the SSL-based

approach to L2 proficiency assessment. Our previous study had two limitations: a) the relatively

small amount of data used in the experiments and b) the comparison with a BERT-based baseline

only, which, despite being fed with manual transcriptions containing false starts, hesitations, and

fragments of words, did not consider purely acoustic features, thus potentially missing strictly

speech-related aspects of proficiency. To address these limitations, in this study, we conduct our

experiments of proficiency assessment using a large amount of L2 learner data and comparing

the performance of a wav2vec2-based grader to two types of grading systems: a BERT-based

grader and a standard grader fed with a set of hand-crafted features related to various aspects

of proficiency (see Figure 6.5). In addition to this, we test the effectiveness of wav2vec 2.0 on a

multi-part examination predicting both the overall grades and the individual grades of each part

of the exam. Furthermore, we investigate various combinations between the wav2vec2-based, the

BERT-based, and the standard graders.

6.2.2 Data

The data are obtained from candidate responses to the spoken parts of the Linguaskill exams for

L2 learners of English, provided by Cambridge English Language Assessment (Ludlow, 2020).

Further details can be found in Section 3.2.3, but, for the sake of clarity, the distinctive features

of each of the five parts of the exam are briefly illustrated again: in Part 1, the candidates

should answer eight personal questions, of which the first two are not graded, and the answers

last about 10 or 20 seconds; Part 2 includes a reading aloud activity consisting of eight sentences

of 10 seconds each; Part 3 and Part 4 test the candidates’ ability to deliver a long turn, speaking

for up to one minute; finally, in Part 5, test-takers should give their opinions in form of responses

of about 20 seconds to five questions related to a given topic. The reader can refer to Appendix B

for examples of questions prompts. Each part of the examination contributes 20% to the speaking

exam and is scored on a scale from 1 to 6, in compliance with CEFR standards. Therefore, the

overall grade is computed as the average of the grades assigned to the five parts.

The ASR system is very similar to that in Lu, Gales, Knill, Manakul, Wang, & Wang (2019),
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Figure 6.5: The three systems considered in this study: a) standard grader, b) BERT-based
grader, and c) wav2vec2-based grader.

i.e., a TDNN-F LFMMI system trained on approximately 500 hours of L2 English data, mostly

from Linguaskill Business (BULATS) exams with over 50 L1s included. A su-RNNLM trained

on 25.6M in-domain words is used for rescoring. The average WER is ∼20%.

6.2.3 Model architectures

wav2vec2-based graders

For our experiments, we initialised the wav2vec 2.0 model configuration and processor from a

version provided by HuggingFace (Wolf et al., 2020).3 The learners’ answers are fed into the

model and wav2vec 2.0 provides contextualised representations. To handle representations of

various lengths, we employ a mean pooling method to concatenate 3D representations into 2D

representations, which are finally projected to a regression head, similarly to what we did in

Study 4. Since we trained a grading system for each part of the exam, after exploring various

architectures, for Part 1 and Part 5, we used a regression head composed of a layer of 768 units,

a Dropout layer, and the output layer, whereas, for Part 2, Part 3 and Part 4, we used a deeper

architecture, composed of a stack of three layers of 768 units, a Dropout layer, a layer of 128

3huggingface.co/patrickvonplaten/wav2vec2-base
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units, and finally, the output layer. The graders use MSE as the loss function. We use the

AdamW optimiser (Loshchilov & Hutter, 2019), and hyperparameters vary depending on each

part. For Part 1, we used batch size 16, gradient accumulation step 2, dropout rate 0.1, and

learning rate 5e-5, and we trained the grader for 2 epochs. For Part 2, we used batch size 16,

gradient accumulation step 2, dropout rate 0.5, and learning rate 1e-6, and we trained the grader

for 3 epochs. For Part 3 and Part 4, we use the same hyperparameters: we set batch size to 8,

gradient accumulation step to 4, dropout rate to 0.5, and learning rate to 1e-5, and we trained the

grader for 2 epochs. Finally, the grader for Part 5 has batch size set to 8, gradient accumulation

step to 2, dropout rate to 0.1, and learning rate to 5e-5, and we trained it for 1 epoch.

As we did in our experiments in Study 4, we froze the parameters of the feature extractor

(see Section 6.1.3).

BERT-based graders

For comparison, we use the text grading system presented in Raina et al. (2020) and already

employed in Study 3 (see Section 5.1.3). For this grader, BERT was used to extract word

embeddings, followed by a multi-head self-attention mechanism. The output of this process is

subsequently fed into a feed-forward network. The parameters of the pre-trained BERT model4

were also fine-tuned.

Standard graders

We also compare our SSL-based approach to a standard grading system, i.e., the one we used

in Study 3 (see Section 4.2). It is a DDN trained on a set of hand-crafted features designed

to cover all the different aspects of proficiency and is described in Malinin et al. (2017). These

features include grade-dependent language model and word level statistics, statistics of phone

duration, statistics to capture rhythm, fluency metrics, and fundamental frequency statistics.

Further details about the features employed can be found in Wang et al. (2018).

As in Study 3, for all graders, their predictions are the result of ensembles. Further informa-

tion about the ensemble approach can be found in Wu et al. (2020). Systems are calibrated and

in a final set of experiments combined using linear combination:

ŷ(n) = β0 +
∑
p∈P

βpŷ
(n)
p

4huggingface.co/bert-base-uncased
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where P is the set of parts to combine, which may come from multiple systems, and βp are

the coefficients associated with the parts. For the baseline submission performance, the values

of βp, p > 0 are all constrained to be the same, and equal to 0.2, to provide simple averaging

consistent with the combination of operational examiner scores. When unequal weighting is used,

OLS estimation using the development/calibration set is used to find the values of βp.

For the evaluation of the grading systems at the per-part level, we use RMSE. Further com-

parisons also include PCC, SRC, and the percentage of the predicted scores that are equal to or

lie within 0.5 (i.e., within half a grade) (% ≤ 0.5), and within 1.0 (i.e., one grade) (% ≤ 1.0) of

the actual score.

6.2.4 Experimental results and analysis

Part-Level Performance

We begin our series of experiments from grading each of the five parts of the exam. For this

part of our analysis, we only consider LinGen. Table 6.7 reports the results of the three grading

systems in terms of RMSE.

Model P1 P2 P3 P4 P5
std (sd) 0.625 0.662 0.671 0.686 0.633
BERT (bt) 0.628 0.683 0.681 0.694 0.629
wav2vec2 (wv) 0.601 0.827 0.845 0.845 0.674

Table 6.7: RMSE results on the five parts of the LinGen exam.

It can be observed that the performance of the wav2vec2-based grader varies across the parts

of the exam, with close or better RMSE to the other two grading systems for Parts 1 and 5

and lower performance on Part 2, Part 3, and Part 5. This seems to be due to the nature of

the responses required for different parts. As mentioned in Section 6.2.2, Parts 1 and 5 include

several short spontaneous answers, whilst Parts 3 and 4 also comprise spontaneous speech but

learners are required to elaborate a single longer and more complex response in each case. The

lower performance of the wav2vec2-based grading system may be due to our use of a mean

pooling method, which may be giving too compressed a representation for longer utterances.

Part 2, by contrast, is similar in length to Part 1 but consists of read-aloud responses. This

part mainly targets pronunciation and fluency skills at the expense of content-related aspects

of proficiency. Therefore, the wav2vec2-based grader might have been expected to do well. Its

higher RMSE might be due to the absence of information related to the reference text read
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aloud by the test-takers, which is present in the other two grading systems since they leverage

transcriptions. It is remarkable that the standard grader, which covers all aspects of a candidate’s

speech, performs the best, with the BERT-based grader, which cannot measure pronunciation

or prosody, slightly behind.

Submission-Level Performance

In the second part of our experiments, we focus on the overall grades of the Linguaskill exam,

i.e., the average of the grades assigned to the five parts. Table 6.8 shows the results of the three

grading systems both on LinGen and LinBus.

LinGen
Model PCC SRC RMSE %≤0.5 %≤1.0
sd 0.932 0.937 0.383 81.5 98.6
bt 0.929 0.934 0.395 80.3 98.5
wv 0.908 0.931 0.455 73.3 97.3

LinBus
Model PCC SRC RMSE %≤0.5 %≤1.0
sd 0.911 0.918 0.416 76.5 98.3
bt 0.920 0.925 0.398 80.1 99.2
wv 0.893 0.911 0.446 72.1 97.9

Table 6.8: Submission-level performance on LinGen and LinBus.

They all achieve interesting results across all metrics, with the standard grader and the BERT-

based grader performing moderately better than the wav2vec2-based grading system. As regards

the BERT-based grader in particular, we have already observed analogous trends in Raina et

al. (2020) and in Study 3 (see Section 5.1), and this fact is quite significant, since it highlights

the importance of content-related aspects of speaking proficiency, which is far from being a mere

surrogate of elements related to fluency and pronunciation. Furthermore, it appears that the

standard grader outperforms the other two grading systems on LinGen, but has a slightly worse

performance than the BERT-based grader on LinBus. This might be ascribable to the different

language models, since the first test set contains questions on General English, whereas the latter

includes questions on Business English, which is typically more specific and complex.

Figure 6.6 shows that the wav2vec2-based graders can differentiate between lower levels of

proficiency, but we can clearly see that it is not able to discriminate between the highest levels,

as its maximum prediction is 4.6, i.e., between grades B2 and C1 (the plots for LinBus show
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a similar trend). Our hypothesis is that higher-level assessment tends to be more dependent

on message construction (what is said) rather than message realisation (how it is said), and

wav2vec 2.0 should not have actual knowledge of words, although, as mentioned in Section 2.2.2

and Section 6.1.1, it has been demonstrated that SSL speech representations are able to encode a

great amount of high-level linguistic features, including aspects of semantics and syntax (Singla

et al., 2022).

Combinations

As a preliminary step, we investigated combinations of the grading systems by computing their

simple average and using a multiple linear regression model fit with the submission-level predic-

tions, but they did not provide significant gains. Therefore, we investigated the application of a

multiple linear regression model using the per-part predictions as predictors for each individual

grading system and for four combinations of them. The results on LinGen and LinBus are re-

ported in Table 6.10. The combinations show performances that are aligned to or better than the

individual models across all metrics, with the combination including all three grading systems

achieving the best results. This combination also overcomes the issue of the wav2vec2-based

grader related to scoring higher levels, as can be seen in Figure 6.7. Table 6.9 reports the β

coefficients of the individual models described in Table 6.10 and the combination of all three.

In the standard grading system, as well as in the BERT-based grading system, Parts 1, 2 and 5

affect the linear model the most, whilst in the wav2vec2-based grading system Part 1 and 5 are

the most influential. In their combination, it appears that the highest β coefficients are Parts 1

and 5 of the wav2vec2-based grader and Part 2 of the BERT-based and the standard graders.

These values seem to confirm the RMSE results shown in Table 6.7.

Model P1 P2 P3 P4 P5 β0

s⊗d 0.23 0.25 0.14 0.15 0.22 -0.11
b⊗t 0.20 0.26 0.13 0.17 0.23 -0.13
w⊗v 0.29 0.05 0.01 0.01 0.45 0.76

sd⊗bt⊗wv
sd -0.01 0.12 0.06 0.01 -0.04

0.20bt 0.06 0.16 0.05 0.09 0.09
wv 0.20 -0.08 -0.02 0.02 0.20

Table 6.9: β coefficients of per-part linear regression model for the standard (s⊗d ), BERT (b⊗t ),
wav2vec2 (w⊗v ), and combination (sd⊗bt⊗wv) estimated on the calibration data.
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Figure 6.6: Reference vs predicted scores for standard (above) and wav2vec2-based (below)
graders on LinGen.

per-part combination sd⊗bt⊗wv

Figure 6.7: Reference vs predicted scores for combined system (sd⊗bt⊗wv) on LinGen.
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LinGen
Model PCC SRC RMSE %≤0.5 %≤1.0

s⊗d 0.932 0.937 0.382 82.3 98.7
b⊗t 0.930 0.935 0.393 80.3 98.6
w⊗v 0.933 0.937 0.393 79.7 99.0

sd⊗wv 0.941 0.945 0.363 84.5 99.3
sd⊗bt 0.936 0.940 0.373 81.9 98.8
bt⊗wv 0.943 0.947 0.359 84.3 99.2

sd⊗bt⊗wv 0.943 0.947 0.356 85.0 99.1

LinBus
Model PCC SRC RMSE %≤0.5 %≤1.0

s⊗d 0.912 0.920 0.415 77.0 99.0
b⊗t 0.920 0.924 0.400 80.1 99.0
w⊗v 0.916 0.919 0.394 79.1 99.0

sd⊗wv 0.925 0.928 0.378 82.0 99.4
sd⊗bt 0.925 0.929 0.391 80.8 99.4
bt⊗wv 0.930 0.932 0.368 82.7 99.3

sd⊗bt⊗wv 0.931 0.933 0.366 82.5 99.4

Table 6.10: Results on overall grades on LinGen and LinBus using per-part linear regression
estimated on the calibration data.

6.2.5 Conclusions

In this study, we have extended our recent novel approach to proficiency assessment using a

wav2vec2-based grading system on a large L2 learner corpus. First, we compared its performance

on the five parts of the Linguaskill examination to a BERT-based grader and a high-performing

standard grading system fed with hand-crafted features. We found that our proposed approach

appears to be sensitive to the nature of the responses and shows a good performance for parts

consisting of short spontaneous answers. Secondly, we found that the three grading systems

have comparable performances on overall grades, with the wav2vec2-based grader showing some

difficulties in assessing higher proficiency levels. Finally, we combined the standard, the BERT-

based, and the wav2vec2-based grading system through different linear combinations and we

found interesting improvements.

A concern with the wav2vec2-based and BERT-based grading systems is that they are not

fully valid individually since neither considers all aspects of the assessment construct and their

results are not interpretable to provide informative feedback to learners, teachers, and testers.

As well as boosting the assessment performance, combination with the standard grading systems

131



CHAPTER 6. SSL-BASED ASSESSMENT

based on hand-crafted features removes these concerns.

Future works will include further analysis of the behaviour of the wav2vec2-based grading

system on different types of assessment task, e.g., including conversational data. We plan to

investigate other SSL approaches, i.e., recent models such as HuBERT (Hsu, Bolte, et al., 2021)

or WavLM (Chen et al., 2022), as well as other types of combinations, considering both shallow

and deep combination methods.

A limitation in our approach seems to be the use of mean pooling, which appears to provide

too compressed representations for longer utterances. To address this issue, we plan to replace

it with an attention mechanism.
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Discussion

The main contributions of this thesis consist of the approaches to speaking assessment and GEC

introduced in Chapter 4, the experiments on view-specific assessment reported in Chapter 5, and

the investigation of SSL-based approaches to speaking assessment illustrated in Chapter 6. This

chapter summarises and discusses the implications and limitations of the results of the previous

chapters, as well as several future avenues of research suggested by the work conducted to date.

First, we consider the experiments on proficiency assessment using grammatical features. In

Study 1 (see Section 4.1), we observed that the injection of features related to grammatical accu-

racy could improve the performance of a BERT-based grader when assessing speaking proficiency.

Furthermore, in this study, we explored initial approaches that leverage information derived from

written data to assess speech. The suggested explanation for the improvement after injecting

grammatical features was that BERT-based models, as they are pre-trained on a large amount

of written data, already possess written grammatical knowledge and are sensitive to violations of

written grammar to a certain extent. As a result, when evaluating written proficiency, they do

not need to be warned with explicit indications concerning errors. On the other hand, features

related to grammatical proficiency can be beneficial to understanding and decoding the typical

phenomena of oral language and learning spoken and conversational grammar. Two main limita-

tions of this study were: a) that the feature extractor extracts general information about 5 broad

categories of grammatical errors, but narrowing down and defining error types more specifically

could provide learners, teachers, and testers with more precious details about grammatical pro-

ficiency; and b) that we introduced a human bias, i.e., the ranking of error gravity, an issue that

could be addressed by investigating other strategies for extracting and weighing errors, e.g., an

attention mechanism.
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We addressed these two issues in Study 2 (see Section 4.2), in which we illustrated a pipeline

which starts from transcriptions of learner speech and then features a module for DD, a module

for GEC, and, finally, a module for proficiency assessment. First, we confirmed findings from pre-

vious studies, i.e., that disfluency removal is beneficial for GEC. In the final part of the pipeline,

GEC edit sequences were fed into a transformer-based grader to predict holistic proficiency

scores and formal correctness scores. We compared this grading system to a BERT-based grader

and found that the two systems have similar performances when using manual transcriptions.

Furthermore, we investigated two types of combinations and found that both bring significant

improvements for both the tasks of predicting holistic proficiency scores and formal correctness

scores. We noticed that a potential issue with the BERT-based grader is that it might not be fully

valid alone since its results are not interpretable to provide feedback to a learner. In addition

to boosting the assessment performance, the combinations with the GEC-based grader enhance

validity and explainability since this is based on clearly interpretable grammatical features. On

the other hand, when employing ASR transcriptions, the BERT-based grader obtains lower re-

sults than the GEC-based grader, most likely due to the relatively high WER. For this reason,

the GEC-based grader probably leverages certain GEC edit labels, which serve as proxies for

pronunciation issues as additional features, although we demonstrated that actual grammatical

errors are still extracted from ASR transcriptions and do still play a major role. Further work

considering the application of state-of-the-art end-to-end systems is warranted. Furthermore,

the integration of features derived from the DD module into a specific grading system should

also be explored.

Among other grading systems, a GEC-based grader was also employed in Study 3 (see Sec-

tion 5.1), whose main focus was on view-specific assessment. In particular, this study investi-

gated whether systems targeting specific aspects of proficiency (i.e., pronunciation, rhythm, text,

grammatical accuracy, and grammatical complexity) can be trained when only holistic scores are

available. We developed single-view graders whose predictions were seen to be partially different

from but complementary to all the others for the task of predicting holistic grades. We observed

that the combination of the 5 considered grading systems improves on the performance of each

single-view grader. In short, single-view grading should help deconstruct holistic proficiency and

make the holistic score significantly more interpretable, enabling useful feedback to learners with

specific indications about their forte and their weakness. With respect to the use of grammatical

features, we noted that current systems are generally designed for written texts and are not ideal

for spoken data. Therefore, further work should be undertaken in this sense. Furthermore, in
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this study, we only investigated one type of combination, so other types should be explored, con-

sidering both shallow and deep combination methods. As regards combinations, we also stressed

the importance of including other views of proficiency in order to provide a richer representation

of communicative competence. In particular, further work should investigate the assessment of

the sociolinguistic and pragmatic competences.

Our last two studies investigated SSL-based approaches to proficiency assessment exploiting

powerful speech representations to simultaneously encode acoustic and linguistic features without

a specific ASR module. In particular, Study 4 (see Section 6.1) considered whether it is possible

to use wav2vec 2.0 representations to assess L2 spoken English proficiency both holistically and

analytically. We compared wav2vec2-based grading systems to BERT-based baselines trained on

ASR and manual transcriptions and found that the former outperformed the latter on both the

tasks of holistic and analytic proficiency assessment. For the score related to lexical richness and

complexity, which was the only subscore on which the two strategies had a similar performance,

we found that two types of combination of the two models showed an interesting improvement,

thus suggesting a certain degree of complementarity. As concerns the relevance score, we observed

an interesting — albeit not remarkable — performance, probably due to the fact that the test

set essentially consists of a subset of the training set, but the graders did not leverage any

information derived from the question prompts. Therefore, we plan to explore strategies involving

the concatenation of the question prompt and the respective responses for the prediction of this

specific score. A limitation of this study is that we only compared wav2vec2-based graders to

BERT-based graders, which do not consider strictly speech-related features (apart from proxies

of fluency and pronunciation), and we did not consider a grader based on hand-crafted features

for further comparison. Another issue was the use of a relatively small quantity of training and

testing data.

We addressed both these issues in Study 5 (see Section 6.2), in which we explored the use

of wav2vec2-based graders on a large L2 learner corpus derived from the spoken parts of the

Linguaskill multi-part exams for L2 learners of English, and we compared their performance

to BERT-based graders and high-performance standard graders based on hand-crafted features.

First, we found that our proposed approach appeared to be sensitive to the nature of the responses

and showed a good performance for parts consisting of short spontaneous answers, probably due

to the use of mean pooling, which provides too compressed representation for longer responses.

To address this issue, we plan to replace it with an attention mechanism. Secondly, we found that

the three grading systems have comparable performances on overall grades, with the wav2vec2-
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based grading system showing some difficulties in assessing higher proficiency levels. Finally, we

combined the standard, the BERT-based, and the wav2vec2-based graders by means of different

linear combinations, and we found promising improvements. A potential issue with the wav2vec2-

based and BERT-based graders is that they are not fully valid alone since neither considers all

aspects of the assessment construct. Specifically, the former approach does not completely take

into account message construction (what is said), whereas the latter is limited in measuring

message realisation (how it is said), particularly with regard to pronunciation and prosody.

Moreover, their results are not interpretable to provide informative feedback to learners. As well

as boosting the assessment performance, combinations with the standard graders based on hand-

crafted features help contain this issue. We plan to conduct further analysis of the behaviour

of the wav2vec2-based grader on different types of grading tasks, e.g., including conversational

data. We plan to investigate other SSL approaches, as well as other types of combinations,

considering both shallow and deep methods.

Conclusions

This thesis investigated various automatic approaches to assessment and feedback of L2 English

oral proficiency. The work was motivated by the increasing demand for automated spoken

language assessment and feedback systems for applications in CALL, and part of it was conducted

in the framework of the ALTA project.5

The theoretical framework and historical background of L2 speaking assessment were illus-

trated in Chapter 1. Chapter 2 provided a review of automatic assessment techniques and

approaches from the early days to the present. In Chapter 3, we described the data used in

our studies, as well as other spoken corpora. Chapter 4 included two studies which investigate

GED, GEC, and the role of grammatical features in proficiency assessment. In Chapter 5, we

explored view-specific assessment. In Chapter 6, we illustrated our experiments with SSL-based

approaches to holistic and analytic proficiency assessment. Finally, the findings, implications,

and limitations of the experimental results and future perspectives were discussed in the previous

section. This section summarises the conclusions of this thesis with respect to the five research

questions posed in the Introduction:

1. How can we increase the performance of automatic speaking assessment systems based on

objective elements present in the data?

5mi.eng.cam.ac.uk/~mjfg/ALTA/index.html
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In Chapter 4, we described two studies which used grammatical features in different ways

to assess speaking proficiency. In line with previous studies, we showed that grammatical

accuracy and complexity could be considered consistent criterial elements for assessing

speaking proficiency. In particular, in Study 1, we introduced a ranking of error gravity

drawn from the frequency of errors in an L2 learner corpus, whereas, in Study 2, we used a

cascaded system including modules for disfluency detection, grammatical error correction,

and proficiency assessment. The latter was a transformer-based grading system, whose

attention mechanism should focus on the grammatical errors that have the most salience

to the output. In both studies, we demonstrated that the use of grammatical features could

improve the performance of automatic speaking assessment systems.

2. How can we increase the validity and interpretability of results and provide informative

feedback to learners, teachers, and testers?

We showed that self-supervised learning representations are extremely powerful and yield

remarkable results, but we discussed the lack of explainability of their performances several

times in this thesis. In this sense, not only did the use of grammatical features in Study 1

and Study 2 boost assessment performance, but it should increase the validity and inter-

pretability of results by providing informative feedback about grammatical proficiency. In

particular, the cascaded approach illustrated in Study 2 can be used to provide grammati-

cal error corrections and granular information about the grammatical accuracy of learners’

utterances.

Furthermore, in Study 3, we showed a viable strategy to extract information about indi-

vidual facets of proficiency when only holistic proficiency scores are available. In addition

to assessing analytic aspects of learners’ proficiency, it was shown that also the validity and

performance of holistic grading are improved.

Finally, in the final part of Study 5, we observed that the combination of grading systems

based on self-supervised representations with standard graders based on hand-crafted fea-

tures boosted the assessment performance and, at the same time, ensured the explainability

of results.

3. How can we assess communicative competence in speaking automatically?

In the first studies illustrated in this thesis, we mainly focused on aspects related to gram-

matical accuracy and complexity, and, although not with specific regard to proficiency
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assessment, we investigated fluency aspects in Study 2, in which we described disfluency

detection and removal.

Segmental and suprasegmental pronunciation, grammatical accuracy and complexity, and

— to a certain extent — vocabulary were investigated in Study 3 on view-specific assess-

ment, but we have already expressed the need to extend this study in order to include

other underlying aspects of communicative competence — especially sociolinguistic and

pragmatic elements — in a similar experimental framework.

In Study 4, among other experiments, we tried a wav2vec2-based grader and a BERT-based

grader for the task of predicting analytic scores related to specific aspects of proficiency,

namely pronunciation, fluency, formal correctness, relevance, lexical richness and com-

plexity, and communicative effectiveness. In this case, sociolinguistic competence was not

specifically featured in the human-assigned scores either.

Considering our studies and the existing literature on automatic speaking proficiency as-

sessment, we can conclude that many aspects of communicative competence have been

exhaustively analysed, but especially sociolinguistic competence should deserve more at-

tention. This disregard has been due to construct-related issues, in the first place: in

Chapter 1 and Chapter 2, we have highlighted the overlaps between linguistic competence

— with respect to vocabulary — and sociolinguistic competence, and we have also seen

that sociolinguistic and pragmatic competences suffer from crucial underspecifications, am-

biguities, and inaccuracies. Not only are these aspects challenging for automatic systems,

but they may even be misleading and problematic for human evaluators. Furthermore, the

reader may have noticed that some aspects of pragmatic competence, as described in the

CEFR, were not treated in detail or were incorporated into other elements, i.e., proposi-

tional precision, thematic development, flexibility, and turn-taking. It remains difficult to

clearly distinguish these aspects from the two main branches of fluency and coherence and

cohesion.

Another fundamental problem concerns the two principles of pronunciation assessment

since an L1-like pronunciation is still the goal of various CAPT resources and applications,

despite the supposed primacy of intelligibility. A promising approach to the automatic

implementation of the “intelligibility principle” seems to be the use of attention-based

models identifying and weighting each phone or each consonant and inter-consonant interval

in the learner’s utterance in relation to each of the others, which we used in Study 3,
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provided that the scores used as references are assigned in compliance with this principle.

In this regard, Lado’s question as to who should judge intelligibility remains open (see note

10 in Chapter 1).

4. How can we use written data in order to assess speaking proficiency?

In Chapter 2, we reported that various studies have used BERT embeddings, which are pre-

trained on massive written corpora, to assess speaking proficiency, and we also investigated

this approach in our studies. Specifically, in Study 1, we acknowledged that a crucial issue

in the field of automatic assessment of spoken language proficiency is the lack of data

specifically designed and annotated for this purpose, whereas there are numerous and large

publicly available written corpora. Therefore, we demonstrated that it is feasible to leverage

the information contained in written data to score speaking proficiency. Additionally, we

used features related to errors extracted from a large L2 learner corpus of writings to

increase assessment performance.

In Study 2, we demonstrated that it is possible to train grammatical error correction models

on publicly available written data and achieve state-of-the-art results. The information ex-

tracted from grammatical error correction was subsequently used for assessing both holistic

proficiency and formal correctness scores.

5. How can we assess speaking proficiency automatically, avoiding transcriptions?

We have seen that automatic transcriptions of L2 learner speech might often be inaccu-

rate, thus producing noise and propagating it to the rest of a typical automatic speaking

assessment (and feedback) pipeline. To avoid this problem, in Study 4 and Study 5, we

proposed the use of self-supervised learning speech representations to assess both analytic

and holistic proficiency. In particular, in Study 4, not only did we obtain promising results

for the prediction of scores related to strictly speech-related aspects of proficiency, such as

fluency, pronunciation, and communicative effectiveness, but we also achieved remarkable

performances for the task of predicting scores related to content-related features, such

as lexical richness and complexity, formal correctness, and — to a lesser extent — relevance.

This PhD project started in November 2019. In the last three and a half years, we have

witnessed groundbreaking approaches to language assessment, which are closely connected

to advancements and innovations in NLP and speech processing. For instance, BERT
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was released in 2018 and has become a standard architecture that has taken the world of

NLP by storm in recent years. Its use has been widely investigated in written and spoken

assessment, and we have employed it in all the studies presented in this thesis. Furthermore,

the first version of wav2vec was released in late 2019 and represented another milestone,

quickly becoming the baseline for SSL speech representations. In the field of CALL, it has

been mainly explored for mispronunciation detection and diagnosis, but we have shown

its promising results for holistic and analytic proficiency assessment. Apparently, the next

significant paradigm shift will be brought by large language models, such as GPT-3 (Brown

et al., 2020) and GPT-4 (OpenAI, 2023), which for the first time, have also attracted

laypeople’s attention. In her keynote at ISCSLP 2022, cited at the beginning of Chapter

5, Dr. Kate Knill also mentioned using ChatGPT6 for GEC obtaining interesting results,

although errors introduced by ASR still seemed to be problematic. A potentially interesting

use of ChatGPT could also be a ‘spoken version’ employed as a language teacher and tester,

which might engage learners in actual conversations in addition to providing assessment

and feedback on their language proficiency.

6openai.com/blog/chatgpt/

140



References

Abe, M. (2007). Grammatical errors across proficiency levels in L2 spoken and written English.

The Economic Journal of Takasaki City University of Economics, 49 (3), 4. Retrieved from

http://www1.tcue.ac.jp/home1/k-gakkai/ronsyuu/ronsyuukeisai/49 3.4/abema.pdf

Adams, M. L. (1980). Five cooccurring factors in speaking proficiency. In J. R. Frith (Ed.),

Measuring spoken language proficiency (p. 1-6). Washington, DC: Georgetown University

Press.

Alderson, J. C. (2007). The CEFR and the need for more research. The Modern Language

Journal , 4 (91), 659-663. doi: 10.1111/j.1540-4781.2007.00627 4.x

Alderson, J. C., & Wall, D. (1993). Does washback exist? Applied linguistics, 14 (2). doi:

10.1093/applin/14.2.115

Alikaniotis, D., Yannakoudakis, H., & Rei, M. (2016). Automatic text scoring using neural

networks. In 54th Annual Meeting of the Association for Computational Linguistics, ACL

2016 (pp. 715–725). doi: 10.18653/v1/P16-1068

Anderson, R. C., & Freebody, P. (1981). Vocabulary knowledge. In J. P. Guthrie (Ed.),

Comprehension and teaching: Research reviews (pp. 77–117). Newark: International Reading

Association.

Anderson, R. C., & Freebody, P. (1983). Reading comprehension and the assessment and

acquisition of word knowledge. In B. Hutson (Ed.), Advances in reading / language research

(Vol. 2). Greenwich: JAI Press.

Anderson-Hsieh, J., Johnson, R., & Koehler, K. (1992). The relationship between native speaker

judgments of nonnative pronunciation and deviance in segmentais, prosody, and syllable struc-

ture. Language learning , 42 (4), 529–555. doi: 10.1111/j.1467-1770.1992.tb01043.x

141



REFERENCES

Anderson-Hsieh, J., & Venkatagiri, H. (1994). Syllable duration and pausing in the speech of

chinese esl speakers. TESOL quarterly , 28 (4), 807–812. doi: 10.2307/3587566

Andor, D., Alberti, C., Weiss, D., Severyn, A., Presta, A., Ganchev, K., . . . Collins, M. (2016).

Globally normalized transition-based neural networks. In Proceedings of the 54th Annual

Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 2442–

2452). doi: 10.18653/v1/P16-1231

Andre-Obrecht, R. (1988). A new statistical approach for the automatic segmentation of contin-

uous speech signals. IEEE Transactions on Acoustics, Speech, and Signal Processing , 36 (1),

29–40. doi: 10.1109/29.1486

Arvaniti, A. (2009). Rhythm, timing and the timing of rhythm. Phonetica, 66 (1-2), 46–63. doi:

10.1159/000208930

Asakawa, S., Minematsu, N., Isei-Jaakkola, T., & Hirose, K. (2005). Structural representation of

the non-native pronunciations. In Proceedings of Interspeech 2005. Retrieved from https://

www.isca-speech.org/archive v0/archive papers/interspeech 2005/i05 0165.pdf

Attali, Y. (2007). Construct validity of e-rater® in scoring TOEFL® essays (Tech. Rep.

No. 1). ETS Research Report Series. Retrieved from https://files.eric.ed.gov/fulltext/

EJ1111570.pdf

Attali, Y., & Burstein, J. (2006). Automated essay scoring with e-rater® v. 2. The Journal

of Technology, Learning and Assessment , 4 (3). Retrieved from https://ejournals.bc.edu/

index.php/jtla/article/view/1650

Bachman, L. (1990). Fundamental considerations in language testing. Oxford: Oxford University

Press.

Bachman, L., & Palmer, A. (1996). Language testing in practice: Designing and developing

useful language tests. Oxford: Oxford University Press.

Baese-Berk, M. M., Drake, S., Foster, K., Lee, D.-y., Staggs, C., & Wright, J. M. (2021). Lexical

diversity, lexical sophistication, and predictability for speech in multiple listening conditions.

Frontiers in psychology , 12 , 661415. doi: 10.3389/fpsyg.2021.661415

Baevski, A., Zhou, H., Mohamed, A., & Auli, M. (2020). wav2vec 2.0:

A framework for self-supervised learning of speech representations. In Proceed-

142



REFERENCES

ings of the 34th Conference on Neural Information Processing Systems (NeurIPS

2020) (pp. 1–12). Retrieved from https://proceedings.neurips.cc/paper/2020/file/

92d1e1eb1cd6f9fba3227870bb6d7f07-Paper.pdf

Ballier, N., Gaillat, T., Simpkin, A., Stearns, B., Bouyé, M., & Zarrouk, M. (2019). A supervised
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Appendix A

TLT-school and TLT-GEC

question prompts

B1

• Answer the following questions. - Would you prefer to live in a town or in a small village?

Why?

• What’s your favourite TV channel? Why?

• What’s your favourite book? Why?

• Is fashion important to you? Why?

• What country would you like to visit in the future? Why?

• How do you use the Internet?

• Your friend doesn’t do much sport; convince him that playing sports is useful and fun and

is a healthy way to spend your free time. Give some advice on how to get started and get

him involved in your activity.

A2

• Answer the questions in English: it’s your first day in a new school. Introduce yourself

to the class in English and talk about the following topics. - Greetings - Where you come
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from - Your hobbies and what you do in your free time - Your family - Favourite foods and

drinks - Your friends/mates - What you did last night or last weekend - What you want to

do when you grow up (what are your plans for the future) and why.

• Nowadays sport is increasingly present in the life and interests of teenagers and probably

also in yours. You will be asked questions that you will answer by considering your personal

habits. Attention: it is very important that you explain the reasons for your answers! - Do

you play sport?

• Do you prefer outdoor or indoor sports? Why?

• Talk about your favourite sport.

• What TV programmes on sport do you watch? Why?

• Why is it important to do sport regularly?
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Appendix B

Linguaskill question prompts

Linguaskill General

The following question prompts are part of the Linguaskill practice materials.7

Part 1

You will be asked 8 questions. Listen to each question and answer after the tone.

For questions 1-4, you will have 10 seconds to speak. For questions 5-8 you will have 20

seconds to speak.

• What’s your name?

• How do you spell your family name?

• Where are you from?

• Do you work or are you a student?

• What do enjoy doing at weekends?

• Do you get many opportunities to speak English?

• What’s the best thing that happened to you last week?

• Where would you like to live in the future?

7cambridgeenglish.org/exams-and-tests/linguaskill/information-about-the-test/practice

-materials/
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Part 2

You will see 8 sentences on the screen. You will have 10 seconds to read each sentence aloud

after the tone.

• The library is closed for staff training until 11 am.

• Mrs Hill would like to accept the invitation.

• The bus timetable can sometimes change at short notice.

• Thank you for coming to the film club’s summer event.

• How easy will it be for students to find accommodation near the university?

• After you have finished making online payments, remember to log out of your account.

• A ‘UV index’ reading of 11 indicates an extreme risk of harm from the sun’s rays.

• On average there are twice as many applicants for undergraduate degree courses as places

available.

Part 3

You will have 1 minute to talk about a topic. First, you have 40 seconds to read the task and

prepare what you are going to say. You will then have 1 minute to speak. Please speak for all

the time you have.

Talk about a person you know that is special to you.

You should say:

• who the person is

• how you know the person

• why the person is special to you.

Part 4

You will have 1 minute to leave a message for an English-speaking friend about some visual

information. First, you have 1 minute to look at the information and prepare what you are going
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to say. You will then have 1 minute to leave your message. The visual information will stay on

the screen. Please speak for all the time you have.

Your English-speaking friend needs to travel to a nearby city.

This table shows the different ways your friend could travel.

Leave a message for your friend, recommending a way to travel and explaining why you think

this way to travel is best.

Part 5

You will hear five questions about a topic. First, you have 40 seconds to read the task. After you

hear each question, you will have 20 seconds to give your answer. Please speak for all the time

you have.

A researcher is writing a report about young people’s leisure time. He wants to find out your

opinion about the importance of leisure time for young people.

He will ask you questions about:

• daily leisure time

• playing sports

• being alone
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• joining clubs

• too much leisure time

How important is it for young people to have some leisure time every day?

In your opinion is it a good idea for all young people to play sports?

Is it better for young people to spend their leisure time alone or with other people?

Some people say that all students should join university clubs. Do you agree?

How might having too much leisure time affect how well students are doing in their courses?

Linguaskill Business

Part 1

You will be asked 8 questions. Listen to each question and answer after the tone.

For questions 1-4, you will have 10 seconds to speak. For questions 5-8 you will have 20

seconds to speak.

• What’s your name?

• How do you spell your family name?

• Where are you from?

• What’s your job?

• How long have you been with your present company?

• How do you use English in your work?

• What are the opportunities for promotion in your current job?

• What will you do at work next week?

Part 2

You will see 8 sentences on the screen. You will have 10 seconds to read each sentence aloud

after the tone.

• The team needs sales staff who can speak more than one language.
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• The 5% discount is only on orders over $10,000.

• Have the long-term goals of the company changed?

• Your account will become active on receipt of the first payment.

• Mrs Atkins called to say that she is away at a marketing conference this week.

• The R&D budget has been frozen for five years but will increase again next January.

• The organisation, which has its headquarters in Canada, has now expanded into many

European countries.

• The best way to reduce distribution costs is to use our subsidiary to transport goods.

Part 3

You will have 1 minute to talk about a topic. First, you have 40 seconds to read the task and

prepare what you are going to say. You will then have 1 minute to speak. Please speak for all

the time you have.

Talk about a training course you have attended for your work.

You should say:

• what the course was

• why you did the course

• whether you would recommend this course.

Part 4

You will have 1 minute to leave a message for an English-speaking friend about some visual

information. First, you have 1 minute to look at the information and prepare what you are going

to say. You will then have 1 minute to leave your message. The visual information will stay on

the screen. Please speak for all the time you have.

Your manager has asked you for information about the types of complaints your company

has received.

This chart shows the percentage of total complaints received during Years 1 – 4.

Look at the chart and then talk about the information, describing how the types of complaints

changed during the four years.
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Part 5

You will hear five questions about a topic. First, you have 40 seconds to read the task. After you

hear each question, you will have 20 seconds to give your answer. Please speak for all the time

you have.

A business owner is thinking about using sponsorship to publicise his company. He wants to

find out your opinion about the best way to organise a sponsorship programme.

He will ask you questions about:

• benefits for companies

• who to sponsor

• length of sponsorship

• possible problems

• judging success

In your opinion, what are the benefits of companies offering sponsorship?

Would it be better to sponsor an individual or an organisation?

How long should a sponsorship programme last?

What problems could there be with a sponsorship programme?

How could a company judge whether its sponsorship has been successful?
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