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Abstract

This technical report describes a dataset which contains diachronic data about
the everyday life of one hundred fifty-eight university students over a period
of four weeks, and also additional synchronic data about profile, e.g., demo-
graphics, routines, personality. The diachronic data are collected from thirty-four
sensors, both hardware and software, associated to around 100+ thousand self-
reported annotations. The dataset has been collected based on an ontological
representation of the situational context and following various reference stan-
dards, e.g., HETUS and the Big Five. The data collection is motivated by the
rise of so-called people-centric sensing paradigm, wherein sensors embedded in
mobile phones and other wireless devices are used to collect large quantities of
continuous data pertaining to the behavior of individuals and social networks.
These datasets offer unique opportunities to investigate the diversity and daily
routines of university students in a multi-layered perspective.

1 Background & Summary

Academic performance is an important issue for the Italian university system.
Empirical evidence shows that academic achievement is a possible cause for stu-
dents’ drop-out and the time required for obtaining a university degree [1]. On
one hand, these consequences can affect the chance of finding a (good) job af-
ter the degree and, on the other hand, they represent a waste of economic and
social resources within a society [2]. Empirical researches have shown how stu-
dents’ time management ability and its translation into time allocation between
academic and other daily are important aspects that have an impact on stu-
dents’ performance [3]. This is especially true for higher education institutions in
which students have to plan and to organize their study schedule usually without
parental support or teacher supervision [4]. However, students’ time allocation
has received little interest in sociological research [5] and this is partially due to
the available data and their reliability. Surveys usually ask to students to report
their total amount of time they spend for any given activity, e.g. studying or
attending lessons or filling a time diary for a day. These tools suffer from differ-
ent problems that may affect the quality of time use data. The Smart University
project aims at filling this gap in the literature and this document describes the
first iteration of the project called SmartUnitn(Two), which was carried out in
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the University of Trento in late 2016. Although it was designed and run with-
out explicitly following the experiment design methodology, it still is a relevant
example of the new type of interdisciplinary experiments.

The final goal of the project (and thus of its iterations) is to understand
how the spatio-temporal organization of the students of different degrees affects
their academic performances. The analysis will be conducted using personal data
about the users, collected from a cross-sectional questionnaire and two type of
longitudinal data, deriving from time diaries and sensor data collected from the
i-Log app, installed on the students’ smartphone.

2 Methods

The overall data collection process lasted six weeks. The process was articulated
as a two-stage data collection, as follows:

— The first synchronic data collection, administered through a set of three
standard close-ended questionnaire, allowed to collect self-reported general
data on material on social practices;

— The second diachronic data collection, administered via a smartphone app,
allowed us to observe the students’ daily routines.
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Fig. 1. Schematic representation of the study protocol

As described in Figure 1, the first two weeks were dedicated to the sample
recruitment. This was performed by sending two initial questionnaires, i.e., invi-
tation and assessment of habits. The remaining month was entirely dedicated to
the data collection through the app installed on the students smartphone. Dur-
ing all the data collection a help-desk was active, and ready to support students
in all the problems which were arising.

2.1 Data collection tools

The questionnaires were managed with the LimeSurvey [6] platform. An invi-
tation to participate in the online survey was sent through LimeSurvey to the
email address of students enrolled at the various universities. This data collec-
tion was based on the use of Time Diaries. In the social sciences, time diaries
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are a classic data collection tool [7], where respondents are asked to indicate
three main dimensions of their everyday life: the activities performed, the loca-
tions they visit, and the people around them. Time diaries can be administered
either as “leave behind diaries”, where the respondents fill the data in real time
as the day progresses, or as “recall diaries", where respondents must recall their
activities for the previous day. Via iLog app [8,9]', students had the possibility
to answer in real time, where questions and answers were managed in a way to

follow the HETUS standard?.

2.2 Sample design

The sample was selected within the entire student population of the University
of Trento. All students were sent an invitation to participate in the survey,
excluding a priori those who did not have a smartphone compatible with the
study (only Android Operating System greater than 5.0) or did not regularly
attend classes. After the first contact via email, the online questionnaire was
sent to investigate their habits and routines. The last step consisted to send a
password to be used to download and install the iLog. This activity resulted
into 1042 responses. Out of these responses, we deleted those from students who
were born after 1993 (with the goal to limit the dynamics of out-of-school late
students) and students who did not actively participate in university life. Of
the 860 candidates, 318 students were selected, weighting the sample in such
a way that it was proportional to the student population of each department.
This last step was taken to avoid the misrepresentation of daily routines due to
the different schedules and University sub-communities. As from the title of this
paper, this dataset contains data about only 158 participants. This reduced size,
with respect to the 318 students mentioned above is the consequence of the data
cleaning, done during the data preparation step described in the next section,
where all the participants with a small participation to the survey were dropped.

2.3 Incentives strategy

The Incentive strategy consisted of paying a fixed salary and giving a series of
bonuses. All participants who filled in at least 75% of the questions received
€20 every two weeks. Furthermore, they had the opportunity to participate in
the draw for three prizes of €100 for the first two weeks of participation and of
further three prizes of €150 for the second two weeks. Finally, every day three

1 [10-14] is a list of publications which describe the use of iLog and of iLog collected
data in various experiments. Currently, iLLog runs on Android devices; the iOS version
is under development. The possibility of collecting both user answers and sensor data
makes iLog quite unique (see [15-17] for a list of other tools currently available). This
double facility is quite important in that it allows to improve the state of the art in
time diaries [18,19], especially if structured [20].

2 Harmonized Buropean Time Use Surveys: https://ec.curopa.cu/eurostat/web /time-
use-survey
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prizes of €5 were drawn and communicated via email to the winning participants.
The goal of the prized was (i) to keep the participants’ attention high; (ii) to
encourage communication with the help-desk.

3 Data records

The final dataset contains data about only 158 participants. This reduced size,
with respect to the 318 students mentioned above is the consequence of the data
cleaning, done during the data preparation step described in Section 4, where
all the participants with a small participation to the survey were dropped. The
following paragraphs are aimed at describing the data from the three different
sources, namely (i) questionnaire; (ii) time diaries; (iii) sensors.

3.1 The questionnaire

Table 1 shows how the sample is balanced according to the main characteris-
tics, namely gender, age and departments in which the students were enrolled.
Furthermore, it shows the range of annotations given from the participants. The
psycho-social characteristics of the participants are described in table 2.

Table 1. Descriptive statistics of the participants

%
Gender
Female 48.7
Male 51.3
Age
<22 47.5
22-26 52.5
Departments

Hard Sciences 37.3
Soft Sciences 33.5
Humanities 29.2
100.0
Total (N=158)
iLog Obs.  396-
932

Concerning personality traits (BFI-10), the average of the scores is between
6.1 and 7.3, with a maximum standard deviation of 2.17 reached in the case
of the Neuroticism variable. The range of responses goes from 2 to 10. As for
procrastination (IPS), the average is 22.7, with a standard deviation of 6.25,
while the range of responses goes from 10 to 40. As for smartphone addiction
(SAV-SV), the mean is 27.5, with a standard deviation of 17.6, while the response
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Table 2. Descriptive statistics of the psycho-social traits

mean sd range
Agreeableness 6.7 1.74 2-10
Conscientiousness 7.3 1.76 2-10
Extraversion 6.1 1.94 2-10
Neuroticism 6.6 2.17 2-10
Openness 6.9 1.92 2-10
Procrastination 22.7 6.25 10-40
Smartphone Addiction 27.5 17.6 0-93.3
Perceived Stress 43.3 174 7.5-85

range is from 0 to 93.3. Finally, as regards perceived stress (PSS), the average is
43.3, with a standard deviation of 17.4, while the range of responses goes from
7.5 to 85.

Other variables collected concerned (i) the routine of daily and extraordinary
journeys considering the times and means used; (ii) work routine; (iii) the study
and class attendance routine. Therefore, in addition to psycho-social traits, 27
questions were asked, for a total of 78 variables collected, most of which do not
have missing data.

3.2 The time diaries

The bar-plots for each of the answers to the time diaries questions are presented
below. The total of observations is 168,095, including missing values.

From Figure 2, in 25,084 (24.7% of the total of non-missing answers) cases the
students declared that were "Sleeping", answering at the question "What are
you doing?". In addition, 17,459 (17.1%) annotations concerned "Studying",
while 9,156 (9.0%) annotations were "Eating", followed by all the others. The
answers to the question "How are you moving?" are much less, as the question
appeared only if the participant claimed to be "En route". Most of these were
"By foot" (3.169, i.e. 36.7%). As for "Where are you?", 53+ thousands (more
than 66%) of the annotations concerned a home or a home of parents or friends,
while the second most used category of answers concerned university places
, especially "Classroom" with 9.737 (12.2%) annotations. In general, students
found themselves "alone" most of the time, with 41,269 (46.8%) annotations or
with friends in 16.7% of cases. Finally, the "mood" was more positive for most
of the annotations (52,527, i.e. 59.5%), while it was rarely really negative, only
in 1.7% of cases.

3.3 The sensor data

The sensor data collected are rather rich and diversified. We are not aware of any
other dataset with similar properties. Furthermore some of the sensor selected
are somewhat unusual. The data from the sensors can be divided into:
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Fig. 2. Amount of answers for each questions: "What are you doing"(WA), "How are
you moving?" (T), "Where are you?" (WE), "With whom are you?"(WI), and "What
is your mood?" (M).

o]
Shop
Canteen -
Alone -
Partner -
Other -

Relatives H. -
Restaurant -
University -
Work place -
Entertainment -
Friend(s)-
Relative(s)
Classmate(s)
Roommate(s) -
Colleague(s)

— Hardware (HW) sensors, that in our case corresponded to the two version
of the location, namely GPS(rounded down) and Point Of Interest (POI)
reported in Table 3;

— Software (SW) sensors, by which we mean all the SW events that can be
collected from the Operating system and SW, for instance the Wifi the HW is
connected and so on. The complete list of SW sensors is reported in Table 4.

Table 3. HW sensors.

No HW Sensor N. Obs. Estimated Frequency U.M.
1 Position 4.144.214 Once every minute degrees, minutes, seconds
2 POI 1.583.389 Once every 5 minutes Unitless

In these two sensor tables, the frequency by which the sensors are captured is
reported, according to the following conventions: on change means that the value
of the sensor is recorded only when the current value is changed (along with a
timestamp of when it happened), up to X samples per second means that for each
second the value of the sensor will be stored up to maximum of X times (these
values are estimated), and once every Y means that the values of a sensor is
recorded once the time Y has passed (these values are estimated). The meaning
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Table 4. SW sensors.

No SW Sensor N. Obs. Estimated Frequency U.M.
3 Audio mode [Silent/Normal]  2.042.901 On change Unitless
4 Battery Charge [ON/OFF| 42.664 On change 0/1
5 Battery Level 26.934 On change %

6 Doze Modality [ON/OFF] 11.914 On change 0/1

7 Flight Mode [ON/OFF] 2.567 On change 0/1

8 Headset plugged in [ON/OFF| 171.677 On change 0/1

9 Music Playback (no track infor-  92.510 On change 0/1
mation) [ON/OFF]

10 Notifications received 3.224.577 On change Unitless
11 Proximity 11.405.724 On change 0/1
12 Running Application 35.184.768 Once every 5 seconds Unitless
13 Screen Status [ON/OFF] 1.252.576 On change 0/1
14 WIFI Network Connected to 747.366 On change Unitless
15 WIFI Networks Available 2.859.187 Once every minute Unitless

of the sensors is described in the codebook that can be downloaded from the
dataset Catalog.

4 Technical validation

The data preparation consisted of two main activities:

1. Data cleaning, with the goal of consolidating data and bringing them up to
the desired quality

2. Anonymization, aiming at removing any type of personal information from
the data set

In the first phase sensor data were only modified and simplified in their internal
format to make it easier to manipulate them. The data cleaning of the online
questionnaire consisted of the normalization of all the value labels, where all
the relevant personal information was deleted (e.g., email) or substituted with
an unique identifier (personal names). The details of the anonymization are
reported in the next subsection. As to the time diaries, the total amount of
recorded annotations were 139.239. Of these, 107.850 were collected in the first
two weeks and 31.389 in the second two weeks. However, not all the students have
completed the data collection. Of the 307 students contacted, 273 completed the
installation procedure correctly, while only 237 provided answers for more than
two days. For this reason we have decided to keep only the participants who:

— completed the time diaries for at least 14 days (both for the firsts and the
seconds weeks)

— provided at least 300 answers for the firsts weeks

— provided at least 100 answers for the seconds weeks
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The final number of valid subjects for the first two weeks was 150 out of which
88 were also selected for the second two weeks. In the end, 158 participants have
been included in the dataset, where the extra 8 participants were identified by
slightly relaxing the requirements for the first two weeks, given their very good
performance in the second two weeks.

The anonymization procedure dealt with all possible sources of possible iden-
tification, namely: (i) Personal Data Anonymization, (ii) Network Anonymiza-
tion and (iii) GPS Anonymization. Notice however that this is not enough, in the
sense that this dataset, like any other dataset of the same kind, would lead to re-
identification if cross-checked with other datasets. Because of this, this dataset
is not published open in the Web. This dataset can only be used in isolation and
under certain precise conditions (see below the section on distribution).

For what regards the Personal Data Anonymization, all personal informa-
tion, i.e., e-mail address, home address, name and surname, has been removed
from each of the three types of datasets (online questionnaire, time diaries and
sensors), still making sure that the same unique identifier would be assigned to
the same person across all three datasets.

For what concerns Network Anonymization, there are three possible sources
of re-identification, namely: (i) WiFi-event, that shows the WiFi network the
smartphone is connected to; (ii) cellular-network, that shows the roaming net-
work; and (iii) WiFi-networks-event, that shows the WiFi networks that are
available in the environment. For each of these sensor files, the relevant columns
have been anonymized via the use of unique identifiers. A hash function was
applied to the WiFi network name, with a function that cannot be reversed (the
SHA-256 cryptographic function is used to perform the hashing).

For what concerns GPS Anonymization, the main problem is that the position
of a person, in particular if joined with the specific time and day, leads very easily
to re-identification, in particular when a person is in places which are not too
crowded (e.g., outside cities) or when collected for a long period of time. The only
solution is to make the spatio-temporal information more ambiguous. There are
many ways of doing this, all having different consequences of the usability of the
dataset for research. The GPS information of this data set has been anonymized
in two different ways

1. Round Down Here the idea it that precision is deliberately truncated from
the location sensor so that it becomes anonymous but in a way to be still
useful for certain scientific purposes. Furthermore, the dates associated to
each GPS point are truncated;

2. Point of Interest (POI). Here the idea is to collect only those points where
the user has spent more than a certain amount of time. In this dataset, if
latitude and longitude do not change for one minute then a POI tag is added
to the stream. For each POI the elapsed time in seconds is also added. GPS
longitude and latitude readings are removed. The POI is selected to identify
a general location (suburb, city, region) and the closest relevant places (bar,
restaurant, lake, etc).
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These procedures have produced two sets of datasets, that we call RoundDown
and POI, each containing all the other sensors. For privacy reasons, only one of
the two datasets can be downloaded by the same research institution (the union
of the two would easily lead to re-identification).

5 Usage notes

The dataset is available in different formats, depending on the type of data:

— Questionnaire and time diaries: they are available in the different formats
supported by the main software, namely STATA (.dta), SPSS (.sav), R (.rds)
and EXCEL (.xlsx)

— Sensors and time diaries: they are available in .csv format and in PARQUET.

The main entry point documentation for this dataset is the web-page:
http://livepeople.datascientia.eu/workspace/smartunitntwo

The website contains links for further information regarding:

1. The tools used, including the link to the questionnaire and the iLog docu-
mentation;

2. Description of the labels and the values of the variables

3. Descriptive and summary statistics of the collected data

Additionally, the website contains a sample of the dataset and links to all
articles that have been published through the dataset. Further documentation
and metadata will be provided in the project catalog.

Because of the type of data, to be fully compliant with GDPR, in order to
have access to any of the datasets described in this paper, a licence must be
signed. The details of how to enable this will be provided after contacting us
at the following email datadistribution.knowdive@unitn.it. Some relevant
licensing conditions are: (i) the datasets may only be used for research purposes;
(ii) redistribution of the datasets is forbidden; (iii) the datasets cannot be made
public (e.g., on a website) or given to a third part.

6 Code availability

Any scripts for the data preparation or for the analysis of the dataset will be
shared on the catalog.
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