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Chapter 1

Introduction

1.1 Silicon Photonics

In the last century Silicon has brought a revolution in electronics. Thanks

to semiconductor technology it is now possible to make devices in an inte-

grated and scalable manner. The complementary metal-oxide semiconduc-

tors (CMOS) allowed to have fast and low-power consumption chips with

nanometric sized transistors. The grow of microelectronics was set by the

Moore’s law in 1965, which predicts that the number of transistors on a mi-

croprocessor chip will double every two years.

Meanwhile, the world of communications is changing too. Optical fibers

are replacing copper wires all around the world. Indeed, optical fibers are

more performing than copper cables while allowing high speed transmission

over very long distances at higher bandwidth.

The two technologies of communication and computers are still separated

because they are based on different material platforms: silicon for electron-

ics and silica and III_V semiconductors for the optical communication. In

the recent years, a new approach has been introduced to merge these two

worlds: silicon photonics. The aim of silicon photonics is to close the gap be-

tween communication and data processing [1]. Nowadays heavily integrated

silicon photonics devices have been proposed. One of the recent develop-

ments is towards silicon acting as an active material for wavelength conver-

sion, electro-optic modulation and generation of entangled photons pairs for

quantum applications. Mostly, this can be done by using nonlinear optical

1
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phenomena.

1.2 Nonlinear Optics

In order to understand nonliner optics, let us assume that the material po-

larization P is proportional to the applied electric field E. When the electric

field is strong enough to be compared with the field inside atoms, this affects

the electronic distribution in the cristalline structure, changing the material

response to the applied field [2].

In a one-dimensional description, the polarization and the applied field

are related by:

P = αE (1.1)

where α is a proportionality constant. For the Lorenz linear model, the atoms

can be seen like harmonic oscillators and the relation between polarization

and applied field is the equivalent of the Hook’s law [3]. If the field is strong

enough, it starts to affect the electronic distribution inside the atom. This

can be seen like a perturbation on the field E, and so the equation 1.1 can be

modified, using a Taylor expansion, in

P = αE + βE2 + γE3 + ... (1.2)

where α, β and γ are proportionality constants. The term proportional to E
is the linear term, the term proportional to E2 is the second order nonlinear

term, the term proportional to E3 is the third order nonlinear term, and so on.

Increasing the applied field it is possible to enable higher order nonlinearities.

In a more general formulation, we can write 1.2 like:

P = P0 + P(2) + P(3) + ... = P0 + PNL (1.3)

being P0 the linear polarization vector and PNL the nonlinear polarization

vector given by the sum of all the n order nonlinear terms P(n) [4]. From

equations 1.2 and 1.3, setting out the equation for the linear constant α and

nonlinear constant β and γ it is possible to write:
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P0 = ε0χ(1) · E = ε0 ∑
ij

χ
(1)
ij Eiûj (1.4)

P(2) = ε0χ(2) : E2 = ε0 ∑
ijk

χ
(2)
ijk EiEjûk (1.5)

P(3) = ε0χ(3)...E3 = ε0 ∑
ijkl

χ
(3)
ijklEiEjEkûl . (1.6)

ε0 is the vacuum permittivity, χ(1) is the first order susceptibility tensor

and it is related to the refractive index tensor n by the relation χ
(1)
ij + 1 =

n2
ij, χ(2) is the second order susceptibility tensor and χ(3) is the third order

susceptibility tensor.

1.2.1 Second order nonlinearities

To evaluate second order nonlinear phenomena the electric field can be writ-

ten as a superposition of two monochromatic waves:

E (r, t) = <
[

2

∑
n=1

Ẽn (r, ωn) e−iωnt

]
=

2

∑
n=1

[
En (r, ωn) eiωnt + c.c.

]
(1.7)

where Ẽn (r, ωn) = 2En (r, ωn).

From equation 1.5, the second order nonlinear polarization is obtained:

P(2) (r, t) = ε0χ(2) :
[
E2

1 (r, ω1) e−i2ω1t + E2
2 (r, ω2) e−i2ω2t+

+2E1 (r, ω1)E2 (r, ω2) e−i(ω1+ω2)t+

+2E1 (r, ω1)E∗2 (r, ω2) e−i(ω1−ω2)t+

+E1 (r, ω1)E∗1 (r, ω1) + E2 (r, ω2)E∗2 (r, ω2)]

+ c.c.

(1.8)

Each line of equation 1.8 describes a different second order nonlinear pro-

cess. The first line describes Second Harmonic Generation (SHG), where a pho-

ton at frequency ω2 is generated from two photons at frequency ω1 = ω2/2.
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Figure 1.1: Schemes of the Second Harmonic Generation (SHG), Sum Frequency
Generation (SFG) and Difference Frequency Generation (DFG) processes in a quan-
tum picture.

The second line describes Sum Frequency Generation (SFG), where two pho-

tons at frequency ω1 and ω2 annihilate and a photon of a frequency ω1 + ω2

is generated. The third line describes Difference Frequency Generation (DFG),

where the generated photon has a frequency ω1 −ω2. The last line is related

to Optical Retification (OR) and generates a DC component.

1.2.2 Third order nonlinearities

Adopting the same procedure used for the second order nonlinear polariza-

tion vector, also the third order nonlinear polarization vector P(3) can be de-

rived. The final result, where for simplicity all the permutations on the wave

indices are omitted, is

P(3) (r, t) = ε0χ(3)...
[
E3

1 (r, ω1) e−i3ω1t+

+3E2
1 (r, ω1)E2 (r, ω2) e−i(2ω1+ω2)t+

+3E2
1 (r, ω1)E∗2 (r, ω2) e−i(2ω1−ω2)t+

+6E1 (r, ω1)E2 (r, ω2)E3 (r, ω3) e−i(ω1+ω2+ω3)t+

+6E1 (r, ω1)E2 (r, ω2)E∗3 (r, ω3) e−i(ω1+ω2−ω3)t+

+3 |E1 (r, ω1)|2 E1 (r, ω1) e−iω1t+

+6 |E2 (r, ω2)|2 E1 (r, ω1) e−iω1t
]

+ c.c.

(1.9)
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Figure 1.2: Schemes of the Third Harmonic Generation (THG), stimulated Four Wave
Mixing (FWM) and Self Phase Modulation (SPM) processes in a quantum picture.

The term in the first line describes Third Harmonic Generation (THG). Simi-

larly to SHG, THG is obtained when three photons with identical frequencies

ω1 annihilate and a photon is generated at the triple frequency ω3 = 3ω1.

The elements from the second to the fifth lines describe stimulated Four
Wave Mixing (FWM), which takes place when two pump waves interact with

a weak wave, providing an amplification of the weak wave and the genera-

tion of a fourth wave. The generated wave at lower frequency is called signal

and the generated wave at larger frequency is called idler. A different pro-

cess that involve four waves is the spontaneous FWM, that is a non-classical

process that is stimulated by vacuum fluctuations. In this case, the signal

and the idler photons are directly generated without the interaction with the

weak wave [5].

The term in the sixth line describes the Self Phase Modulation (SPM), that

is governed by the real part of χ(3) and is responsible of intensity-dependent

perturbations of the refractive index, and the Two Photon Absorption (TPA),

that is controlled to the imaginary part of χ(3) and is responsible of intensity-

dependent variations of the absorption coefficient. SPM is known also as AC

Kerr effect. In this case, the material refractive index n can be written as [6]:

n = n0 + n2 I + i
λ

4π
[α0 + βTPA I] (1.10)

with n0 linear refractive index, α0 linear loss coefficient, λ wavelength, n2

Kerr coefficient, βTPA TPA coefficient and I field intensity. The coefficients n2
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and βTPA are related to the effective third order nonlinear coefficient χ
(3)
e f f by

[6, 7]:

n2 =
3

4ε0cn2
0
<
(

χ
(3)
e f f

)
(1.11)

βTPA =
3ω

2ε0c2n2
0
=
(

χ
(3)
e f f

)
(1.12)

with c speed of light in the vacuum. This two coefficients are related together

by the Figure Of Merit FOM = n2/ (λβTPA). Larger is the FOM, more effi-

cient is the third order nonlinearity of the material.

The term in the seventh line indicates Cross Phase Modulation (XPM), where

the propagation of a signal at frequency ω1 is perturbed by a signal at fre-

quency ω2.

When one wavelength is weaker than the others or is set to DC, a peculiar

dependence of P(3) (r, t) appears. Let us consider in 1.9 the second and the

third lines and let us use a DC field for ω2 (i.e. ω2 = 0), then:

P(3) (r, t) = 3E2
1 (r, ω1) EDCe−i2ω1t + 3E2

1 (r, ω1) EDCe−i2ω1 (1.13)

which resembles to a SHG process. However, a DC electric field is needed to

enable SHG by χ(3). This process is called Electic Field Induced SHG (EFISH).

Moreover, when ω3 = 0, additional phase-modulation terms appear in P(3),

introducing a perturbation of the material refractive index. This perturbation

scales quadratically with the low-frequency wave amplitude. This process is

called DC Kerr effect and is the first nonlinear optical effect demonstrated in

1875 by the scotsman John Kerr.

1.2.3 Phase matching

All the processes that involve frequency conversion, such as SHG, DFG, SFG,

THG and FWM are called parametric processes. Parametric processes are

related to the real part of the suscettibility tensor, therefore photon energy

conservation always occurs, while non-parametric processes are related to

his immaginary part.
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(a)

(b)

Figure 1.3: In the case of perfect phase matching (∆β = 0) all the generated wavelets
sum in a constructive way.
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In order to be efficient, parametric processes need to satisfy the phase
matching condition. For the phase-matching condition in a SHG process, it

defines the propagation constant β as:

β =
2π

λ
n (1.14)

and the mismatch coefficient ∆β as:

∆β = 2βp − βSH = 2
2π

λp
np −

2π

λSH
nSH =

4π

λp

(
np − nSH

)
, (1.15)

where βp and βSH are the propagation constants for the pump wavelength

(i.e. at frequency ω1) and for the second harmonic wavelength (at frequency

ω2 = 2ω1). In order to satisfy the phase matching condition, the mismatch

coefficient must be close to zero. This is because the generation efficiency is

proportional to a coefficient of form sinc2
(

∆βL
2

)
where L is the length of the

region where interaction occurs [3]. To satisfy the phase-matching condition

means that all the contributions to SH generated in different region of the

sample add up constructively. This condition is hard to fulfill automatically.

Therefore, different techniques were developed to ease the task. In particu-

lar, in integrated photonics, thanks to the effective index dispersion, a used

phase-matching technique is the intermodal phase-matching [8]. It consists in

the use of different optical modes in a waveguide for the pump and the sec-

ond harmonic, in order to obtain phase-matching between the two waves. In

fact, the effective index in a waveguide is a function of the wavelength. This

effect is due to the chromatic dispersion of the material. Another technique

is the birefringent phase-matching [9, 10], where the two waves, propagating

with different polarizations, are subjected to different refractive indexes due

to the birefringence of the material. Both these two techniques work on np

and nSH in order to achieve the condition ∆β = 0, so that a perfect phase-

matching between the pump and the second harmonic is achieved. Another

mechanism that can be used is the Quasi Phase-matching Condition (QPM). In

this technique, the phase-matching condition is achieved by using a spatial

modulation of the material nonlinearities to account for the mismatch be-

tween the two different modes. In this way the new mismatch parameter is
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∆β = 2∆βp−∆βSH + 2πm
Λ , where m is an integer number and Λ is the period-

icity of the nonlinearity variation [3]. The most common way is to introduced

a periodic change in the sign of the nonlinear coefficient of the material creat-

ing periodic structure in the nonlinear medium [36]. This technique is called

poling. There are also many different techniques exploiting natural proper-

ties of nonlinear materials. An example is the use of the 4̄ symmetry phase

matching in crystals like GaP, GaAs and ZnSe. 4̄ symmetry means that using

a 90◦ and a crystal inversion it is possible to reproduced the original crys-

talline structure [11]. In a material that shows this kind of symmetry it is pos-

sible to create a periodic structure rotating the crystal of 90◦ in a periodic way

along the waveguide. In this structure the propagating wave experiments a

periodic domain inversion.

Figure 1.4: Generation efficiency as a function of the propagation length. When
the phase matching condition is respected the process reach the maximum of the
efficiency.

1.3 The NEMO project

The work reported in this thesis was within a national project named NEMO

[12]. The project NEMO (Nonlinear dynamics of optical frequency combs) is a 36

months Research Project of National Interest (PRIN) that started in 2017. Part-



INTRODUCTION 10

ners of the projects are the University of Brescia, the University La Sapienza
of Rome, the CNR institute of Naples, the INO institute of Florence and the

University of Trento. The goal of the project is to find chip-scale integrable

methods for the generation of optical frequency combs (OFCs) using second

order nonlinearities.

Figure 1.5: Sketch of an optical frequency comb (OFC). OFCs are light source with
thousands of laser lines spaced in frequency by the same quantity ∆ f .

OFCs are light sources with a spectrum containing thousands of equally

spaced laser lines, that have application in many different fields like syn-

chronization of telecommunication systems, astronomical spectral calibra-

tion, biomedical or environmental spectrometry [13, 14]. The peculiarity of

OFCs is that an octave span OFC allows to do high precise optical frequency

measurements. Nowaday OFCs are available in the visible (VIS) and near-

infrared (NIR) spectral range and can be transferred to the mid infrared (MIR)

spectral range by difference frequency generation or optical parametric oscil-

lation [15]. OFCs in the MIR region can also be directly generated using quan-

tum cascade lasers (QCLs) [16]. Thanks to OFCs with direct broad spectral

emission in the MIR region, it is possible to simultaneously monitoring mul-

tiple trace gas species and doing quantitative detection of liquid and solid

samples [12]. Furthermore, MIR spectroscopy is a powerful technique for

identifying and quantifying molecular species and non-intrusive diagnostics

of composite systems of physical, chemical or biological interest in gas, liquid

or solid phase. MIR spectrometers are used in research, minimally invasive

medical diagnostics, environmental monitoring, industrial real-time process

control, and security applications and they could be used to assess the quality

of pharmaceutical and food products and facilitating process control during

production. In 2011 Kippenberg et al. showed how passive comb sources
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based on Kerr microresonators give the technological possibility to reduce

the size of OFC devices [17]. Then, OFC generation was demonstrated also

in bulk free-space resonators, where OFCs may arise entirely through second-

order nonlinear effects [18]. In this work, SHG was provided by a periodically

poled lithium niobate (LN) crystal placed in a traveling-wave optical cavity.

The poled LN crystal shows a high χ(2), while the cavity was designed to be

resonant around the fundamental pump wavelength λp = 1064.45 nm. Fun-

damental and generated beams are separated after leaving the cavity by a

dichroic mirror and sent to different collection stages. With the proper poling,

the LN can provide either SHG or optical parametric oscillations (OPO), de-

pending on whether it is pumped by the fundamental or the second harmonic

mode. In this way a broadband quadratic comb is generated both around the

fundamental pump frequency and its second harmonic. This work takes the

advantage of the use of second order nonlinearities, which are simpler to

control, require low pump power to be accessible and intrinsically lead to

the simultaneous generation of two octave-distant combs that can provide a

useful link between two spectral regions for metrological applications.

One of the aim of the NEMO project is to reproduce the same effects in a

silicon microresonator. Silicon is currently the most used platform for pho-

tonics integration, so employing a silicon microring allows to have a com-

pact low cost scalable OFC source that can be integrated with the C-MOS

technology. However, the crystalline structure of silicon has a diamond-like

structure. This means that bulk silicon is a centrosymmetric material. In this

material, the polarization vector must satisfy the condition:

P (E) = −P (−E) . (1.16)

From equation 1.3 it is possible to notice that for second order nonlinear-

ities the condition

P(2) (E) = −P(2) (−E) (1.17)

is fulfilled only when P(2) = 0, meaning that, for centrosimmetric materials,

all the second order nonlinearities are inhibited and χ(2) = 0 in the dipole

approximation.
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The role of the university of Trento in this project is to obtain SHG in

silicon waveguides, and then design and test a microring suitable for second

order comb generation in collaboration with the Naples team.

1.4 SHG in Silicon

Second Harmonic Generation (SHG), is a parametric second order nonlin-

ear effect. Being a second order nonlinear process, it is directly linked to

the χ(2) of the material. As silicon χ(2) = 0 in the dipole approximation,

nowadays most of the nonlinear silicon photonics devices use third order

nonlinearities, which are strong in silicon due to a high third order nonlin-

ear coefficient χ(3). Still, second order nonlinearities are appealing for silicon

photonics. In the last ten years, lots of effort was spent to obtain second or-

der nonlinear process in silicon, and strained silicon waveguides appeared

as the most viable solution. In this kind of structures, the centrosymmetry

of bulk silicon is mechanically broken by an inhomogeneous strain which is

applied on the silicon waveguide by a stressing layer of a different material

with a different lattice constant deposited as a cladding [19]. The first exper-

iment with strain silicon waveguides using a silicon nitride stressing layer

was performed by Jacobsen et al. in 2006 [20] measuring the Pockels effect.

In Jacobsen’s work a second order nonlinear coefficient χ(2) = 15 pm/V was

determined using a stressing layer of amorphous SiN deposited on the top of

a photonic crystal waveguide. The photonic crystal structure was obtained

by air holes carved on the lateral side of the waveguide. An additional SiO2

layer was sandwiched between the waveguide and the stressing layer. This

work was followed by many others and values of the strain-induced χ(2) up

to 340 pm/V were estimate from DC measurements of the EO effect [21, 22].

In the work by Chmielak et al. [21] the Si3N4 stressing layer was deposited

directly on the top of a rib waveguide; in this way, both the top surface and

the vertical sidewalls are subject to tensile strain. In the work by Damas et

al. [22] a strip waveguide grown on a SiO2 wafer was surrounded by Si3N4

and on the top of the structure an additional layer of SiO2 was deposited.

Second order nonlinearities in Silicon where also investigated using Second

Harmonic Generation (SHG), where in multimodal waveguides without any

specific phase matching mechanism a value of χ(2) = 40 ± 30 pm/V was
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claimed [23]. In this work it was also offered the first quantitative model of

second-order nonlinearities in strained silicon from first principle calculation.

However, other studies questioned the interpretation of these measure-

ments. Actually, during the deposition of the stressing layer, dangling bonds

form at the interface between this SiN and silicon. The dangling bonds form

charged defects that act as positive fix ions and release free-carriers in the

core of the waveguide. Azadeh et al. [24] demonstrated that frozen charges

at the interface between the silicon waveguide and the stressing layer de-

termined an abundance of free-carriers in the waveguide that can affect the

value of the effective measured nonlinear coefficient in DC electro-optic mea-

surements because of the free carrier dispersion. Also, Olivares et al. in-

voked free carrier dispersion as the mechanism ruling the apparent second

order nonlinearity [25]. In addition an upper limit of the value of the χ(2)

was experimentally fixed at 8 pm/V by a frequency dependent measurement

that allowed to separate the effect due to free-carriers [26]. Finally, it was also

demonstrated that different materials used to stress silicon gave different val-

ues for the SHG efficiency even if the induced strain was the same [27]. These

observations suggest that the second order nonlinearity in strained silicon is

not only due to the strain: the defects formed at the core/cladding inter-

face play an important role too. Moreover, in this work for the first time it

was demonstrated that the positive charges at the interface of the two differ-

ent materials can generate an electric EDC field in the core of the waveguide.

This field, coupled with the high χ(3) of silicon, generates via EFISH genera-

tion an effective χ
(2)
EFISH = 3χ(3)EDC. The greatest problem is that both strain

and EFISH coexist in this kind of structures. Therefore, the final measurable

χ(2) is a superposition of the two effects.

In order to be able to generate a controlled χ(2) in a silicon microring, the

origin of this effect must be made clear. Then the second order nonliearity

will be engineered in a silicon microring suitable for comb generation.

1.5 This Thesis

The principal purpose of my thesis is to understand and control SHG in sil-

icon. Chapter 2 and Chapter 3 are dedicated to the study of SHG in Silicon.

Chapter 2 presents an experiment that allows to isolate and study separately
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the effect of strain and EFISH in a strained silicon waveguide via SHG. It is

demonstrated that the main responsible of χ(2) in silicon is the EFISH, setting

also an upper limit to the strain induced χ(2). An estimate of the charge den-

sity at the Si/SiN interface has been done too. In Chapter 3, a way to generate

a controlled χ(2) using EFISH is proposed. A new design of a poled waveg-

uide is proposed to reach a generation higher than other literature results.

Chapter 4 is dedicated to the study of a set of geometries of microring

suitable for SHG that are robust against fabrication defects. Taking advantage

of the 4̄-symmetry of χ(2), a general method to engineer the microrings is

proposed.



Chapter 2

Strained silicon waveguides

2.1 SHG theory

In a bulk material, starting with Maxwell’s equation, if ρ = 0 and j = 0 it is

possible to obtain the optical wave equation

∇×∇× E +
1
c2

∂2E
∂t2 = 0. (2.1)

In a medium without losses and dispersion one may obtain:

D = εE + P (2.2)

D(1) = ε0E + P(1) = ε0ε(1)E. (2.3)

Assuming that the pump power is varying slowly, it is possible to obtain

[3]:

−∇2E +
ε(1)

c2
∂2E
∂t2 = − 1

ε0c2
∂2PNL

∂t2 . (2.4)

Neglecting the nonlinear term, the solution would be:

E (z, t) =
1
2

a
(

ei(kωz−ωt) + c.c.
)

(2.5)

15
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where a is the amplitude, z is the propagation direction, kω = nωω
c and n2 =

ε(1). A similar solution can be assumed for the SH mode, but with a variation

in the amplitude along z:

ESH (z, t) =
1
2

aSH

(
ei(kSHz−ωSH t) + c.c.

)
. (2.6)

From 1.8, substituting the solution obtained it is possible to write P(2)
SH as:

P(2)
SH =

1
2

ε0χ(2)a2
p

1
2

(
e2i(kpz−ωpt) + c.c.

)
. (2.7)

Substituting P(2)
SH and ESH in 2.4 one obtains:

(
d(2)aSH

dz2 + 2ikSH
daSH

dz
− k2

SHaSH +
ε1

SHω2
SH

c2 aSH

)
eikSH−ωSH t + c.c. =

−
χ(2)a2

pω
(2)
SH

2c2 ei(2kpz−ωSH t) + c.c.

(2.8)

Applying the slowly varying amplitude approximation
∣∣∣ d2aSH

dz2

∣∣∣� ∣∣∣kSH
daSH

dz

∣∣∣
equation 2.8 can be simplified to:

daSH

dz
=

iχ(2)a2
pω2

SH

4kSHc2 ei∆βz (2.9)

with δk = 2kp− kSH. Integrating the equation from z = 0 to z = L generation

length, it is possible to obtain:

aSH =
∫ L

0

iχ(2)a2
pω2

SH

4kSHc2 ei∆kzdz =
iχ(2)a2

pω2
SH

4kSHc2

(
ei∆kL−1

i∆k

)
. (2.10)

The optical intensity [3] is:

I =
1
2

ncε0 |a|2 (2.11)

so for ISH it would be:
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ISH =

(
χ(2)

)2
ω2

SH

8c3nSHn2
pε0

I2
pL2sinc2

(
∆kL

2

)
. (2.12)

The intensity’s maximum is obtained under perfect phase matching con-

dition (∆k = 0), in this condition the intensity is proportional to:

ISH ∝ (χ(2))2 I2
PL2 (2.13)

clearly showing how the intensity of the generated wave quadratically scales

with χ(2).

2.2 Waveguide theory

(a) (b)

Figure 2.1: (a) sketch of total internal reflection process: when n2 < n1 and ϑ1 > ϑc

the total reflection occurs; (b) sketch of an index-guiding waveguide.

When a waveguide is considered, the situation changes. Index-guiding

waveguides are structures based on total internal reflection. Total internal re-

flection occurs when a propagating wave in a medium with a refractive index

n1 reaches an interface with a different medium with refractive index n2 at an

angle ϑ1 larger than a particular critical angle ϑc with respect to the normal

to the surface. If n2 < n1 the wave is entirely reflected, as shown in fig-

ure 2.1(a). In figure 2.1(b) is shown a sketch of an index-guiding structure.

In order to exploit the total internal reflection, index-guiding waveguides

are characterized by a core composed by a material with a high refractive

index n1 surrounded by a cladding of a lower refractive index n2 material.
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Waveguides can be produced using several different geometries, the more

frequently used are sketched in figure 2.2. The most common wavegide is

the optical fiber, which has a cylindrical shape. In the slab waveguide, the

core and the cladding materials extend infinitely and light is confined only in

the direction perpendicular to this plane. Light is confined in two directions

in the strip waveguide, where a strip of core material is embedded into the

cladding. Similarly, in the rib waveguide a slab waveguide is superimposed

by a strip waveguide.

(a) (b) (c) (d)

Figure 2.2: Cross-section of some of the most common waveguide geometries: (a)
cylindrical shape waveguide, (b) slab waveguide, (c) strip waveguide and (d) rib
waveguide.

In an optical waveguide, the two materials are chosen so that the critical

angle ϑc is very small. In this way the light that passes through the waveg-

uide is all confined in the core and is guided by this structure. Light travels

in the form of discrete modes of electric field profiles em(x, y, ω) in the per-

pendicular plane to the propagating direction (x, y), which are solutions of

the Helmholtz equation [28]:

(
∇2

(x,y) +
[

β(m)
]2
)

em (x, y, ω) =
ω2

c2 n2 (x, y) em (x, y, ω) . (2.14)

The refractive index n(x, y) for a fixed wavelength depends only on the

cross section of the waveguide, therefore the dependence in these coordinates

is of the form eiβ(m)z were β(m) is the propagation constant of the mth mode.

The propagation constant β depends on the frequency, and it can be ex-

panded as a Taylor series around a central frequency ω0 as follows:
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β (ω) = ∑
j

β j

j!
(ω−ω0)

j (2.15)

with

β j =
∂jβ

∂ω j . (2.16)

The result is:

β (ω) = β0 + (ω−ω0)
∂1

∂ω1 +
1
2
(ω−ω0)

2 ∂2β

∂ω2 +
1
6
(ω−ω0)

3 ∂3β

∂ω3 ... (2.17)

The term β0 is related to phase velocity vphase by the relation:

vphase =
c

ne f f
=

ω

β0
(2.18)

with c speed of light and ne f f effective index of the mode:

β0 =
2π

λ
ne f f (ω0) . (2.19)

The term β1 is related to the group velocity vg of the mode in the waveg-

uide and to the group index of the mode ng by the relation:

vg =
1
β1

=
c

ng
. (2.20)

with c speed of light. Using equation 1.14 it is possible to obtain:

ng = cβ1 = ne f f (λ)− λ
∂ne f f (λ)

∂λ
. (2.21)

Fitting the effective refractive index as function of the wavelength

ne f f (λ) = C + Bλ + Aλ2 (2.22)
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it is possible to extract the group index from the index dispersion in the

waveguide as:

ng = C− Aλ2. (2.23)

The term β2 is called the Group Velocity Dispersion (GVD). The GVD can

also be extracted from the index dispersion in the waveguide:

GVD =
1
c

∂ng

∂ω
=

Aλ3

πc2 . (2.24)

When β2 > 0 the dispersion is said to be normal, while it is anomalous if

β2 < 0. The values assumed by β(m) are function of the geometrical parame-

ters of the waveguide and the smaller is the structure, more dominant are the

effects of the variations in the geometry.

In addition to the modal order m, optical modes are also classified based

on their polarization. The classification between Transverse Electric (TE) and

Transverse Magnetic (TM) modes is done on the basis of their dominant electric

field component, which coincides with the direction parallel to the waveg-

uide width in case of TE modes, and the direction parallel to the waveguide

height for TM modes. For the mth mode the modal confinement factor is

defined as:

Γm =

∫
A0

n2 (x, y) |em (x, y)|2 dxdy∫
n2 (x, y) |em (x, y)|2 dxdy

(2.25)

where the numerator integral is evaluated over waveguide’s cross section

area A0, while the denominator integral is evaluated over all the xy plane.

The higher the modal order, the lower is the confinement factor as defined

in equation 2.25. As a consequence, the effective index monotonically de-

creases as the modal order increases, since the optical field is more subjected

to the external refractive index. Given the waveguide geometry, the max-

imum number of supported modes is limited and no analytical expression

exists to determine this number.
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(a) (b)

Figure 2.3: (a) modal profile of the norm of the electric field for a TE mode supported
by a (800 × 350) nm silicon waveguide for λ = 1.55 µm wavelength; (b) modal
profile of the norm of the electric field for a TM mode supported by a (800× 350)
nm silicon waveguide for λ = 1.55 µm wavelength.

2.3 Optical pulses in nonlinear waveguides

The presence of optical nonlinearities in waveguides induces a perturbation

δP = PNL 6= 0 that modifies the electromagnetic field. The pulse can be de-

scribed by the electromagnetic field (E0, H0) and the perturbation induces a

modification (E1, H1) in the electric field [7, 29]. Using the Lorentz’s reci-

procity theorem it is possible to relate together the perturbed and unper-

turbed field as:

∂

∂z

∫
A
(E∗0 ×H1 + E1 ×H∗0) · ẑ dA = iω

∫
A

E∗0 · δP dA (2.26)

where the integrals are evaluated on the whole plane orthogonal to the field

propagation direction in the waveguide A and ω is the pulse frequency. From

now onwards it is assumed that the unperturbed pulse spectral width ∆ω is

much smaller than its central frequency ω0 (∆ω � ω0). In this situation the

field (E0, H0) can be written as:

E0 (r, ω0) =
1
2

e (r⊥, ω0) eiβ0z

H0 (r, ω0) =
1
2

h (r⊥, ω0) eiβ0z
(2.27)

being β0 = β (ω0), r⊥ a vector in the A plane, e (r⊥, ω0) and h (r⊥, ω0) the

profiles of the electromagnetic field at frequency ω0 in the A plane. Under

these conditions the total power P0 of the unperturbed electromagnetic field

is:



STRAINED SILICON WAVEGUIDES 22

P0 =
1
4

∫
A
[e (r⊥, ω0)× h∗ (r⊥, ω0) + e∗ (r⊥, ω0)× h (r⊥, ω0)] · ẑ dA. (2.28)

The perturbed field (E1, H1) can be written as:

E1 (r, ω) =
1
2

u (z, ω) e (r⊥, ω) eiβ(ω)z

H1 (r, ω) =
1
2

u (z, ω)h (r⊥, ω) eiβ(ω)z
(2.29)

where u (z, ω) is the modulation of the amplitude introduced by the pertur-

bation. Assuming that the perturbation is small enough to guarantee:

e (r⊥, ω) ∼ e (r⊥, ω0) ; h (r⊥, ω) ∼ h (r⊥, ω0) (2.30)

the optical power carried by the perturbed field is:

P = P0 |u (z, ω)|2 . (2.31)

The partial differential equation describing the spatial evolution of the

mode amplitude may be obtained by inserting the definitions 2.27 and 2.29

in equation 2.26:

du (z, ω)

dz
+ i (β− β0) u (z, ω) =

iω
2P0

e−iβz
∫

A
e∗ (r⊥ω0) · δP (r, ω) dA. (2.32)

Equation 2.32 describes the propagation of optical pulses in waveguides

under the effect of a polarization vector perturbation δP (r, ω). If different op-

tical pulses with frequencies sufficiently spaced far apart are propagating in

the same waveguide, it is necessary to write a separate equation like equation

2.32 for each of them. Otherwise, a single equation should be used.

For SHG, two different pulses are propagating in the waveguide, the

pump pulse at frequency ωp and the SH pulse at frequency ωSH = 2ωp,

without overlap between the two spectra. However silicon shows a strong

χ(3) that induces third order pulse distortion effects that must be considered.
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Moreover, fabrication imperfections introduce in the waveguide a linear ab-

sorption term, which determines a perturbation of the polarization vector as

well. Therefore, the polarization vector perturbation δP can be written as:

δP (r, ω) = P(2) (r, ω) + P(3) (r, ω) + PL (r, ω) (2.33)

being P(2) (r, ω) the polarization vector term related to χ(2), P(3) (r, ω) the po-

larization vector related to χ(3) and PL (r, ω) the polarization vector related to

propagation losses that will induced a linear perturbation of the polarization

vector. This perturbation will affect both the SH and the pump modes.

For the SH pulse, according to equation 1.5 the term P(2) (r, ωSH) is writ-

ten as:

P(2) (r, ωSH) = ε0χ(2) : E2
p
(
r, ωp

)
=

ε0

4
χ(2) : e2 (r⊥, ωp

)
u2

pei2βpz.
(2.34)

Replacing δP = P(2) in equation 2.32 one obtains the equation describing

the propagation of the SH pulse when only SHG effects are considered:

duSH

dz
+ i (βSH − β0,SH) uSH = iγ(2)

SH
P0,p√
P0,SH

u2
pei∆βz (2.35)

where ∆β is the mismatch coefficient as defined in equation 1.15 and the co-

efficient γ
(2)
SH is defined as:

γ
(2)
SH = ωSH

ng,p
√ng,SH√

8A0ε0c3
Γ(2). (2.36)

In equation 2.36 the term ng,p is the group index for the pump mode at

frequency ωp and the term ng,SH is the group index for the SH mode at fre-

quency ωSH, A0 is the waveguide area and the term Γ(2) is defined as:

Γ(2) =

√
A0
∫

A e
(
r⊥, ωp

)
χ(2) : e∗ (r⊥, ωSH) e

(
r⊥, ωp

)
dA(∫

A n2
(
r⊥, ωp

) ∣∣e (r⊥ωp
)∣∣2 dA

) (∫
A n2 (r⊥, ωSH) |e (r⊥, ωSH)|2 dA

) 1
2

(2.37)



STRAINED SILICON WAVEGUIDES 24

where all the integral are evaluated over the whole area A of the plane or-

thogonal to the field propagation direction and n (r⊥, ωi) is the refractive in-

dex distribution in the plane A at frequency ωi.

While not only SHG occurs in the waveguide, also the third order nonlin-

earities must be considered in the pulse equation. The term P(3) (r, ωSH) can

be derived from equation 1.6. While the SH pulse propagates, it is affected by

the Self Phase Modulation (SPM) and Cross Phase Modulation (XPM). Since

in the undepleted pump approximation the pump pulse is always much stronger

than the SH pulse, the SPM term can be neglected, considering only the XPM

term. In this case P(3) (r, ωSH) can be written as:

P(3) (r, ωSH) = 6ε0χ(3)...
∣∣Ep.

(
r, ωp

)∣∣2 ESH (r, ωSH)

=
3
4

ε0χ(3)...
∣∣e (r⊥, ωp

)∣∣2 e (r⊥, ωSH)
∣∣up
∣∣2 uSHeiβSHz.

(2.38)

Replacing δP = P(3) in equation 2.32 it becomes:

duSH

dz
+ i (βSH − β0,SH) uSH = 2iγ(3)

SH,pP0,p
∣∣up
∣∣2 uSH. (2.39)

The coefficient γ
(3)
SH,p is defined as:

γ
(3)
SH,p =

3ωSHng,SHng,p

4ε0A0c2 Γ(3)
SH,p (2.40)

while the term Γ(3)
SH,p is defined as:

Γ(3)
SH,p =

A0
∫

A e∗
(
r⊥, ωp

)
χ(3)...e (r⊥, ωSH) e∗ (r⊥, ωSH) e

(
r⊥, ωp

)
dA(∫

A n2 (r⊥, ωSH) |e (r⊥, ωSH)|2 dA
) (∫

A n(2)
(
r⊥, ωp

) ∣∣e (r⊥, ωp
)∣∣2 dA

)
(2.41)

Also in this case the integrals are evaluated over the whole A plane.

In addition, the contribution of the losses must also be taken into account.

The term PL (r, ωSH) is given by:

PL (r, ωSH) = ε0δχ(1)ESH
(
r, ωp

)
=

1
2

ε0δχ(1)uSHe (r⊥, ωSH) eiβSHz.
(2.42)
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where δχ(1) is the perturbation of the first order susceptibility related to the

losses. Replacing also here δP = PL in equation 2.32 it becomes:

duSH

dz
+ i (βSH − β0,SH) uSH = −αSH

2
uSH (2.43)

where the term αi is the loss coefficient of the mode at frequency ωi:

αSH = − iωSHε0

2P0,SH

∫
A

δχ(1) (r⊥, ωSH) |e∗ (r⊥, ωSH)|2 dA. (2.44)

As shown in 2.44, the loss coefficient is related to the spatial distribution

of δχ(1) inside the waveguide, which in turn depends on the spatial distribu-

tion of the absorption coefficient determined by losses. However, since losses

depend mainly on the fabrication imperfections, αSH is typically extracted

from experimental measurements.

Finally, the equation describing the SH pulse in the waveguide taking into

account second order nonlinearities, third order nonlinearities and propaga-

tion losses can be derived by combining equation 2.35, 2.39 and 2.43:

duSH

dz
+ i (βSH − β0,SH) uSH =

= iγ(2)
SH

P0,p√
P0,SH

u2
pei∆βz + 2iγ(3)

SH,pP0,p
∣∣up
∣∣2 uSH −

αSH

2
uSH.

(2.45)

Similarly to the SH pulse, to write the pump pulse equation one may

consider the three terms separately. For the SHG contribution, according to

equation 1.5 the term P(2) (r, ωp
)

can be written as:

P(2) (r, ωp
)
= 2ε0χ(2) : ESH (r, ωSH)E∗p

(
r, ωp

)
=

1
4

ε0χ(2) : e (r⊥, ωSH) e∗
(
r⊥, ωp

)
uSHu∗pei(βSH−βp)z.

(2.46)

Substituting δP = P(2) in equation 2.32 for the SHG contribution one ob-

tains:

dup

dz
+ i
(

βp − β0,p
)

up = 2iγ(2)
p
√

P0,SHuSHu∗pe−i∆βz (2.47)
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The term P(3) (r, ωp
)

can be derived from equation 1.6. If the pump pulse

is much stronger than the SH pulse, the SPM term is predominant over XPM

term caused by the SH pulse. The result is then:

P(3) (r, ωp
)
= 3ε0χ(3)...

∣∣Ep
(
r, ωp

)∣∣2 Ep
(
r, ωp

)
=

3
8

ε0χ(3)...
∣∣e (r⊥, ωp

)∣∣2 e
(
r⊥, ωp

) ∣∣up
∣∣2 upeiβpz.

(2.48)

Substituting δP = P(3) in equation 2.32 the result is:

dup

dz
+ i
(

βp − β0,p
)

up = iγ(3)
p,pP0,p

∣∣up
∣∣2 up. (2.49)

The pump pulse is also affected by the propagation losses in the following

way:

dup

dz
+ i
(

βp − β0,p
)

up = −1
2

αpup. (2.50)

Joining equations 2.47, 2.49 and 2.50 it is possible to obtain the general

equation for the pump pulse:

dup

dz
+i
(

βp − β0,p
)

up =

= 2iγ(2)∗
p
√

P0,SHuSHu∗pe−i∆βz + iγ(3)
p,pP0,p

∣∣up
∣∣2 up −

1
2

αpup.
(2.51)

By Fourier-transforming equations 2.45 and 2.51, a system of coupled

equations that describes the spatial and temporal evolution of the pump and

SH pulse amplitudes up (z, t) and uSH (z, t) can be derived:



duSH
dz + ∑m≥1

(i)m−1βSH,m
m!

∂muSH
∂tm =

= iγ(2)
SH

P0,p√
P0,SH

u2
pei∆βz + 2iγ(3)

SH,pP0,p
∣∣up
∣∣2 uSH − αSH

2 uSH

dup
dz + ∑m≥1

(i)m−1βp,m
m!

∂mup
∂tm =

= 2iγ(2)∗
p
√

P0,SHuSHu∗pe−i∆βz + iγ(3)
p,pP0,p

∣∣up
∣∣2 up −

αp
2 up

(2.52)

where ∆β = βp − βSH and βi,m identify the mth mode related to the Fourier

transformation. Equations 2.52 describes the complete propagation of optical
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pulses. This system of equations can be simplified by neglecting third-order

nonlinearities and the effect of losses. Moreover in the continuous-wave ap-

proximation, it is possible to neglect the terms with time derivatives. In this

way the equation describing the propagation of the SH pulse can be simpli-

fied:

dup

dz
= iγ(2)

SH
P0,p√
P0,SH

u2
pei∆βz. (2.53)

The pump power is therefore not affected by the generation of the SH

pulse and up (z) ∼ const. This is called undepleted pump approximation [3].

Assuming also that γ
(2)
SH is constant along z, that is typically valid except in

the situation where a periodically poling is used, in equation 2.53 only the

exponential term shows a dependence from z [4]. Integrating over all the

waveguide length the total SH power is:

PSH = P0,SH |uSH |2 = P2
p

∣∣∣γ(2)
SH

∣∣∣2 L2sinc2
(

∆βL
2

)
. (2.54)

This is the most common way to express the SH power in the continuous-

wave and in the undepleted pump approximations. It shows that the SH

power quadratically depends on both the pump power Pp and the waveg-

uide length L. Moreover, the SH power depends quadratically also on the

second order nonlinear coefficient γ
(2)
SH that, as shown in equations 2.36 and

2.37, is directly proportional to χ(2). SH power depends also on the squared

cardinal sine of ∆βL
2 : if ∆β = 0, perfect phase matching condition, there is

the maximum of the generation. As ∆β increases the generation efficiency

decreases.

2.4 Intermodal phase matching condition

As explained in Section 1.2.3, in the SHG process phase matching condition

is required. The phase matching condition in equation 1.15 is obtained if [30]:

ne f f ,p = ne f f ,SH. (2.55)
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Figure 2.4: Process used to find the intermodal phase matching condition. The red
curve shows the dispersion of the effective refractive index for a TE1 mode between
λp = 2.25 and λp = 2.5 µm wavelength, while the blue curve shows the dispersion
of the effective refractive index for a TM3 mode at λSH = λp/2 wavelength for the
same geometry. The phase matching condition for this geometry of the waveguide is
reached at λp = 2.34 µm, where the two lines cross and the condition ne f f ,p = ne f f ,SH

is satisfied.
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This condition is hard to satisfy with pump and SH signals propagating

on the same modal order because of the refractive index dispersion. The

problem can be overcame by using pump and SH waves propagating on dif-

ferent modal orders. This method is commonly known as intermodal phase-

matching [31]. In the intermodal phase matching the width of the waveguide

w is chosen to have phase-matching for given combinations of pump and SH

modal orders. In this work the modal combination will be chosen in order

to have phase matching condition around 2.2 µm. This wavelength has been

chosen for two reasons: first at this wavelength Two Photon Absorbtion in

silicon, that will compete with SHG, is negligible [32], second using a pump

wavelength above 2.2 µm allows to generate a SH signal above 1.1 µm, in

the transparent spectral region of silicon. In figure 2.4 is shown an exam-

ple of waveguide engineering process. The red curve shows the dispersion

of the effective refractive index for a TE1 mode between λp = 2.25 µm and

λp = 2.5 µm wavelength. The blue curve shows the dispersion of the effec-

tive refractive index for a TM3 mode at λSH = λp/2 wavelength for the same

geometry. The pump and the SH dispersion curves cross at λp = 2.34 µm,

where ne f f ,p = ne f f ,SH and the phase matching condition is satisfied. The

insets of the figure show the simulated profiles of the pump and SH mode.

This values are obtained by using the Electromagnetic Module of the COM-

SOL Multiphysicsr FEM software. The effective refractive index depends

on the geometry of the waveguide and so the phase matching condition also

strongly depends on the geometry of the waveguide.

Equation 2.54 shows that the generated power depends on
∣∣∣γ(2)

∣∣∣2 with

γ(2) defined as in equation 2.36. This in turn leads to the fact that Pgen is

proportional to
∣∣∣Γ(2)

∣∣∣2. In order to determine
∣∣∣Γ(2)

∣∣∣2 it is necessary to know

the spatial distribution of the tensor χ(2) in the waveguide. However, it is

also possible to define a parameter quantifying the SHG strength taking into

account only the overlap between the pump and the SH modes. Considering

χ(2) spatially constant, Γ(2) becomes:

Γ(2) = χ(2)K (2.56)

where the adimensional parameter K is defined as
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K =

√
A0
∫

A ex
(
r⊥, ωp

)
e∗k (r⊥, ωSH) ex

(
r⊥, ωp

)
dA(∫

A n2
(
r⊥, ωp

) ∣∣ex
(
r⊥, ωp

)∣∣2 dA
) (∫

A n2 (r⊥, ωSH) |ek (r⊥, ωSH)|2 dA
) 1

2
.

(2.57)

This equation considers a TE polarized pump field and a SH field polar-

ized along a direction k that can be either x or y. The coefficient K describes

the overlap between the pump and the SH modes. For a spatially constant

χ(2), the SHG conversion efficiency is proportional to K. It is now possible to

define an effective second order susceptibility χ
(2)
e f f as:

χ
(2)
e f f =

∣∣∣∣∣Γ(2)

K

∣∣∣∣∣ . (2.58)

This quantity can be interpreted as the equivalent spatially constant χ(2)

that would have given the same SHG efficiency.

2.5 The experiment

To be able to control SHG in silicon waveguides, one needs to first under-

stand the origin of this process. As explained in section 1.4, two are the

possible causes: the strain, that can break the centrosymmetry of the silicon

crystalline structure, and the presence of charged defects at the interface be-

tween the silicon waveguide and the stressing layer that generate a dressed

χ(2). The aim of this experiment is to perform a SHG measurement that al-

low to separate the two different processes to understand the effects of each

one of them. The sample is a strain silicon waveguide with intermodal phase

matching condition.

To investigate the effect of the strain, SHG is studied under an external

mechanical load. A screw-equipped sample holder as the one shown in figure

2.5 is used. Rotating the screw it is possible to apply a variable vertical load

orthogonal to the main plane of the sample in its center, while the sample

edges are fixed. This load allows to set a tunable strain inside the waveguide.

To control the effect of the charge defects at the interfaces of the waveg-

uide, the method described by Piccoli et al. [33] was used. In this work the
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(a) (b)

Figure 2.5: Sketch of the screw-equipped sample holder. The total width of the sam-
ple holder is 6 mm and the screw is in the center. The screw introduces a displace-
ment ∆H in the center of the sample while the edges are fixed. The analyzed waveg-
uide is located 0.9 mm from the center.

authors performed C-V measurements at 10 KHz on different samples that

have been exposed to 254 nm UV light from a Hg bulb lamp [34, 35]. The ex-

posure times varied from 1 minute up to 32 hours. In this way they show that

it is possible to neutralize the effective charge density in the stressing layer.

2.5.1 Setup

The experimental setup to measured SHG is composed by four different parts:

• the source: it is a Ti:sapphire laser with two different amplification

stages cascaded. The Ti:sapph laser (Spectra-Physics Tsunamir) is a

solid state 4 levels laser. The active medium of the Tsunami is a ti-

tanium doped sapphire crystal, that has an absorption band between

400 nm and 600 nm and an emission band between 670 nm and 1000

nm. The Ti:S is optically pumped by a 4 W laser at 532 nm long wave-

length (Spectra-Physics Millenniar) and can operate both in a mode-

locked condition, using an acousto-optic modulator, as well as in a

quasi Continuous-Way (CW) condition. During this experiment the

laser operates in a mode-locked condition with a bandwidth of 70 nm

around a central wavelength of 800 nm. Its repetition rate is 82 MHz

with pulse duration δt = 35 fs. The beam of the laser is then ampli-

fied by the two amplification stages. The first stage of amplification is

a regenerative amplifier (Spectra-Physics Spitfire Pro Systemr). It is a
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(a)

(b)

Figure 2.6: Experimental setup for SHG measurements. The sources and the detec-
tors are not visible in the photo.
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solid state amplifier that overcomes the optical damage threshold of the

crystalline material by using the chirped pulse amplification method

(see the appendix for further information). At the output of the ampli-

fier, an average power above 3W is measured, with 1 kHz repetition

rate. The second amplification stage is a nonlinear stage composed by

an optical parametric amplifier (Light Conversion TOPAS-Cr). Here

the amplified beam at 800 nm is divided in two arms. The first arm is

directed onto a sapphire plate and generates a supercontinuum signal

in the range between 1.14 µm and 1.6 µm. The signal thusly generated

is then mixed with the second arm of the amplified signal in a nonlin-

ear crystal. Here two beams are generated through DFG process. These

generated beam wavelengths can be tuned by changing the orientation

angle of the crystal. The lower wavelength beam is named signal beam

and can be tuned in the range from 1.4 µm to 1.6 µm, while the higher

wavelength beam is named idler beam and can be tuned in the range

from 1.6 µm to 2.6 µm. The signal and the idler have linear orthogonal

polarization, so they can be easily separated using a polarizer. In this

experiment, the idler signal is used as pump beam. Therefore, this stage

can act as a tunable mid-infrared light source. The total average power

emitted by the OPA is 600 mW with a peak power of ∼ 7 GW. This

power, if directly coupled in a waveguide, will burn the input facet.

The damage threshold of this kind of structure is not known exactly

but the damage threshold for the crystalline silicon in air for λ = 2200

nm and a pulse width of 0.66 ps is 0.18 j/cm2 [36]. A pulse shaping-

stage is therefore needed before the input in the sample to prevent any

problem. This additional stage cuts the pump pulse spectrum, deter-

mining a temporal enlargement of the pulse width and a peak power

reduction. Moreover, the pump pulse spectral width reduction allows

to better match the wavelength range over which the phase-matching

condition is satisfied.

• The pulse-shaping stage: while ∆t∆ω = 4ln2 [37], a pulse can be tem-

porally tailored by shaping its spectrum. In this setup the pulse-shaper

work in a 4 f configuration [38], as shown in figure 2.7. The pulse first

arrives onto a diffraction grating, that separates its different spectral



STRAINED SILICON WAVEGUIDES 34

Figure 2.7: Sketch of the pulse-shaper. The shaped beam is temporally enlarged and
spectrally squeezed.

components. Then a cylindrical lens transforms the angular dispersion

of the pulse in spatial dispersion, making it possible to use tunable slits

to selected only a portion of the frequency components. The selected

frequencies are then reflected back by a mirror and focused on the grat-

ing by the lens, so that a collimated beam is created again. It is pos-

sible to modify manually the aperture of the slits to change the width

of the pulse at the output of the pulse-shaper. In our experiment the

beam is cut from 253 nm to 14 nm. In addition, an automatic rotation

system placed below the diffraction grating is used to tune the central

wavelength of the final pulse to allow to do measurement scanning the

pump wavelength. This mechanism, with an additional stage of neu-

tral filters, allows to couple the pump signal to the sample without risks

for the sample associated to the high peak power. The neutral filters are

also used to set the desired pump power for the experiment.

Figure 2.8: Sketch of the butt coupling stage: two identical taper fibers are used to
inject/collect the signal in/from the sample.
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• The coupling stage: the light is coupled in the sample via butt coupling.

The pulse arrives in a collimator that couples light into a tapered lensed

optical fiber. This fiber is used to inject the light in the input facet of

the sample waveguide. A second identical fiber is used to collect the

light that comes out from the output facet of the sample waveguide.

Both the fibers are mounted on piezoelectric controlled flexure stages,

in order to guarantee the best coupling between fibers and sample. An

half waveplate is placed before the collimator of the input fiber to se-

lect the proper polarization to couple into the waveguide. The waveg-

uides analyzed in this section support only the TE polarization for the

MIR wavelengths used as pump, so the half waveplate is set in order

to maximize the pump signal transmitted by the waveguide. Before the

pulse is coupled in the waveguide, a flipping mirror allows to monitor

it by performing a scan with the FTIR spectrometer. The setup is also

equipped with a 1550 nm wavelength Amplified Stimulated Emission

(ASE) laser. Since the NIR-VIS camera (FIND-R SCOPE-85700r) is not

sensitive to MIR wavelengths, the ASE source is used for the first rough

alignment of the two fibers with the waveguide sample. The use of

the two fibers for the coupling guarantees the collinearity of the ASE

beam with the pump beam. This allows to do the first coupling of the

pump beam with the ASE source, and then to maximize the TOPAS sig-

nal using an extended InGaAs photodiode (Thorlabs FD05Dr) with a

responsivity between 800 nm and 2600 nm.

• The detection stage: the pump power transmitted by the waveguide is

checked by the extended InGaAs photodiode. The source is pulsed, so

a lock-in amplifier triggered by the pump signal is used to synchronize

the detection with the pulses in order to improve the signal sensitivity,

which can be set around 200 pW. To detect the SH signal, the situation

is more challenging. For these waveguides the SH signal is expected to

be at the fW level [4], therefore a photon counting technique is needed

to detect it. An InGaAs Single Photon Avalanche Diode (SPAD ID-

Quantique-ID201r) with an efficiency in the range from 10% to 20%

in a wavelength between 1150 nm and 1200 nm is used. Also in this

case a triggered configuration is used and is possible to set manually
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the detection window duration. The gating time is set using a side ef-

fect of the pump signal, that it is detected by the SPAD via TPA process.

By bending the collection fiber is then possible to filter out the pump.

Indeed, the fibers are single mode around 1550 nm and do not guide

well the MIR wavelengths. So bending the fiber lets the pump signal

to escape and being extinguished without affecting the SH signal, that

is well guided in the fiber. To be sure that the pump is extinguished is

used another time the side effect of the SPAD: the fiber is bent manually

since the signal is covered by the noise. The average power PSH, at λSH

wavelength, collected by the SPAD can be evaluated as:

PSH =
hc

λSH

C− Cdc

DE
(2.59)

being c the light speed, h the Planck constant, C the detected count-

ing rate, Cdc the dark count of the SPAD and DE the detection effi-

ciency. The SHG signal can also be spectrally analyzed using a scan-

ning monochromator realized with a diffraction grating in a double-

pass configuration. This monochromator is placed between the collec-

tion fiber and the detector.

2.5.2 The sample

The devices are fabricated in Fondazione Bruno Kessler on a 6′ SOI wafer, with

a 243 nm thick silicon layer deposited on a 3 µm thick BOX. The design was

performed by dott. Claudio Castellan. A 365 nm UV lithography is used to

define the waveguides, which are realized in a second moment by using re-

active ion etching. On the top of the waveguides a 140 nm thick SiN cladding

is conformally deposited by LPCVD. This induce a tensile stress in the silicon

waveguide, estimated around 1.25 GPa via wafer bow measurement. This

tensile stress deforms the crystalline structure of the whole waveguide in a

non uniform way as shown in figure 2.9(b), breaking the silicon centrosym-

metry. The height of the SiN layer corresponds to the maximum value reach-

able before cracking the wafer. A 2D map of the displacement of the strain

in the cross section waveguide is shown in figure 2.10. In the same chip are
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(a)

(b)

Figure 2.9: (a) cross section of the studied waveguides. The parameter w is used
to phase-match different pump wavelengths in different designs of the waveguides;
(b) sketch of the effect of the tensile stress on the crystalline structure of the silicon
waveguide core.
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present different designs of waveguides with different widths. All the differ-

ent widths are properly selected to introduce intermodal phase-matching be-

tween the TE1 pump mode and TM3 SH mode at different pump wavelength

[4]. A typical waveguide cross-section is sketched in figure 2.9(a). The losses

for the pump mode have been evaluated via the cut-back method and are 9

dB per facet for a waveguide width w ∼ 1 µm. The losses for the SH mode

are evaluated as in 2.44 and are 15.5 dB per facet for a 1 µm wide waveguide

[4].

(a) (b)

Figure 2.10: (a) 2D map displacement of the strain given by the SiN stressing layer in
the cross section waveguide (b) 2D map of the displacement of the strain in the cross
section waveguide when a displacement of 50 µm is applied to the sample by using
the screw. Simulation performed by Claudio Castellan.

As previously explained, the origin of SHG is not clear but these samples

have been designed assuming that SHG can be entirely attributed to strain.

Berciano et al. in 2018 [39] measured an electro-optic effect in a strained

waveguide and attributed it to Pockels effect. They fitted the experimental

data with the theoretical model reported in [40] with parameters connecting

the χ(2) to strain gradient. Assuming that these parameters can be used also

for SHG, the χ(2) distribution inside the waveguide can be estimated using

the coefficients reported by Damas et al. [40] and evaluating the strain gra-

dient with a FEM simulation, as reported by Castellan [4]. In this work, the

waveguides are designed to phase-match the TE1 pump mode and the TM3

SH mode. The waveguide cross section is on the xy plane and the waveg-

uide longitudinal axis is the z axis. The tensor element that is involved in this

generation is χ
(2)
strain xxy and can be evaluated as [40]:

χ
(2)
strain xxy (φ) = Γxxy,xxyηxxy (φ) + Γxxy,yyyηyyy (φ) (2.60)
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where φ is the crystallographic axis along which the waveguide is oriented,

φ = 0 in this work, ηmnl = dεmn/dxl are the strain gradient components and

Γijk,mnl are coefficients that depend on the semiconductor. For a waveguide

of width w = 900 nm the avarange value of χ
(2)
strain xxy is 1.75 pm/V [4, 41].

Using equation 2.37 it is also possible to evaluate
∣∣∣Γ(2)

∣∣∣ = 0.47 fm/V, that

corresponds to an effective second order nonlinearity χ(2) = 0.13 pm/V [4].

This is the constant value of χ(2) that would give the same Γ(2) that can be

extracted by the model described in [40, 39].

2.5.3 Investigating the strain

Figure 2.11: On-chip SH power as a function of the pump wavelength for a 11 mm
long waveguide of width w = 906 nm. The pump wavelength is scanned using a
reflection grating rotated with an automatic system. The detector used for this kind
of measurement is the ID-Quantique-ID201r.

A first set of measurements have been performed in order to investigate

the behavior of the sample. The spectrum of the generation efficiency of SH

as function of the pump wavelength λP shows a single peak at λP ∼ 2290

nm, as shown in figure 2.11. This is the first proof of the SHG occurrence,

as it occurs only at the wavelength that provides phase-matching condition.

The spectral analysis of the SH pulse has also been performed and is shown

in figure 2.12. These measurements have been performed fixing the pump

wavelength at the maximum of the generation and scanning the generated
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wavelength at the output of the sample around the expected SH wavelength

λSH = λP/2. Here it is visible how by changing the width of the sample also

the wavelength of the peak changes, showing the strong dependence of the

phase-matching condition from the geometry of the sample. A 2D map of the

SH generated power as function of λP and λSH is reported in figure 2.13. The

tolerance of the phase-matching condition respect to the pump wavelength is

2 nm, as expected from the simulation performed during the design [4], and

is always respected the condition λSH = λP/2.

Figure 2.12: Spectral analysis of the SH pulse. First the proper pump wavelength
λP is set and then a spectrum around λSH = λP

2 is performed. Notice that a differ-
ent width of the sample correspond to a different peak wavelength, as the phase-
matching condition is different.

The behavior of the SHG as function of the pump power has also been

investigated. In figure 2.14 it can be observed that the SHG power scales in a

quadratic way with the pump power, as expected from equation 2.54.

The results presented so far show that we observed SHG, but they do

not offer any proof on the origin of the nonlinearity causing this generation.

The aim of the following experiment is to investigate the source of this in-

duced χ(2). To achieve this goal, the same experiment described previously

has been carried out on a 4 mm long waveguide with a width of 906 nm us-

ing the screw-equipped sample holder. The tensile stress introduced by the

SiN stressing layer sets the initial strain conditions (∆H = 0) which is then
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Figure 2.13: Map of the SHG power as function of λP and λSH for a 4 mm long
waveguide with w = 1050 nm of width. First λP is set and a measurement scanning
λSH is performed, then λP is moved in a new position and a new scan of λSH is per-
formed. The condition λSH = λP/2 is always respected and the waveguide shows a
generation band of 2 nm, as expected from simulations.

Figure 2.14: SHG power dependence from the pump power for a waveguide 4 mm
long and 1050 nm wide in a log-log scale. As expected from equation 2.54, SHG
power scales in a quadratic way with the pump power.
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increased by rotating the screw. The results are shown in figure 2.15. Increas-

ing the load in the sample results in a shift of the peak. Indeed, increasing

the strain in the sample induces a change in the effective index by the pho-

toelastic effect, and this leads to a change in the phase-matching condition.

However, despite this shift in the peak wavelength, the SH power is always

the same, revealing that the value of χ(2) is not increasing with the strain [41].

Figure 2.15: Measurements on a 4 mm long and 906 nm wide waveguide for five dif-
ferent values of the displacement ∆H induced by the screw in the center of the sam-
ple. Due to the different phase-matching conditions in the various measurements
the peak’s wavelength is shifted, but the SHG power is the same.

2.5.4 From the experiment to χ(2) estimation

In order to evaluate the χ(2) inside the waveguide, a uniform distribution of it

in the waveguide cross section is assumed. In this situation Γ(2) = χ(2)K, as in

equation 2.56. This is true for small value of Γ(2), in which the SH pulse does

not affect the pump pulse. In this situation, neglecting dispersion and phase-

modulation, the solution of 2.52 has a simple solution of the form uSH = Γ(2)

[4]. The quantity known in the experiment is Pp and the quantity measured

in the experiment is PSH = P0,SH |uSH |2, that depends only on the modulus
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of Γ(2) and not on its phase. So, considering the typical powers of the ex-

periment shown so far, Γ(2) can be considered as an input parameter of a

numerical model to solve 2.56.

Using the model reported in [4], it is possible to obtain the average SH

power as a function of both the pump average power and the second order

nonlinear coefficient
∣∣∣Γ(2)

∣∣∣, as shown in figure 2.16. While in the experiment

all the parameter used in the model can be estimated, except
∣∣∣Γ(2)

∣∣∣, it can be

useful to invert the plot, as in figure 2.17, reporting
∣∣∣Γ(2)

∣∣∣ as function of the

pump and the SH powers. Finally it is possible to obtain χ
(2)
e f f using equation

2.58.

Figure 2.16: Average SH power as function of the pump and
∣∣∣Γ(2)

∣∣∣ for a 900 nm wide
and 5 mm long waveguide with a pulse duration of 5 ps and propagation losses of 8
dB/cm for both the pump and the SH pulses. On the right axis it is also reported the
value of χ

(2)
e f f that correspond to the

∣∣∣Γ(2)
∣∣∣ reported in the left axis. Image of courtesy

by Claudio Castellan.

2.5.5 Investigating the electric field

The second possible cause of the SHG can be the electric field generated by

the charge defects at the interface between the silicon and the silicon nitride

stressing layer. In the ideal bonding condition of SiN, silicon has four nitro-

gen atoms as neighbors, while nitrogen has three silicon atoms as neighbors.

As the lattice step and the chemical composition of the two materials are dif-
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Figure 2.17: Second order nonlinear coefficient as a function of the pump average
power and the SH average power obtained by inverting the plot 2.17 . Image of
courtesy by Claudio Castellan.

ferent, during the deposition of the SiN on the top of the silicon waveguide

a formation of defects can occur [42, 43]. The most common defects are are

the K center and the N center, defects (left and right sketches in figure 2.18

respectively). The K center is formed by a silicon atom bound by three ni-

trogen atoms and a dangling bond. The N center is formed by a nitrogen

atom bound by two silicon atoms and a dangling bond. The most signifi-

cant defect that occurs during this LPCVD deposition is the K center [33]. It

may assume three different charge states: the positive state K+ where there

are no electrons in the dangling bond, the neutral state K0 where there is one

electron in the dangling bond, and the negative state K− where there are two

electrons in the dangling bond [44]. The most thermodynamically favorable

charge state is the K+ center [45]. These positive defects at the interfaces of

the silicon waveguide create an electric field EDC in the core of the waveguide

itself, that interacts with the high third order nonlinear coefficient χ(3) of the

bulk silicon creating an effective (dressed) χ(2) = 3χ(3)EDC. This process is

called Electric Field Induced Second Harmonic (EFISH), and it is a third or-

der nonlinear process that occurs when the nonlinear polarization vector P(3)

acquires terms at frequencies 2ω1 and 2ω2, and can be seen as a SHG process

[27].
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(a) (b)

Figure 2.18: (a) sketch of the K center defect: the silicon atom establishes a dangling
bond with an electronically complete nitrogen atom; (b) sketch of the N center defect:
the nitrogen atom establishes a dangling bond with an electronically complete silicon
atom.

To understand the role of EFISH in the measurements described so far, it

is useful try to remove these K+ center defects. This can be done by irradi-

ating the sample with UV light. This process annihilates the positive centers

with the charges of the free electrons present in the core of the waveguide,

neutralizing them in K0 center defects.

Figure 2.19: Spectral analysis of the SH peak before the UV exposure and after 23h
of irradiation. After the UV irradiation the peak disappears completely.

The same measurement shown so far has been done on the same sample

before and after the UV irradiation. In figure 2.19 is shown the spectral anal-
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ysis of the SH peak in the two situation. After the UV irradiation the SHG

signal is completely suppressed. This result clarifies that the origin of the SH

in silicon waveguide is not due to the strain but by the presence of charge

defects, showing that SHG disappears when dangling bonds are passivated.

Any effect different from EFISH that can induce a χ(2) in the material is below

the noise level of the experiment, that is 0.5 fW. So it is possible to set the up-

per limit of the strain induced χ(2) at 0.05 pm/V. This value is also supported

by a theoretical evaluation of Khurgin et al. [46].

From this situation, the external load has been applied again, to see if it is

possible to increase the induced χ(2) only increasing the strain in the waveg-

uide. Rotating the screw the peak appears again but with a lower power, as

shown in figure 2.20. Similar to the previous measurements, the peak is blue-

shifted with respect to the one measured in the original waveguide. When

the strain is removed, the peak is shifted back to its original position, since

the strain is removed and the strain-induced refractive index change van-

ishes, but the SHG magnitude remains however the same. If this SHG signal

were due to strain, it is expected to disappear. Therefore, one may conclude

that this peak can not be due to the strain. Moreover, it can be removed with

4 hours of UV irradiation. So, the most probable interpretation of this fact

could be the re-activation of defects due to a mechanical break of the dan-

gling bonds, that are weaker respect to covalent bonds [47]. This also explain

why the power is lower: it is a mechanical break given by the thin deforma-

tion of the surface under the external load.

For sake of completeness also C-V measurements to estimate the charge

density were carried out following [33]. In a first moment a simplified version

of the device, that is shown in figure 2.21, where waveguides are defined has

been studied. Waveguides are defined on a SOI wafer, which possesses a SiO2

layer between the waveguide layer and the substrate. Therefore, three differ-

ent interfaces of interest are present. Moreover, the lithographic definition

of the waveguides can induce other errors that can affect the estimation of

the areal charge density σ that is going to be presented. The system used for

these preliminarily measurements is constituted by a 600 µm thick p-doped

silicon substrate with a 140 nm thick SiN layer deposited on the top. The test

structure is contacted by an aluminum back contact and a 787 µm diameter

Hg droplet as a gate contact. For simplicity, it is assumed that the metal con-
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Figure 2.20: Effect of the external load on the sample after the passivation of the K+

center defects. When a displacement of 25 µm is applied to the sample the peak
appears again, but when it is removed the peak amplitude remains the same.

Figure 2.21: Sketch of the device used for the C-V measurements.
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tact has the same work function of the semiconductor. The C-V curve shows

three different regimes, that can be described in term of band structure [48]

as in figure 2.22:

(a) (b)

(c)

Figure 2.22: Band diagrams of the tree different regimes: (a) accumulation regime,
(b) depletion regime, (c) inversion regime.

• The accumulation regime: when a negative voltage V < 0 is applied to

the metal contact with the insulator, a bending of the band close to the

semiconductor/insulator surface is observed. The Fermi level does not

change in the semiconductor, as no current flows in this kind of device.

Therefore, the valence band becomes closer to the Fermi level close to

the surface and holes accumulated close to the interface, while the hole

density is exponentially dependent on the energy difference between

Fermi level and valence band. So positive charges are attracted close to

the interface when V < 0 is applied.

• The depletion regime: when a voltage V > 0 is applied to the sample,

close to the interface the bands bend downward. In this situation the

distance of the Fermi level from the conduction band and the valence

band is the same. In this regime, in the region close to the surface holes

are depleted. Going from the accumulation regime to the depletion one,
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one encounters the situation where V = 0 that is called flat-band condi-

tion. In this condition the bands become flat and the carrier distribution

is the same both in the bulk silicon and close to the interface. In this

condition the capacitance C f b can be written as [33]:

C f b = Cmax
ε0εs A/LD

Cmax + ε0εs A/LD
(2.61)

with εs the semiconductor permittivity, A the area of the Hg droplet

and LD the Deby length of the semiconductor. Knowing the material,

C f b can be computed.

• The inversion regime: if V � 0 the bands bend more and close to the

surface the distance of the Fermi level from the conduction band de-

creases with respect to the distance from the valence band. So, electrons

accumulated near the interface.

This three regimes refer to the situation where the difference between the

metal and the semiconductor work functions is φms = 0. In the general case

when φms 6= 0, in the the flat-band condition Vf b = φms. Moreover, if fixed

charges are accumulated at the insulator-semiconductor interface, being Q
the total accumulated charge, the flat-band voltage becomes [27]:

Vf b = φms −
Q

Cmax
. (2.62)

In order to determine the total accumulated charge Q it is possible to eval-

uate the flat-band capacitance C f b using equation 2.61 and then extract the

flat-band voltage Vf b from the C-V curve. Finally, knowing φms, the total ac-

cumulated charge can be evaluated using equation 2.62. Assuming a uniform

distribution of the accumulated charge, an areal charge density of σ = Q/A
can be determined.

C-V measurements have been performed after different UV exposure times,

and the results are shown in figure 2.23. Before the UV treatment, a flat-band

voltage of −8 V is seen. After the UV irradiation, the curve shifts towards

larger voltages, saturating at−0.5 V. This quantity corresponds to φms for our

structure. An areal density of σ ∼ 1.7× 1012 cm−2 can be estimated for the
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Figure 2.23: 10 kHz C-V curves measured before and after different UV exposure
times (image of courtesy of Gioele Piccoli).

initial condition, while σ ∼ 3.1 × 109 cm−2 is the value estimated after 23

hours of UV irradiation.

To confirm the hypothesis that χ(2) is given by the dangling bonds, the

charge-induced electric field distribution inside the waveguide EDC is esti-

mated using FEM simulations. In this way it is possible to determine the dis-

tribution of χ
(2)
EFISH and extract the value of χ

(2)
e f f to compare with the experi-

mental results. Simulations have been performed using p-doped silicon with

a concentration of 1015 cm−3 and a positive charge density of σ = 1.7× 1012

cm−2, as extimated from C-V measurements, on the top and sidewalls of the

waveguide. These simulations have been performed using Comsol. In figure

2.24 are reported both the components x and y of EDC field. The maximum of

the field is close to the charged surface, with a rapid decrease while moving

towards the center of the waveguide.

Since in this process the pump mode is at frequency ωp, the SH mode

is at frequency ωSH and the DC field is at frequency ω0 = 0, the tensor

χ(3) (ωp, ωp, ωSH, 0
)

must be used. However, in literature there are not es-

timation of this coefficient. Thus, as a first approximation, the coefficient

χ(3) (ωp, ωp, ωp, ωp
)

has been used. Since the pump mode is TE polarized
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and the SH mode in TM polarized, tensor elements that origin SHG are χ
(3)
xxxy,

related to EDC,x, and χ
(3)
xxyy, related to EDC,y. In silicon χ

(3)
xxxy=0 for symmetry

[49]. So, χ
(2)
EFISH = 3χ

(3)
xxyyEDC,y. In the spectral range from 1.2 µm to 2.4 µm,

the empirical relationship χ
(3)
xxyy = χ

(3)
xxxx/2.36 is valid [50]. Since in literature

for χ
(3)
xxxx are reported values from 0.94× 10−19 m2/V2 to 4.24× 10−19 m2/V2

[32, 51, 52], an average of these values has been used [4]. The final average

value for a 906 nm wide waveguide of χ
(2)
EFISH is −0.3 pm/V. From this is

possible to extract a value of χ
(2)
e f f = 0.3± 0.2 pm/V where the error bar resul

from the uncertainty on literature values. Since the value of χ
(2)
e f f that can be

extracted from the measuremet is 0.46± 0.05 pm/V and considering all the

approximations, it can be concluded that the experimental and the simulation

results are in good agreement.

(a)

(b)

Figure 2.24: Components of the electric field EDC determined by a surface charge
density σ = 1.7 × 1012 cm−2 on the top and on the sidewalls of a 906 nm wide
waveguide: (a) x component and (b) y component.



Chapter 3

EFISH Generation

3.1 EFISH theory

The results of the previous chapter show that SHG is due to static field within

the waveguide caused by trapped charges. This points out that it is possible

to obtain second order nonlinearities in silicon by introducing a static electric

field in the waveguide. The approach consists in using silicon waveguides

with lateral p-n junctions [53]. By applying a proper reverse bias to the junc-

tions, a static electric field can be generated in the core of the waveguide. The

electric field causes a variation both in the material refractive index as well as

in the absorption coefficient. The material refractive index is modified due to

the plasma-dispersion effect and DC Kerr effect. The first is a linear optical

effect given by the variation of the free carrier concentration in the material.

Calling ∆Ne and ∆Nh the variation of the electrons and holes concentrations,

the material refractive index variation is:

∆np−d = −p∆Nq
e − r∆Ns

h (3.1)

where the coefficients p, q, r and s are specific for each semiconductor and de-

pend on the wavelength [54]. The second is a third order nonlinear effect that

can be described starting from equation 1.6. Considering ω3 = 0, additional

phase-modulation terms appear in equation 1.6. The nonlinear polarization

vector for the wave propagating at frequency ω1 has the form:

52
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P(3) (r, t) = 3ε0χ(3) [E (r, 0) + E∗ (r, 0)]2 E1 (r, ω1) e−iω1t + c.c. (3.2)

Introducing EDC = E (r, 0) and using P = P0 + P(3), it can be written:

P (r, t) = ε0

[
χ(1) + 3χ(3) |EDC|2

]
E1 (r, ω1) e−iω1t + c.c. (3.3)

So, the susceptibility perturbation induced by the DC Kerr effect is ∆χ =

3χ(3) |EDC|2. Since n2 = χ(1) + 1, the equation 3.3 can be written also as a

function of the effective index perturbation ∆nk:

∆nk =
3χ(3) |EDC|2

2n0
(3.4)

being n0 the unperturbed value of the refractive index. Therefore, both DC

Kerr effect and plasma-dispersion cause a variation ∆n = ∆np−d + ∆nk of the

material refractive index [55].

For the absorption, the variation is due both to defects introduced during

the implantation of the dopants as well as to free-carrier-induced absorption.

In fact the variation of the absorption coefficient ∆α as a function of the vari-

ation of the electrons and holes concentrations can be written as [54]:

∆α = a∆Nb
e + c∆Nd

h . (3.5)

The electric field in the waveguide can be created using a p-n junction

fabricated across it and applying a reverse bias. In this way it is possible to

create an EDC field in the waveguide that can be controlled varying the value

of the applied V. This field generates via EFISH an effective χ
(2)
e f f = 3χ(3)EDC.

Therefore, changing the applied bias it is possible to change the value of χ(2)

in the waveguide. Moreover, it is possible to use junctions placed along the

length of the waveguide in a periodic way. This method is called poling and

it allows to use the periodicity of the χ(2) to absorb the mismatch between

the pump and the SH modes and obtain the quasi phase-matching condition, as

explained in section 1.2.3. Defined the propagation constant as in equation

1.14, it is possible to write the mismatch vector in presence of poling as [56]:
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∆β = 2βp − βSH +
2π

Λ
, (3.6)

where Λ is the periodicity of the junctions. The quasi phase-matching condi-

tion is ∆β = 0. Therefore, from equation 3.6 it is obtained that, to satisfy this

condition, the poling periodicity has to be set at

Λ =
λSH

ne f f ,p − ne f f , SH
. (3.7)

3.2 Propagation in poled waveguides

When SHG occurs with a constant χ(2) along the propagation direction, the

propagation in a waveguide of an optical pulse is described by the equation

2.52. However, in case of periodic poling also the variation of χ(2) along

the propagation direction has to be taken into account. For this situation we

assume that χ(2) can be factorized as [4]:

χ(2) (r⊥, z) = χ(2) (r⊥) s (z) (3.8)

being χ2 (r⊥) the second order nonlinear coefficient in the waveguide

cross section plane and s (z) the poling function, i.e. the function that de-

scribes the modulation of χ(2) along z. Now it is possible to write the coeffi-

cient Γ̃(2) as:

Γ̃(2) =

√
A0
∫

e
(
r⊥, ωp

)
χ(2) (r⊥) : e∗ (r⊥, ωSH) e

(
r⊥, ωp

)
dA(∫

n2
(
r⊥, ωp

) ∣∣e (r⊥, ωp
)∣∣2 dA

) (∫
n2 (r⊥, ωSH) |e (r⊥, ωSH)|2 dA

)1/2 .

(3.9)

and Γ(2) = s (z) Γ̃(2). Following the previous chapter, also γ̃
(2)
SH can be defined:

γ̃
(2)
SH = ωi

nG,p
√

nG,SH√
8A0ε0c3

Γ̃(2). (3.10)

and γ
(2)
SH = s (z) γ̃

(2)
SH. Therefore, equation 2.52 becomes:
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

duSH
dz + ∑m≥1

(i)m−1βSH,m
m!

∂muSH
∂tm =

= iγ̃(2)
SHs (z) P0,p√

P0,SH
u2

pei∆βz + 2iγ(3)
SH,pP0,p

∣∣up
∣∣2 uSH − αSH

2 uSH

dup
dz + ∑m≥1

(i)m−1βp,m
m!

∂mup
∂tm =

= 2iγ̃(2)∗
p s (z)

√
P0,SHuSHu∗pe−i∆βz + iγ(3)

p,pP0,p
∣∣up
∣∣2 up −

αp
2 up.

(3.11)

In the undepleted pump approximation up (z) ∼ const, a continuous

wave pulse is assumed. Temporal derivatives, third-order nonlinearities and

losses can be neglected in this situation. So, from equation 3.11 it is obtained

duSH

dz
= iγ̃(2)

SHs (z)
P0,p√
(P0,SH)

u2
pei∆βz. (3.12)

As in equation 2.53, integrating along the length of the waveguide the

total SH power can be expressed as:

PSH = P2
p
∣∣γ̃2

SH
∣∣2 L2S. (3.13)

S is the term that describes what is happening along the length of the

waveguide. In a waveguide without any poling it is possible to obtain 2.54.

When a poling mechanism is present the equation becomes:

S =
1
L2

∣∣∣∣∫ L

0
s (z) ei∆βzdz

∣∣∣∣2 (3.14)

where s (z) is the poling function, that describes the periodicity of the poling

along the length of the waveguide, and ∆β is the mismatch factor:

∆β = 2βp − βSH. (3.15)

3.14 is different respect to the equation for the SH power reported by

Timurdogan et al. in [53]. The advantage of 3.14 is that it allow to separate

and study the part that describes the quasi phase-matching along the length

of the waveguide.
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3.3 Poling configurations

In this work, two different configurations of the lateral p-n junctions are pro-

posed. The first is similar to the one used in [53]. This configuration is named

simple poling configuration and it consists in doped regions of width δ sep-

arated from the next doped region by a distance ∆ = Λ− δ. Moreover, one

type of doping is realized on each side of the waveguide, in order to have

a DC field inside the waveguide directed always in the same direction. The

second configuration, named interdigitated poling configuration, consists in

doped regions alternating along the z direction. Each of these regions have

a width δ, and neighboring regions are separated by a distance Λ, in a way

such that 2 (δ + ∆) = Λ. This configuration allows a transition from negative

to positive values of the field inside the waveguide, increasing the ampli-

tude of the oscillations ∆χ(2) of the second harmonic susceptibility along the

waveguide. A sketch of the two different design is shown in figure 3.1.

(a)

(b)

Figure 3.1: (a) sketch of the top view of a simple poling configuration waveguide; (b)
sketch of the top view of an interdigitated poling configuration waveguide. Different
colors correspond to different doping.

The size of each doped region is δ = 500 nm. Once that Λ is set in order to

satisfy 3.6, the value of ∆ is determined accordingly. Moreover, in the inter-
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digitate poling configuration there is also a p-i-n junction between neighbor-

ing doped regions of different sign. The value δ = 500 nm is a compromise

between a value unaffected by the lithographic resolution of the width of the

doped regions and a large distance between neighboring doped regions to

avoid breakdown between them. In fact the minimum nominal size allowed

for the junctions is 400 nm, that is given by the use of i-line lithography (365

nm wavelength). Than, to take into account the angle of the implantation

process, the junctions are further widened. At the end δ = 500 nm is the

minimum value that can be reached during the fabrication [57].

3.4 The experiment

An experiment to demonstrate that it is possible to obtain an higher genera-

tion using the interdigitated poling configuration instead of the simple poling

configuration has been performed.

3.4.1 Setup

For this kind of measurements a CW solid state tunable laser source IPG Pho-

tonics CLT-2400-1100-2 pumped by a fiber laser IPG Photonics Corp ELR-10-

1567 has been used. This laser is composed by two different parts. The first

part is a linearly polarized continuous wave Erbium fiber laser. It is com-

posed by a IPG single emitter diode coupled in a erbium fiber that provides

multi-mode output. This source operate at 1567 nm with an output power of

10 W. This first block is fully assembled with the second high-power, CW, tun-

able, middle-infrared laser. This is a Cr:ZnS laser tunable in the 1895− 3005

nm range with an output power, dependent from the set wavelength, of up

to 4.8 W. The output is a continuous linearly horizontal polarized wave. In

order to avoid back reflection, that can damage the laser cavity, the beam is

passed through a MIR optical isolator. After the isolator the beam is coupled

to the same coupling stage described in the previous chapter.

As in the previous chapter, the pump signal wavelength is around 2300

nm.
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(a) (b)

Figure 3.2: Top images of the sample. (a) Zoom on the waveguide region. The white
lines are the aluminum tracks and the dark ticks are insulating barriers between the
junctions. In the image it is possible to see two waveguides with different poling
period. (b) Zoom on the pads used to contacts the p-i-n junctions. Image courtesy of
Dr. M. Ghulinyan.

3.4.2 The sample

Also the devices used for the measurements described in this chapter have

been realized in FBK using first a 365 nm UV lithography to define the struc-

tures and a reactive ion etching for the final realization. The doped regions

are realized by ion implantation to the sides of the waveguide, so the final

junctions are p-i-n junctions. Different doped regions are separated by insu-

lator barriers. In order to apply a reverse bias to the junctions, aluminum

pads connected at them trough vias in the oxide (visible in figure 3.2) are

used. The contact is made using metallic tips in contact with the pads, as

sketched in figure 3.3(b). In the doped region, the concentration of the major-

ity carriers is 1.00± 0.02× 1018 cm−3, with a residual 1.00± 0.02× 1015 cm−1

p-doping in the intrinsic silicon, that correspond to the doping level of the

SOI wafer.

The cross section of the waveguide is sketch in figure 3.3(a) and it is

formed by a 190 nm high silicon rib on the top of a 300 nm high slab of intrin-

sic silicon. The waveguide has a total height of 490 nm. The distance between

the doped region and the core of the waveguide is 200 nm. On the top of the

waveguide a layer of oxide is deposited. Different width have been analyzed

and the corresponding poling period is chosen in order to have quasi phase-

matching condition. Table 3.1 shows for the three different geometries of

the waveguides the relative poling period and pump resonant wavelength.

For all the three waveguides both the simple and the interdigitated poling
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(a) (b)

Figure 3.3: Sketch of the sample. (a) Cross section of the analyzed waveguides. (b)
Scheme of the contact made with metallic tips on the aluminium pads.

configuration have been realized. The propagation losses for the sample are

α = 2.4± 0.9 dB/cm evaluated using the cut-back method. This design was

realized by dott. Claudio Castellan.

(a) (b)

Figure 3.4: (a) Distribution of the normalized pump mode in the core of the waveg-
uide. (b) Distribution of the normalized elecric field EDC in the core of the waveg-
uide. Simulation performed by Claudio Castellan.

Applying a reverse bias an electric field EDC is generated in the core of

the waveguide, as shown in figure 3.4. This allows to have a good over-

lap between the electric field and the pump modes, that are confined in the

waveguide core.
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Table 3.1: Geometric parameters and corresponding expected resonant

wavelengths for the realized waveguides

w [µm] λp [µm] Λ [µm]

0.809 2.3 2.600

1.238 2.3 2.897

1.878 2.3 3.137

Figure 3.5: Study of the SHG power as function of the applied pump power Pp for a
waveguide 0.809 µm wide and 17.5 mm long. The measurement has been done with
an applied bias of 20 V and a pump wavelength λp = 2343 nm. The plot shows also
a quadratic fit of the experimental data.
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3.4.3 Electric Field Induced Second Harmonic Generation

First, SHG was observed in the samples, in order to verify the EFISH gen-

eration. When the proper bias is applied, a SH peak large less than 1 nm is

generated at λP/2. In figure 3.6 is shown that increasing the applied bias,

the generation increases in a quadratic way, according with equation 3.13. In

figure 3.5 is shown that at fixed applied bias the generated peak scales in a

quadratic way with the pump, as a second order nonlinear effect.

A comparison of the conversion efficiency between the simple and the in-

terdigitated poling configuration for the same waveguide geometry has been

performed. With an interdigitated poling configuration it is possible to ob-

tain a better SHG with the same applied bias, as shown in figure 3.6. For the

interdigitated poling configuration it is also visible a saturation region for an

applied bias V > 3 V. Probably this is due to the effect of the free carriers:

here there are about 200 mA of current that flow across the waveguide. This

anomalous behavior is probably given by the failure of few of the more than

ten thousand junctions and twice as many electrical contacts that can gener-

ate a large leakage current [58]. This effect is not visible in a simple poling

configuration because in this design the electrical contacts are more simple to

control. This is due to the fact that all the positive contacts are on one side of

the waveguide and all the negative contacts are on the other side of it.

3.4.4 SHG as function of the pump

Also the shape of the spectrum of the generation efficiency scanning the

pump wavelength has been investigated and the results are shown in figure

3.7. It is visible in figure 3.7(b) that changing the width of the waveguide the

phase-matching condition changes, in contrast with the table 3.1. In fact, all

the waveguides have been designed in order to have phase matching condi-

tion at λpump = 2300 nm. Moreover, there is not a real phase-matching conti-

tion but there are lot of peaks in a large emission band. In addition, the width

of the emission band decreases when the width of the waveguide increases

(figure 3.7(b)) and increases when the length of the waveguide increases (fig-

ure 3.7(a)). Therefore, one can suppose that these changes are given by vari-

ations in the geometry of the waveguide and in the poling periodicity due to

fabrication unwanted variations (defects) along the propagation direction of



EFISH GENERATION 62

(a)

(b)

Figure 3.6: SHG power as a function of the applied bias for a w = 0.890 µm wide
and 17.5 mm long waveguide with a simple poling configuration (up) and interdig-
itated poling configuration (down): with the interdigitated poling configuration it is
possible to increase the effect of the bias. The measurements have been performed
with λp = 2353 nm and Pp = 0.8 mW for the interdigitated poling configuration and
Pp = 1.2 mW for the simple poling configuration.
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(a) (b)

Figure 3.7: (a) Variation of the band of emission as a function of the length of the
waveguide: longer waveguides show larger emission band; (b) variation of the band
of emission as a function of the width of the waveguide: larger waveguides show
narrower emission band.

the waveguide. The width of the emission band decreases when the width

of the waveguide increases because larger waveguides are more tolerant to

geometrical defects, while the width of the emission band increases when the

length of the waveguide increases because longer sample means more disor-

der. In figure 3.7(a) it is also visible that, when the sample is cleaved, some

structures of the spectrum disappear. It is probably given by the fact that

the region where the unwanted variations that originate these structures are

present has been removed. Also the variation of the phase-matching condi-

tions can be explain by the disorder. In fact, the phase-matching condition is

dramatically influenced by the geometry of the sample. Inserting small vari-

ations in the geometry of the sample means inserting critical variation in the

phase matching condition.

3.4.5 Modeling of the fabrication defects

To understand this strange form of the SH efficiency spectrum a modeling of

the generated power as been done, using equation 3.14. The poling function

depends from the periodicity of the junctions along the z direction, while the

mismatch vector is related to the geometry from equation 1.14. The mod-

eling has been done by considering the influence of the fabrication process
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defects in the SH generation process. These defects affect SHG both inserting

random variations in the waveguide cross section geometry as well as in the

modulation of the p-i-n junctions along the waveguide. To model the varia-

tions in the cross section waveguide the parameter we f f , that is the effective

width of the rib waveguide, has been used to describe all the variations of the

waveguide geometry. Meanwhile to model the variation in the modulation

of the p-i-n junction, making explicit s (z), the poling configuration can be

written as [58]: s (z) = sin
( 2π

Λ z
)

simple,

s (z) = 1
2 sin

( 2π
Λ z
)
+ 0.5 interdigitated.

(3.16)

Λ is the parameter in which the variations are induced. The calculations

have been performed by using COMSOL and Matlab. Figure 3.8 shows an

example of a SH generation efficiency spectrum that has been used to validate

the method.

Figure 3.8: Typical spectrum of an interdigitated poling configuration waveguide.
The aim of the modeling is to try to reproduce the principal features of this spectrum.

First, the proper parameters to have the quasi-phase matching wavelength

of λ = 2433 nm have to be determined. From the equation
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(a) (b)

Figure 3.9: (a) 2D map of np variation as a function of w and hslab; (b) 2D map of nSH

variation as function of w and hslab . Simulation performed with Comsol for fixed
pump wavelength λp = 2433.

Λ =
λSH

ne f f ,p − ne f f ,SH
(3.17)

it is obtained

∆ne f f =
λSH

Λ
. (3.18)

The nominal value for the poling periodicity is Λ = 2600 nm, leading to

∆ne f f = 0.4679. Starting from the nominal waveguide cross section param-

eters, that are width w = 809 nm, rib height h = 190 nm and slab height

hslab = 300 nm, a simulation in COMSOL has been done to determine the

variation of the effective index both for the pump (np) and the SH (nSH)

modes as a function of w and hslab. The results are shown in figure 3.9. The

choice to use this two parameters as variables is dictated by the fabrication

method. The total Si height in the SOI is fixed at 490 nm. Therefore, during

the etching the parameter that can be changed is hslab (h can be described as

function of hslab). On the other hand, the rib width is the result of the lithogra-

phy and etching which can be changed as well. Combining the two 2D maps

for the effective indexes for different geometries is possible to obtain the 2D

map for ∆ne f f as function of w and hslab, that is shown in figure 3.10. From

this map, the geometry of the sample that allows to have ∆ne f f = 0.4679 can
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Figure 3.10: 2D map of ∆n variation as a function of w and hslab. The red circle
indicates the selected geometry.

be extracted. Since the most critical variable is w we choose the geometry

with hslab = 293 nm and we f f = 793 nm, that is the point that allows to reach

the desired value for ∆ne f f with the minimum variation of hslab. This two

parameters are in agreement with the resolution of the fabrication process.

Second, since in equation 3.14 enters ∆β as a parameter and not ∆ne f f , in

figure 3.11 its dependence from the pump wavelength λp and the vaweguide

width w at fixed height of the slab has been mapped. A parametrization of

this map allows to easily compute the dependence of ∆β on the disorder as

function of λp, that is what is needed to reproduce figure 3.8.

Third a model to describe the disorder in the waveguide has been done

assuming random fluctuations around the actual value of the width we f f .

S (z) integral has been divided in different integration steps and a different

random value of the width wi has been used for each i integration step. Since

the distribution of these defects in the waveguide is not known, two differ-

ent distributions, that are the most probable in a fabrication process, have

been studied and are shown in figure 3.12. The first is a normal distribu-

tion centered around the actual width, e.g. the waveguide widths have been
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Figure 3.11: 2D map of ∆β as a function of λp and w. The actual slab height of 293
nm has been used.

randomly extracted from a Gaussian distribution centered around the width

value we f f = 793 nm and with a full width at half maximum FWHM = 2σw.

The second is a white distribution centered around we f f = 793 nm, e.g.

the width values are randomly extracted with an equal probability between

we f f − σw and we f f + σw. Then the S (z) integral has been evaluated using

Stevino method. The shape of S
(
λp
)

for different values of σw from 0 nm

to 10 nm, values that are compatible with the used process resolution in the

waveguide fabrication, has been studied and the result is shown in figure

3.13. It is important to notice that, from equation 3.13, the shape of S
(
λp
)

re-

flects the shape of PSH
(
λp
)
. Increasing the disorder the generation efficiency

decreases and the band of generation increases. In particular, for the two dis-

tributions, when σw > 2 nm the central peak disappears and there are several

peaks of generation.

Fourth, a chirping of the poling periods has been also modeled to study

the effect of the error in the periodicity of the χ(2) on the generated power.

Poling unwanted fluctuations have been modeled by assuming for the differ-

ent regions, where the p-i-n junctions are formed, different lengths. Using the
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(a) (b)

Figure 3.12: (a) example of normal distribution used to extract the random values for
wi to use in the integral calculus; (b) example of white distribution used to extract the
random values for wi to use in the integral calculus. Each distribution is composed
of 10000 samples.

number of junctions, evaluated as Nj = L/Λ, the integral in equation 3.14 is

divided in Nj different domains:

S =
1
L2

∣∣∣∣∣
Nj

∑
j=1

∫ Λj

0
sj (z) ei∆βzdz

∣∣∣∣∣
2

(3.19)

where each domain has different Λj and, by using 3.16, different poling func-

tion sj (z). Continuity of the poling function at the domains borders is im-

posed. The values Λj are extracted randomly from a normal or a white dis-

tribution centered around the nominal value of the poling period Λ = 2600

nm. The shape of S
(
λp
)

has been studied also here for different values of

σΛ, where σΛ is the width of the distribution, from 0 nm to 100 nm. Intro-

ducing disorder in the poling period of the waveguide, an error that is more

that σΛ = 20 nm is needed in order to have an increment of the generation

band and lot of different peaks. It is possible to compare this results with

[59]. In this work a periodically poled lithium niobate fiber has been used.

The authors find that using a white distribution with σΛ = 35 nm is possible

to obtain a series of peaks in a broad emission band. Moreover, with an error

of σΛ = 50 nm for the white distribution, from figure 3.14 it is possible to ob-

serve a 20 times reduction of S, while from [59] there is a 25 times reduction
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Figure 3.13: Comparison of the variation of the shape of the spectrum S
(
λp
)

for
different values of σw using the two different random distributions: normal (top)
and white (bottom). Simulations have been done for a 10 mm long and 793 nm wide
waveguide, with a poling period Λ = 2600 nm. To perform these simulations the
waveguide has been divided in 10000 different integration steps.
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in the same conditions. Considering that the material is different, the results

of our model are in agreement with the reference.

Fifth, the experimental spectral width of S
(
λp
)

peaks suggests to have a

shorter generation length than the full waveguide length. In fact, the SHG

efficiency spectral width is inversely proportional to the waveguide length

[56]. Therefore, it is important to note that in 3.14 the length L describes the

length where the SHG occurs. In a quasi-phase matching process the coher-

ence length of the generation is the total length of the sample [56]. However,

the coherence length of the MIR source can be evaluated as:

Lcoh =

√
2ln2

π

λ2
p

ne f f ∆λ
(3.20)

where ne f f is the effective index of the waveguide at λp and ∆λ = 0.16 nm is

the laser bandwidth. Using this formula at λp = 2433 nm, a coherence length

of Lcoh = 6 mm is found for the MIR source used in this work, that is shorter

than the L = 17 mm total length of the waveguide. Figure 3.15 shows the

effect of different lengths on the bandwidth of S
(
λp
)

for an ideal waveguide.

Simulation with L = 6 mm, i.e. equal to the coherence length of the source,

yields to a 3 nm wide peak to be compared with the 2 nm width of the peak

simulated for a 17 mm long ideal waveguide.

Assuming a coherence length of the process of 6 mm and a Gaussian dis-

tribution for fluctuations in the waveguide geometry as well as in fluctua-

tions of the poling along the waveguide length, it is possible to study the

value of the bandwidth and the peak value of S to estimate the value of the

fluctuations which fit the experimental data and to extract the conversion

efficiency ηSH of the EFISHG process. Plotting the peak value of S
(
λp
)

as

function of σw and σΛ, as in figure 3.16, it is possile to see that there is a

strong dependence on σw whereas the dependence on σΛ is weak. Plotting

the value of the peak for S
(
λp
)

and the value of its bandwidth as function

of σw, as shown in figure 3.17, it can be observed that after σw = 5 nm the

conversion efficiency decreases by a factor 103 and after σw = 4 nm there is a

sudden widening of the spectrum. From the plot of the bandwidth it is pos-

sible to estimate that the value for σw which fit the experimental data and the

simulated results is σw = 3 nm.
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Figure 3.14: Comparison of the variation of the shape of the spectrum S
(
λp
)

for
different values of σΛ using the two different random distributions: normal (top) and
white (bottom). The simulations have been done for a 10 mm long waveguide, with
an average poling period of Λ = 2600 nm and a width of 793 nm. To perform these
simulations the waveguide has been divided in 10000 different integration steps and
3846 domains.
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(a) (b)

Figure 3.15: Spectral dependence of the S function for an ideal waveguide at two
different values of length L. (a) The used length is L = 6mm, that is the coherence
length of the laser; (b) the used length is L = 17 mm, that is the total length of the
waveguide.

Figure 3.16: Variation of the peak value of S
(
λp
)

as a function of σw and σΛ for L = 6
mm.
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Figure 3.17: In black plot of the peak value of S as a function of σw (σΛ = 0). In red
plot of the bandwidth as a function of σw. The green circle corresponds to the value
of the bandwidth extracted from experimental data.

Finally, it is possible to compare the experimental data with the results of

simulations where the S-function is computed with a normal distribution of

fluctuations in the waveguide width of σw = 3 nm and for a length of the

process L = 6 mm, equal to the pump laser coherence length. The compari-

son is shown in figure 3.18. Being random fluctuations, the single peaks are

not fitted, but still the essential behavior of a broad multi-peaked band of the

S-spectrum is reproduced.

3.4.6 Estimation of the conversion efficiency and ∆χ(2)

From the experimental data it is possible to extract an effective generation

efficiency η
exp
SH which is affected by the effect of poling period chirping and

waveguide width fluctuations. From the model, it is possible to estimate

the best combination of σw and σΛ which capture the experimental spectrum

behaviour. The relative conversion efficiency ηSH (σw, σΛ) can be scaled to the

one in absence of any variation in Λ and w .

The scale factor between the ideal condition and the fit of an experimental

spectrum can be estimated as:
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Figure 3.18: Real spectrum of an interdigitated poling configuration waveguide 17
mm long and with a nominal width of 809 nm (red), compared with four different
configurations performed for a waveguide with we f f = 793 nm, hslab = 293 nm,
σw = 3 nm, σΛ = 0 nm and L = 6 mm (black). Being random fluctuations the
results of the simulations are always different. It is important to have more than one
simulation with the same parameter in order to do a statistic study. Here it is possible
to see that, using these parameters, the principal features of the experimental data
are always reproduced by the simulations.
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x =
ηSH (σw = 3nm, σΛ = 0nm)

ηSH (σw = 0nm, σΛ = 0nm)
. (3.21)

If we define the conversion efficiency ηSH = PSH
P2

p
, we get:

x =
PSH (σw = 3nm, σΛ = 0nm)

PSH (σw = 0nm, σΛ = 0nm)
. (3.22)

Writing PSH as in 3.13, 3.22 yields:

x =
S (σw = 3nm, σΛ = 0nm)

S (σw = 0nm, σΛ = 0nm)
. (3.23)

From figure 3.17 it results 1/80 . With this scale factor the estimated con-

version efficiency of the process is 0.32± 0.02 W−1 for the interdigitated con-

figuration with an applied bias of 4 V. From figure 3.6 it is possible to estimate

the expected value at high voltage [53, 60]. The results are shown in table 3.2.

Table 3.2: Extracted values of η and ∆χ
(2)
e f f for low and high voltage

V [V] ησw=3nm ησw=0nm ∆χ
(2)
e f f

4 4× 10−3 W−1 0.32± 0.02 W−1 14.6± 0.5 pm/V

24 0.115 W−1 9.2± 0.7 W−1 78± 3 pm/V

In table 3.2 are also shown the corresponding values for ∆χ
(2)
e f f . Following

[26] is possible to extract for ∆χ(2):

∆χ(2) =

∫
e
(
r⊥, ωp

)
∆χ

(2)
EFISH (r⊥) e∗ (r⊥, ωSH) e

(
r⊥, ωp

)
dA∫

e
(
r⊥, ωp

)
e∗ (r⊥, ωSH) e

(
r⊥, ωp

)
dA

(3.24)

where e (r⊥, ωi) are the profiles of the electromagnetic fields related to the

different modes in the cross section of the waveguide. Here ∆χ
(2)
EFISH is not

known. From equation 3.13 it is possible to extract the value for γ̃
(2)
EFISH as:

γ̃
(2)
EFISH =

√
η

L2S
. (3.25)

Using equation 3.10 it is possible to evaluate Γ̃(2) as:
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(a) (b)

(c) (d)

Figure 3.19: Dispersion of the effective index for two different widths of the sample
for the pump mode (up) and the SH mode (down). The simulations have been per-
formed using Comsol. For both the widths of the waveguide the result for the group
index of the pump mode is ng,p = 3.7 and for the group index of the SH mode is
ng,SH = 3.9.
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Γ̃(2) =

√
8A0ε0c3

ωSHng,p
√ng,SH

γ̃
(2)
EFISH (3.26)

with A0 cross section of the waveguide and ng,i the group indexes of the SH

and pump modes. Finally, joying together the equations 3.9 and 3.24, it is

possible to estimate the effective ∆χ(2) as:

∆χ
(2)
e f f = Γ̃(2)

(∫
n2 (ap

) ∣∣e (ap
)∣∣2 dA

) (
n2 (aSH) |e (aSH)|2 dA

)1/2

√
A0
∫

e
(
ap
)

e∗ (aSH) e
(
ap
)

dA
(3.27)

where the vector ai is defined as ai = (r⊥, ωi).

It is important to notice that the term Γ̃(2) is directly proportional to
√

A0,

and this made the dependence of ∆χ(2) to the waveguide cross section van-

ishes. Moreover, the variation of the dispersion of the effective index both

for the pump and the SH mode for small variations of the cross section is

very low. A variation of 6 nm does not influence the group index in a criti-

cal way, as it is shown in figure 3.19. Therefore, this model allows to totally

remove the dependence on fabrication defects from the χ(2), enabling to eval-

uate the real ∆χ(2) of the process. The result reported in this section is higher

respect to the one find by Timurdogan et al. in [53]. In [53] the authors find a

χ
(2)
e f f = 41± 1.5 pm/V at an applied reverse bias of 21 V using a simple poling

configuration. In this work it was demonstrated how it is possible to increase

the value of χ(2) up to 78 pm/V using an interdigitated poling configuration.

3.4.7 Future prospects

This sample is a prototype that has been realized in Fondazione Buno Kessler

using a i-line lithography with 365 nm wavelegnth, that is the standard pro-

cess used in this facility. This study has been done in order to estimate the

conversion efficiency and ∆χ(2) that it is possible to reach using EFISH gen-

eration. We have now a clear understanding of the EFISHG process and of

the limitations induced by fabrication imperfections. It is now possible to

use a customized high resolution process in order to improve the conversion

efficiency of the chip.



Chapter 4

Microring resonator design

4.1 SHG condition in a microring

(a) (b)

Figure 4.1: (a) Sketch of the coupling between the bus waveguide and the ring. a1

and b1 are the amplitudes of the electric field inside the bus waveguide before and
after the coupling with the ring. a2 and b2 are the amplitudes of the electric field in
the ring before and after the coupling with the bus waveguide. k and k∗ are the cou-
pling coefficients. t and t∗ are the transmission coefficients. (b) Sketch of a microring:
Rin is the internal radius of the microresonato, w is its width and e is its thickness.

Having demonstrated SHG in silicon , we here discuss the design of a

microresonator suitable for SHG. We used a microresonator with a ring ge-

ometry which is named microring resonator. Comsol within Matlab was used

to realize the design.

78
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Figure 4.2: Sketch of the different numbers that describe a resonant mode in a ring.

4.1.1 Light propagation in a microring resonator

The light propagating in a microring can be described by the resonant modes

of the electric field. Each mode is described by three numbers, as shown in

figure 4.2. q is the planar number and gives the number of the electric field

extremes along z. p is the radial number and corresponds to the number of

extremes along r. m is the azimuthal number and represents the number of

wavelengths in one round-trip. In order to be resonant, the mode need to

have an integer number of m: in this way there is a constructive interference

within waveguide propagating in different round-trip, otherwise there will

be destructive interference between them and no light will propagate in the

microring. m is related to the effective index by the relationship [61]

mλ = 2πne f f R. (4.1)

where R is the radius of the microring evaluated in the center of the microring

waveguide. This relation is called resonant condition. These modes can be

found in the two different polarizations TE and TM.

To inject the pump field in the ring, a straight bus waveguide is used. It

is possible to engineer the distance between the bus and the ring in order to

have a coupling between them [61]. Defined Pcpld the power injected in the

ring by the bus and Ploss the power that is dissipated by the microring in a

round trip, during the coupling three different condition are possible:

• Pcpld < Ploss that is the under coupling condition. In this condition it is
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not possible to observe SHG in the ring because the power injected is

lower respect to the intrinsic loss of the ring.

• Pcpld = Ploss that is the critical coupling condition. This is the best con-

dition to observe SHG in the microresonator.

• Pcpld > Ploss that is the over coupling condition. We want to generate SH

in the microring and be able to observe it. In this condition the power

injected is to high that at the output it will cover the SH signal.

4.1.2 The momentum conservation

The angular momentum, as well as the energy, must be conserved in a ring.

This conservation depends on the modes that are coupled trough the suscep-

tibility tensor. Here we assume a 4̄ symmetry for χ(2):

χ
(2)
zxy 6= 0. (4.2)

Thanks to the geometry of the second order susceptibility tensor, a TE

pump mode generates a TM SH mode [62, 11]. The eletric field of the gener-

ated mode is given by:

Ez,SH = χ
(2)
zxyEx,pEy,p (4.3)

where Ex,p and Ey,p are the electric fields of the two pump photons. It is useful

to switch to the circular polarizations instead of the cartesian coordinates [63].

The x-linearly polarized and y-linearly polarized states can be written as:|x〉 =
1√
2
(|+〉+ |−〉) x− polarized

|y〉 = i√
2
(|+〉 − |−〉) y− polarized.

(4.4)

To evaluate the |xy〉 SH state it is useful to define the creator operator â+n
and destruction operator ân:creator â+n |n〉 =

√
n + 1 |n + 1〉

destruction ân |n〉 =
√

n |n− 1〉 .
(4.5)



MICRORINGS DESIGN 81

The |x〉 and the |y〉 states can be written as:|x〉 = â+x |0〉

|y〉 = â+y |0〉 .
(4.6)

Matching equation 4.4 with 4.6 it is obtained:â+x = 1√
2

(
â++ + â+−

)
â+y = i√

2

(
â++ − â+−

)
.

(4.7)

Using this two operators to generate the SH state the result is:

|xy〉 = â+x â+y |0x0y〉 =

=
1√
2

(
â++ + â+−

) i√
2

(
â++ − â+−

)
|0+0−〉 =

=
i
2
(
â++ â++ + â+− â++ − â++ â+− − â+− â+−

)
|0+0−〉 =

=
i
2
(
â++ â++ − â+− â+−

)
|0+0−〉 =

=
i
2
(
â++ |+〉 − â+− |−〉

)
=

=
i
2

(√
2 |++〉 −

√
2 |−−〉

)
=

=
i√
2
(|++〉 − |−−〉)

(4.8)

(a) (b)

Figure 4.3: (a) Sketch of the angular momentum along z for the 2 pump photons. (b)
Sketch of the angular momentum along z for the SH generated photon. The condi-
tion mSH = 2mp + 2 must be respected to have the angular momentum conservation.
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As a consequence the SH can be generated by using either two photons

|+〉 or two photons |−〉. Figure 4.3 shows the case where two |+〉 photons

interact. In the pump mode each photon has a +1 spin momentum and mp

orbital momentum. The total angular momentum along z is then 2mp + 2.

For the SH mode the photon has 0 spin momentum and mSH orbital momen-

tum. The total angular momentum along z is then mSH. For the angular

momentum conservation it is possible to obtain

mSH = 2mp + 2. (4.9)

If the two interacting photons are two |−〉 photons, the angular momen-

tum conservation condition is

mSH = 2mp − 2. (4.10)

Therefore, the general momentum conservation condition for the SHG

generation process in a ring can be written as:

mSH = 2mp ± 2. (4.11)

4.1.3 The radius of the ring

In this work the study is limited to the case where qp = qSH = 1, pp = 1

and pSH = 3. In order to have SHG in the ring, the radius that can support

in a resonant way both the pump wavelength λp and the SH wavelength

λSH = λp/2 with mSH = 2mp + 2 has to be found. A comsol within mat-

lab program has been used to find the internal radius of the ring and the

corresponding pump wavelength to have SHG. The typical iteration of the

program is shown in figure 4.4. The user has to fix the thickness, the width

and the pump azimuthal number. Moreover, he has to give the extremes R1

and R2 of the interval in which the internal radius of the ring is expected

to be. The program finds the pump resonant wavelength with azimuthal

number mp and the SH resonant wavelength with azimuthal number mSH for

both the radii. Than it connects the two pump modes and the two SH modes
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Figure 4.4: Typical iteration of the program. In the first step the first condition for
SHG is found. Then the radius interval is reduced, a second condition for SHG is
found and the radius interval is reduced again. The program stops when the differ-
ence between two consecutive SHG conditions is lower with respect to a threshold
that can be chosen by the user.
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with straights lines, as shown in figure 4.4, and finds the intersection between

them. Than it takes two new R1 and R2 around the intersection point so that

the radius interval is reduced and performs another time the evaluation of the

pump and SH modes. The program performs several iterations that modify

the interval of the ring’s internal radius until SHG condition is satisfied. The

refractive index dispersions used in the modeling for the different materials

are taken from [63].

4.2 Pump wavelength vs geometrical parameters

Figure 4.5: Pump wavelenght as a function of the ring’s internal radius for differ-
ent widths w and fixed thickness e = 280 nm. The points represent the different
geometries suitable for SHG generation.

Figure 4.5 shows different possible geometries that satisfy the SHG con-

dition for fixed thickness e = 280 nm. For a fixed value of the width w, it is

possible to find different azimuthal numbers mp that allow to generate SH.

It is also possible to see that when the radius increases, the wavelength in-

creases. This comes from the resonant condition:
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mpλp = 2πRnp
e f f

mSHλSH = 2πRnSH
e f f .

(4.12)

Replacing mp and mSH in the angular momentum conservation mSH =

2mp + 2 it is possible to obtain:

2πRnSH
e f f

λp/2
= 2

2πRnp
e f f

λp
+ 2 (4.13)

and this leads to

2πR
(

nSH
e f f − np

e f f

)
= λp. (4.14)

In figure 4.5 it is also shown how changing the azimuthal number it is pos-

sible to change the pump wavelength for SHG. In the figure dashed curves

are used to underline that SHG occurs only on the ring resonances, and these

resonances are separated, i.e. the azimuthal number is an integer. It can also

be noticed that along the same curve (fixed w), the radius increases with mp.

This because an higher numbers of maximum is needed to fit one round-trip.

Moreover, a saturation region is visible for large radii. This is due to the

fact that when the radius becomes large the ring resembles more a straight

waveguide. Therefore, the angular momentum conservation is replaced by

the linear momentum conservation, losing the dependence from the radius.

Finally, the figure also shows that for a given mp the pump wavelength is

longer when the width increases. This is given by the fact that when w is

larger the effective index increases, therefore in order to keep the azimuthal

number constant the wavelength lengthens. From this study it is possible

to find the combinations w-mp that allow to have 2.2 µm < λp < 2.6 µm.

The shorter wavelength limit is chose in order to avoid TPA in silicon, that

will compete with SHG, reducing his generation efficiency. The largest wave-

length limit is chose because of the available laser source in our laboratory.

Figure 4.6 shows the variation of the pump wavelength as a function of

the internal radius changing the thickness of the ring for fixed width w = 800

nm. Here, it is possible to notice that the variation of the pump wavelength

is not monotonous with the thickness. There are three different regimes:
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Figure 4.6: Pump wavelenght as a function of the ring internal radius for different
widths e. The three curves represent three different azimuthal numbers: from left to
right mp = 100, mp = 200 and mp = 400. Different colors are used to identify the
different thicknesses (expressed in nm).

• e < 400: the pump wavelength increases with the thickness,

• e = 400: the maximum for all the three curves is observed,

• e > 400: the wavelength decreases with the thickness.

In this figure the curves are continuous: if we fix w, for any values of e
an internal radius as well as a pump wavelength fulfilling the SHG condition

are found.

4.3 Robust geometries

The conversion efficiency expression can be written as (see Appendix B for

further details):
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ηSH = 4π2 |K|2
α̂2

SH
(
1− t2

SH
)

1 + α̂2
SHt2

SH − 2α̂SHtSHcos(φSH)

 α̂2
p

(
1− t2

p

)
1 + α̂2

pt2
p − 2α̂ptpcos(φp)

2

(4.15)

with α̂i absorption of the material, ti transmission of the waveguide, φi phase

of the mode and K evaluated with Comsol from equation 5.29.

In the critical coupling condition, with Pin = 1 mW, Qint
p = 104, Qint

SH = 106

and χzxy = 1 pm/V [41], ηSH as a function of the internal radius and of the

thickness has been evaluated. Concerning the radius, the results are shown in

figure 4.7. It is visible that the smaller is the radius, the larger the conversion

efficiency is.

Figure 4.7: Conversion efficiency as a function of the internal radius for a microring
with w = 800 nm and a microring thikness e = 280 nm

Concerning the thickness, the results are shown in figure 4.8. The conver-

sion efficiency is not monotonous with the thickness of the microring waveg-

uide.

The optimal geometry is a compromise between the experimental, the

fabrication and the theoretical requirements. Figure 4.7 shows that the best

conversion efficiencies are obtained with small radii. On the other hand, fig-
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Figure 4.8: Conversion efficiency as a function of the thickness of the waveguide for
a microring of w = 800nm and an internal radius as close as possible to Rin = 60 µm.
This because it is not possible to fix the value of the radius for a given cross section
geometry. Actually, it must correspond to an integer for the azimuthal numbers.

ure 4.5 shows that to avoid two photon absorption of the fundamental mode

with a small radius, w ≥ 900 is needed to keep e ≥ 280 nm.

Of particular interest in figure 4.8 is the region in which the conversion

efficiency flattens around e = 360. This means that there is a range where

small variations in the thickness, given by the fabrication tolerance, do not

change the results. Moreover, plotting the variation of the radius as a function

of the thickness, as shown in figure 4.9, it is possible to see that there is a flat

maximum around e = 330 nm. So, for the same radius there is a range of

thicknesses values instead of a fixed thickness value.

In order to better investigate the properties of this region, the conversion

efficiency of a microring with mp = 400, and w = 800 nm has been com-

puted for two different radii: the first Rint = 0.755 µm, that corresponds to a

thickness e = 330 nm, and the second Rint = 57.208 µm, that corresponds to

a thickness e = 440 nm. The first radius has been chosen because is the the

maximum in figure 4.9. So changing the thickness, the resonant condition is

still satisfied. The second radius has been chosen far from this condition in

order to have a comparison between the two situations. To simulate a fab-
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Figure 4.9: Internal radii values that allow SHG as a function of the waveguide thick-
ness for a microring of width w = 800 nm and a fundamental azimuthal number
mp = 400. The colors of the points correspond to the same thicknesses used in figure
4.6.

rication error the thickness is swept around the nominal value and for each

new thickness, the fundamental wavelength is adjusted around 2.3 µm to

keep the fundamental mode resonant with m = 400. This can be easily done

during an experiment by tuning the pump wavelength so that this simula-

tive process reflects the experimental process. On the other side, SH is not

resonant, thus in order to compute ηSH a pseudo-azimuthal number m′SH is

interpolated between the closest resonances. The results are shown in figure

4.10. The maximum of the conversion efficiency is ηSH = 1.7× 10−4 mW−1

for both the two geometries. For the first geometry (green) the SHG remains

efficient in a range of 10 nm and it is larger than 10−4 mW−1 in a range of 16

mm. For the second geometry (red) ηSH > 10−4 mW−1 only in a range of 1

nm. So the first geometry is robust against thickness error, that affects in a

critical way the other parameters.

During the fabrication process errors can occur in the radius of the micror-

ing, as well. The effect of this error has been investigated fixing the thickness

while keeping other parameters as for fiure 4.10. The results are shown in

figure 4.11. In both the geometries ηSH > 10−4 mW−1 in a range larger that
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Figure 4.10: Effects of the thickness oscillations in two different geometries. It is
visible that the green geometry allows to accommodate the fabrication errors of the
thickness.

Figure 4.11: Effects of the radius oscillations in the two different geometries. The
oscillations on the radius are not as critical as the one on the thickness.
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40 nm, so the variations of the radius are not critical. The value of ηSH is

lower respect to the one find in GaAs [11] but is in agreement with the re-

sult reported by Lake et al. (ηSH = 3.8± 0.2× 10−4 mW−1) [64]. Moreover,

thanks to he use of p-i-n junctions it is possible to increase the value of χ(2)

(and consequently ηSH) increasing the applied reverse bias.

4.4 The 4̄ symmetry

The only relevant assumption in this section is the 4̄ symmetry for the χ(2).

This assumption is general. There are several materials that show this sym-

metry of the second order susceptibility tensor. In literature this symmetry

has been observed in several III-V semiconductors like AlN, GaN, GaAs, InP

and their alloys [65, 66, 67, 68, 64]. The method can be used for all the mate-

rials that show this kind of symmetry, in order to find the robust geometries

for the desired systems.

Further studies are now needed to find a way to preserve this simmetry

in Silicon in order to take advantage of this kind of geometries.



Chapter 5

Conclusion

In Chapter 2 the origin of SHG in strained silicon waveguides has been inves-

tigated in a complete way. An experiment that allows to separate the strain ef-

fect from the effect of the charged defects has been performed. It was demon-

strated that the second harmonic generation efficiency is not influenced by

the increase of the strain in the waveguide. It was also demonstrated that

passivating the charges at the Si/SiN interface allows to remove the SHG.

This results point out that the origin of second order nonlinearities in strain

silicon waveguides is strictly linked to the dangling bonds at the interfaces

between the waveguide and the stressing layer. It is possible to fix an upper

limit of χ(2) due to the strain at 0.05 pm/V. This result is also supported by a

previous theoretical estimation proposed by Khurgin et al. [46].

In Chapter 3 it was demonstrated a new method to generate a controlled

χ(2) in silicon waveguides based on the results of Chapter 2. Starting from the

work of Timurdogan et al. [53] periodic p-i-n junctions have been fabricated

across the waveguides to generate an electric EDC field in their core. More-

over, the poling of the junctions is used to guarantee quasi phase-matching

condition. Two different configurations of poling have been studied: the sim-
ple poling configuration, where the same kind of doping is on the same side of

the junction, and the interdigitated poling configuration, where the sign of the

junctions is alternated along the waveguide. It was demonstrated that the use

of the interdigitated poling configuration increases the generation efficiency

because it maximize the variation of EDC. Also, a modeling of the effects

of fabrication defects has been performed. The modeling shows how these
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defects broaden and weaken the SHG spectrum. The founded geometrical

variation are compatible with the waveguide fabrication process resolution.

An estimation of the potentiality of the effective second order nonlinearity

in the ideal case has been calculated. The values estimated in this work is

∆χ
(2)
e f f = 78± 0.3 pm/V at 24 V of applied bias, which is higher than the ones

reported in ref [53] using simple poling configuration waveguides.

In Chapter 4 it was shown a study of microrings that can accomodate

geometrical defects. Using a 4̄-symmetry of the χ(2) tensor, a study of the

conversion efficiency as a function of the different parameters of the micror-

ing as been performed. It was demonstrated that the most critical parameter

is the thickness of the waveguide in the ring and it was shown a method to

find a geometry that allows to have efficient conversion efficiency in a range

of thickness of 16 nm around the nominal value. Moreover, this method is

more general, since it is based only on the symmetry of the nonlinear tensor.

Therefore, it can be easily applied to other materials.

The outcome of my thesis is a clear demonstration that the presence of

an EDC field in the core of the waveguide is the source of SHG in strained

silicon waveguide. I demonstrated as well how this field can be engineered

in order to control the value of the χ(2) with poled waveguide. I have also

proposed an innovative design of the poling to enhance the SHG strength.

Moreover, I proposed a model that can describe in a complete way SHG in

poled waveguide, highlighting a new method to control the effects of the

undesired fabrication defects. Finally, I showed how is possible to use a 4̄-

symmetric χ(2) to find a set of microring geometries that are robust against

fabrication imperfections. These geometries will be used in the future studies

about a microring designs to obtain a comb generation.



Appendix A: Spitfire Pro System
Amplifier

Figure 5.1: on the left: sketch of a 4 level laser operational process. The strong inter-
action between the photons and the lattice phonons causes a shift of the equilibrium
distance between the different atoms in the lattice changing the electronic level of the
different atomic orbital. When an electron jumps in the excited level, it then phonon-
ically decays on the bottom of the potential. From this situation it then decays on
the lower electric level in a radiative way and finally it phononically decays on the
ground of the energy system. In this kind of laser the absorption band and the emis-
sion band are different. In this way it is possible to use a first source (pump source)
to guarantee a constant population inversion and a second source (seed source) to
stimulate the emission of the laser. In the Ti:sapph laser the absorption band is from
400 nm to 600 nm and the emission band is from 670 nm to 1000 nm. On the right:
at the top, sketch of the three different part of the Regenerative Amplifier and at the
bottom, sketch of the stretcher operation system in which bluer wavelengths do a
longer path respect to the redder ones.
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The Spectra-Physics Millenniar amplifier is based on chirped pulse am-

plification. In the chirped pulse amplification, the pulse is first stretched in

order to reduce the peak power, then it is amplified and finally it is recom-

pressed to obtain the desired pulse width.

The Spitfire Pro System is divided in three different steps, as shown in

figure 5.1: the stretcher, the regenerative amplifier and the compressor. The

stretcher is composed by two different diffraction gratings that separate the

different wavelengths and force the short wavelengths to follow a longer path

respect to the long wavelengths (see the bottom left sketch in figure 5.1). In

this way the pulse is stretched and the peak power is reduced. This allows

the pulse to pass trough the crystal of the amplifier without damaging it. The

stretched Tsunami pulse is used as a seed, while a separate 20 W laser at 527

nm with a repetition rate of 1 kHz (Spectra-Physics Empowerr) is used as

pump beam. The active medium of the amplifier is a Ti:sapphire crystal. This

act as a 4-level laser cristal. In a 4-level crystal the strong interaction between

the photons and the lattice phonons causes a shift of the equilibrium distance

between the different atoms in the lattice changing the electronic levels. In

this way the electron in the excited level first phononically decays on the

bottom of the potential, then it decays on the lower electric level in a radia-

tive way and finally it decays by multi phonon emission on the ground state.

The empower guarantees to have a constant population inversion in the gain

medium in order to have a large gain available in the cavity. Furthermore, the

Spitfire Pro amplification cavity is designed to select and optically confine an

individual pulse, so the gain of the amplifier can be concentrated in fewer

pulses, thus producing more energy per pulse. To select single pulses pock-

els cells are used. A pockels cell is an electro-optic device that, with a prop-

erly applied voltage, acts as a 1/4 waveplate, rotating the polarization by 45◦

each time a pulse passes trough it. The cavity, sketched in figure 5.2, is de-

signed to trap vertically polarised light. The seed pulse after being stretched,

passes trough 2 pockels cells. When the two cells are activated the polariza-

tion pulse is rotated by 90◦ and is reflected by the polarized mirror placed

in the cavity entrance, while when the cells are deactivated the pulse passes

without been modified end enters in the cavity. Once the pulse is in the cav-

ity it passes trough a third pockels cell and the sapphire doped crystal, and is

then reflected back by a mirror. When the pockels cell is deactivated the dou-
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ble passage trough a λ/4 plate rotates the pulse polarization by 90◦ trapping

the pulse in the cavity, whereas when the cell is activated the double passage

trough the λ/4 plate and the pockels cell leaves the polarization unchanged

and the beam can pass the polarized mirror and exit the cavity. The timing of

the activation and deactivation of pockels cells is used to trap the seed pulses

in the cavity and eject them once they have reached their maximum ampli-

fication. The pockels cells are controlled by a Timing and Delay Generator

(TDG). The amplification cavity is also equipped with a Temperature Control

Unit (TCU) that keeps the crystal temperature to a constant value. After the

amplification the pulse is directed into the compressor. This has the same

structure of the stretcher but is designed to have bluer wavelengths travel a

shorter path than the redder ones, compressing in this way the pulse to the

desired duration.

Figure 5.2: Sketch of the regenerative amplifier’s cavity. The two pockels cells out-
side the cavity (PC1 and PC3 not visible in the image) rotate the polarization of the
beam allowing it to pass through the polarizer. The third pockels cell inside the cav-
ity (PC2) is used to trap the beam in the cavity. Image taken from the user’s manual
of the Spectra-Physics Spitfire Pro Systemr



Appendix B: Conversion
Efficiency

The conversion efficiency ηSH has been defined in chapter 3 as:

ηSH =
Pout,SH

P2
in,p

(5.1)

where Pin,p is the pump power in the waveguide before the coupling with the

ring and Pout,SH is the SH power in the waveguide after the coupling region.

Following [11] and referring to figure 4.1(a)Pout,SH = |b1|2

Pout,p = |a1|2
(5.2)

it is possible to write the conversion efficiency as

η =

∣∣∣∣b1,SH

a1,p2

∣∣∣∣2 . (5.3)

The relation between b1, b2 and a1, a2 is:

[
b1

b2

]
=

[
t k
−k∗ t∗

] [
a1

a2

]
(5.4)

with

det

[
t k
−k∗ t∗

]
= 1 (5.5)

97



APPENDIX B 98

due to the energy conservation.

While a1, a2, b1 and b2 are the amplitudes of the electric field, it is also

useful to write the electric field in the waveguide and in the ring. A general

electric field in a waveguide can be written as

E = ∑
m′p′q′

(
Am′p′q′(TM) + Bm′p′q′(TE)

)
=

= ∑
m′p′q′

(
Am′p′q′ ẼSH

m′p′q′(z)uz + Bm′p′q′ ẼSH
m′p′q′(r)ur

)
ei(ωSH t−m′θ)

(5.6)

with ẼSH
m′p′q′ so that

∣∣Am′p′q′
∣∣2 = P(TM)m′p′q′ power of the TM mode and∣∣Bm′p′q′

∣∣2 = P(TE)m′p′q′ power of the TE mode.

For the nonlinear polarization vector is possible to write

∆ESH − µ0ε
∂2ESH

∂t2 = µ0
∂2PNL

∂t2 . (5.7)

In this design a pump in the TE1 mode is used to obtain a SH in the TM3

mode. Hence, it is possible to project the SH electric field along z and obtain

via 5.7:

∑
m′p′q′

(
− i

r2 2m′ẼSH
m′p′q′

dAm′p′q′(θ)

dθ
ei(ωSH t+m′θ)

)
= −µ0ω2

SHPNL
z . (5.8)

Since the SH mode is a TM3 mode, q′ = 1 and p′ = 3. Projecting on the

single mode it is possible to obtain:

∑
m′p′q′

∫ +∞

0
dr
∫ 2π

0
dθ
∫ +∞

−∞
dz− 2im′

dAm′p′q′(θ)

dθ
ei(m−m′)θe−iωSH t 1

r
ẼSH

m′p′q′ Ẽ
SH∗
mpq =

= −µ0ω2
SH

∫ +∞

0
dr
∫ 2π

0
dθ
∫ +∞

−∞
dzrPNL

z eimθ ẼSH∗
m′p′q′ .

(5.9)

It is now possible to extract the θ-dependent part from the integrals:
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∑
m′p′q′

∫ 2π

0
dθ

(
−2im′ei(m−m′)θeiωSH t dAm′p′q′(θ)

dθ

) ∫ +∞

0
dr
∫ +∞

−∞
dz

1
r

ESH
m′p′q′ Ẽ

SH∗
mpq =

= −µ0ω2
SH

∫ +∞

0
dr
∫ 2π

0
dθ
∫ +∞

−∞
dzrPNL

z eimθ ẼSH∗
m′p′q′ .

(5.10)

The power of the electric field can be evaluated as:

P =
∫ ∫

Σ
℘ · ûθdΣ =

1
2

∫ ∫
Σ
< (E×H∗) ûθdΣ = |A|2 (5.11)

where ℘ is the poynting vector. From Maxwell’s equations

H̃r =
m

µ0rωSH
AmpqẼz (5.12)

and using 5.12, the poynting vector can be written as:

℘ =
1
2
< (E×H∗) =

1
2
< (EzH∗r ) =

1
2
<
[

AmpqẼz

(
m

µ0rωSH
AmpqẼz

)∗]
=

=
1
2
<
[

m
∣∣Ampq

∣∣2
µ0rωSH

∣∣∣Ẽz

∣∣∣2] .

(5.13)

Using the form of the poynting vector of 5.13 in 5.11 the result is

1
2

m
∣∣Ampq

∣∣2
µ0ωSH

Ampq

∫ +∞

0
dr
∫ +∞

−∞
dz

1
r

∣∣∣Ẽz

∣∣∣2 =
∣∣Ampq

∣∣2 (5.14)

that yields to:

∫ +∞

0
dr
∫ +∞

−∞
dz

1
r

∣∣∣Ẽz

∣∣∣2 =
2µ0ωSH

m
. (5.15)

Using this results it is possible to solve equation 5.10:
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∑
m′p′q′

∫ 2π

0
dθ

(
−2im′ei(m−m′)θeiωSH t dAm′p′q′(θ)

dθ

)
2µ0ωSH

m
δpp′δqq′ =

= ∑
m′

∫ 2π

0
−2im′

2µ0ωSH

m
eiωSH tei(m−m′) dAm′pq(θ)

dθ
dθ.

(5.16)

In the undepleted pump approximation
dAm′ pq(θ)

dθ ∼ const. It can be used

this approximation to solve the θ integral:

∑
m′p′q′

−2im′
2µ0ωSH

m
eiωSH t dAm′pq(θ)

dθ

∫ 2π

0
ei(m−m′)θdθ

= ∑
m′p′q′

−2im′
2µ0ωSH

m
eiωSH t dAm′pq(θ)

dθ
2πδm−m′ =

= −8πiµ0ωSHeiωSH t dAmpq(θ)

dθ
.

(5.17)

Recalling 5.10:

8πieiωSH t dAmpq(θ)

dθ
= ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
rPNL

z eimθ ẼSH∗
mpq drdzdθ. (5.18)

In order to continue the evaluation of this integral the geometry of the χ(2)

tensor has to be fixed. In this work it has been chosen a 4̄ symmetric geometry

(χ(2)
zxy 6= 0). Using 1.5 it is possible to define the nonlinear polarization along

the z direction as

PNL
z = ε02χ

(2)
zxyEω

x Eω
y =

= ε02χ
(2)
xyz

(
ApẼp

r cos(θ)− ApẼp
θ sen(θ)

) (
ApẼp

r sen(θ) + ApẼp
θ cos(θ)

)
e2i(ωpt−mpθ) =

= 2ε0χ
(2)
xyze2i(ωpt−mpθ)

[
A2

pẼp
r Ẽp

θ cos(2θ) +

((
ApẼp

r

)2
−
(

ApẼp
θ

)2
)

sen(θ)cos(θ)
]

(5.19)

where ApẼp
r and ApẼp

θ are the r and θ components of the pump electric field

respectively. Using Maxwell’s equation it is possible to write Er and Eθ as:Er =
im
−irωεr

Hz

Eθ =
i

ε0n2ω
∂Hz
∂r .

(5.20)
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Using 5.19 and 5.20 in 5.18 the result is

8πeiωSH t dA
dθ

= ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
2rε0χ

(2)
zxye2iωptei(m−2mp)θ

[
A2

pẼp
r Ẽp

θ cos(2θ)+

+A2
p

((
Ẽp

r

)2
−
(

Ẽp
θ

)2
)

sen(θ)cos(θ)
]

ẼSH∗drdzdθ =

= ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
2rε0χ

(2)
zxye2iωptei(m−2mp)θ

[
A2

p
−mp

rε0n2
pωp

H̃p
z

i
ε0n2

pωp

∂H̃p
z

∂r
+ A2

psen(θ)cos(θ)

( −mp

rε0n2
pωp

H̃p
z

)2

−
(

i
rε0n2

pωp

∂H̃p
z

∂r

)2
 =

= ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0

2rA2
p

ε2
0n4

pω2
p

χ
(2)
zxye2iωptei(m−2mp)θ

[
−

imp

r
H̃p

z
∂H̃p

z

∂r

cos(2θ) +
m2

f

r2

(
H̃p

z

)2 1
2

sen(2θ) +

(
∂H̃z

∂r

)2
1
2

sen(2θ)

 ẼSH∗drdzdθ.

(5.21)

Defining:

C =
2rA2

p

ε0n4
pω2

p
χ
(2)
zxye2iωpt (5.22)

and

∆m = m− 2mp (5.23)

it is possible to write:

8πeiωSH t dA
dθ

= ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
Cei∆mθ

[
−

imp

r
H̃p

z
∂H̃p

z

∂r
ei2θ + e−i2θ

2
+

+
(mp

r2

)2 (
H̃p

z

)2
+

(
∂H̃p

z

∂r

)2
 1

2
ei2θ − e−i2θ

2i
ẼSH∗drdzdθ =

= −ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
Cei(∆m−2)θ 1

4i

[
mp

r
H̃p

z −
∂H̃p

z

∂r

]2

ẼSH∗drdzdθ.

(5.24)
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As explained in section 4.1, 2mp −mSH = 2, and so ∆m = −2. Now it is

possible to write:

32πeiωSH t dASH

dθ
= −ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
Cei4θ

[
mp

r
H̃p

z +
∂H̃p

z

∂r

]2

ẼSH∗drdzdθ+

+ ωSH

∫ +∞

0

∫ +∞

−∞

∫ 2π

0
C

[
mp

r
H̃p

z −
∂H̃p

z

∂r

]2

ẼSH∗drdzdθ.

(5.25)

From this equation it is possible to obtain for ASH:

dASH

dθ
=
−ωSH A2

p

ε0n4
pω2

p16π
χ
(2)
zxyei(ωSH−2ωp)t

−2π
∫ ∫

Σ
r

[
mp

r
H̃p

z −
∂H̃p

z

∂r

]2

ẼSH∗dΣ


=

A2
p

4ε0ω f n4
f
χ
(2)
zxy


∫ ∫

Σ
r

[
mp

r
H̃p

z −
∂H̃p

z

∂r

]2

ẼSH∗dΣ

 .

(5.26)

Writing Ẽz and H̃z as function of Ez and Hz:Ẽz = Ez

√
2µ0ω
mN

H̃z = Hz

√
2ε0n2ω

mN .
(5.27)

Given the normalization constant N:

N =
∫ ∫ |Ez|2

r
dΣ, (5.28)

it can be obtained:

dASH

dθ
= A2

p
1

2n2
pmpNp

√
2µ0ωSH

mSH NSH

{∫ ∫
Σ

r
[

mp

r
Hp

z −
∂Hp

z

∂r

]2

ESH∗
z dΣ

}
.

(5.29)

Recalling equation 5.3, a1,p is the pump power while b1,SH = a2,SHkSH.

a2,SH can be evaluated as:
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ASH(2π)− ASH(0) =
a2,SH

α̂SHeiφ − b2,SH (5.30)

where α̂SH is the absorption of the material at the SH wavelength λSH, φ is

the phase of the mode and b2,SH = t∗SHa2,SH. From equation 5.29:

ASH(2π)− ASH(0) = 2π(A2
p)K (5.31)

where K is a constant that can be evaluated using comsol from equation 5.29.

Since Ap = b2,p = a2,p due to the undepleted pump approximation, it is so

possible to write

2π
∣∣b2,p

∣∣2 K =
a2,SH

α̂SHeiφ − t∗SHa2,SH =

(
1− t+SH α̂SHeiφ

α̂SHeiφ

)
a2,SH. (5.32)

It is now possible to evaluate a2,SH as:

a2,SH =
α̂SHeiφ

1− tα̂SHeiφ 2π
∣∣a2,p

∣∣2 K =

=
(2πα̂SHcos(φ))− i (2πα̂SHsen(φ))
(1− tα̂SHcos(φ))− i (tα̂SHsen(φ))

∣∣a2,p
∣∣2 K

(5.33)

in wich a2,p = b2,p can be evaluated as a1,pk∗p .

Now to determine ηSH, the losses α̂, coefficients t and k have to be deter-

mined. The losses α̂ are related to the Q-factor of the ring and the coefficients

k and t are related to the coupling. So, in order to determine ηSH, the cou-

pling between the bus and the ring and the Q-factor of the ring have to be

determined.

The coupling between the ring and the bus can be evaluated with the

overlap integrals method. This method consists in the study of the overlap in

the ring cross section of two different optical modes: the one generated by the

ring and the one generated by the bus. In order to evaluate the two fields, two

different situations have been simulated. In the first situation only the ring is

present and in the second only the bus. With the results of these simulations

it is possible to evaluate to overlap of the two electric fields and to normalize

it on the poynting vector evaluated in all the space:
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k∗ =
ωε0

∫ ∫
Σtot

n2
Si
(
E∗busEring

)
dΣ∫ ∫

Σtot
℘dΣ

. (5.34)

where Ering is the electric field generated by the ring, Ebus is the electric field

generated by the bus and Σtot is the total area. The same can be done for k:

k =
ωε0

∫ ∫
Σtot

n2
Si

(
E∗ringEbus

)
dΣ∫ ∫

Σtot
℘dΣ

. (5.35)

It is then possible to find t∗ and t using the energy conservation:

(t∗)2 = 1− (k∗)2 (5.36)

and

t2 = 1− k2 (5.37)

It is important to notice that k∗p and kp at the pump wavelength are differ-

ent from k∗SH and kSH at the second harmonic wavelength.

We need also to determine α̂ to evaluate η. α̂ is the absorption of the

material and is linked to the intrinsic Q-factor via:

Qint = πn
√

α̂

1− α̂
(5.38)

where n is an integer number. Therefore, the intrinsic Q-factor depends on

the fabrication facility. As a consequence it is so possible to extract the value

of α for a known Q-factor as [69]:

α̂ =

∣∣∣∣∣2(Qint)2 + π2n2 ±
√

π4n4 + 4(Qint)2π2n2

2(Qint)2

∣∣∣∣∣ . (5.39)

It is also possible to evaluate directly α̂ of the sample in a experimental

way. Straight waveguides with different length can be used as test-structures
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to extract the propagation losses α. Once it has the the propagation losses, it

is possible to obtain the value of α̂ as:

α̂ = e−2απRint . (5.40)

Is important to notice that the losses change with the wavelength. This

means that αp 6= αSH. This leads to the fact that even Q and α̂ evaluated for

the pump mode are different from the ones evaluated for the SH mode.

Knowing it is possible to evaluate the conversion efficiency expression

[63]:

ηSH = 4π2 |K|2
α̂2

SH
(
1− t2

SH
)

1 + α̂2
SHt2

SH − 2α̂SHtSHcos(φSH)

 α̂2
p

(
1− t2

p

)
1 + α̂2

pt2
p − 2α̂ptpcos(φp)

2

.

(5.41)
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