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How Deep Features Have Improved Event Recognition in
Multimedia: a Survey

KASHIF AHMAD, University of Trento, Italy, Italy
NICOLA CONCI, University of Trento, Italy, Italy

Event recognition is one of the areas in multimedia that is attracting great attention of researchers. Being
applicable in a wide range of applications, from personal to collective events, a number of interesting solutions
for event recognition using multimedia information sources have been proposed. On the other hand, following
their immense success in classi�cation, object recognition and detection, deep learning has demonstrated
to perform well also in event recognition tasks. Thus, a large portion of the literature on event analysis
relies nowadays on deep learning architectures. In this paper, we provide an extensive overview of the
existing literature in this �eld, analyzing how deep features and deep learning architectures have changed the
performance of event recognition frameworks. The literature on event-based analysis of multimedia contents
can be categorized into four groups, namely (i) event recognition in single images; (ii) event recognition in
personal photo collections; (iii) event recognition in videos; and (iv) event recognition in audio recordings. In
this paper, we extensively review di�erent deep learning-based frameworks for event recognition in these four
domains. Furthermore, we also review some benchmark datasets made available to the scienti�c community
to validate novel event recognition pipelines. In the �nal part of the manuscript, we also provide a detailed
discussion on basic insights gathered from the literature review, and identify future trends and challenges.

CCS Concepts: • Information systems! Information retrieval.

Additional Key Words and Phrases: Information Retrieval, Event Detection, Deep Learning, Deep Features,
Social Events Detection, Natural Disaster, Social Media, Video Analysis, Audio event analysis
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1 INTRODUCTION
Social media and smartphones, have incredibly changed the way, in which people generate and
consume multimedia contents. As a consequence, there is an ever increasing demand for tools to
automatically collect, organize and retrieve multimedia contents from unstructured repositories,
relieving users from manual arrangement of their data.

Looking at the problem from a user’s perspective, user-generated multimedia on the web often
refer to personal or collective experiences and activities, which can be generically referred to as
events. Events are real world happenings that are planned and attended by people; events are
captured and shared by the people. Event-based analysis of multimedia contents has been one of
the areas of keen interest for researchers and a number of interesting solutions have been proposed
in di�erent application domains including detection, summarization, retrieval and indexing. In this

Authors’ addresses: Kashif Ahmad, University of Trento, Italy, Trento, Italy, kashif.ahmad@unitn.it; Nicola Conci, University
of Trento, Italy, Trento, Italy, nicola.conci@unitn.it.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for pro�t or commercial advantage and that copies bear this notice and
the full citation on the �rst page. Copyrights for components of this work owned by others than ACM must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior speci�c permission and/or a fee. Request permissions from permissions@acm.org.
© XXXX Association for Computing Machinery.
XXXX-XXXX/XXXX/XX-ART $15.00
https://doi.org/XXXXXXX.XXXXXXX

, Vol. 1, No. 1, Article . Publication date: XX XXXX.

https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX


50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

2 K. Ahmad et al.

regard, the de�nition of event plays a very important role. In literature a number of de�nitions
have been used for an event depending on the type of media and available information. Some
sample de�nitions from the literature are: "Events represent a change of state in a multimedia item
planned and attended [52]"; "An event is a collections of actions performed among di�erent agents
[71]"; "Events are real world happening planned and attended by people [110]". Events generally
involve multiple objects and characters, which can be in foreground as well as in backgrounds. Such
characteristics make event recognition a more challenging task compared to object recognition. In
a broad sense, also event analysis can be seen as a kind of monitoring application [129, 163, 171].
In literature, various solutions have been proposed to address the issue of event recognition in

multimedia, with diverse classi�cation and feature extraction strategies. To this aim, di�erent types
of information including visual, audio, and text, have been widely utilized, where visual features are
probably the most widely adopted ones. However, the literature suggests that traditional paradigms
based upon shallow handcrafted visual features are prone to failure, as they cannot �ll the gap
between the spatial content and semantic attributes of multimedia contents. Instead, and similarly
to other application domains, deep architectures have demonstrated better performances.

In this paper, we provide a detailed survey of di�erent approaches relying on deep architectures for
event recognition. We focus on deep learning-based approaches for event analysis in four di�erent
domains, namely single images, photo-collections, videos, and audio recordings. In addition, we
also provide a detailed survey of the existing datasets used for evaluation purposes in all four
domains. The basic insight of this survey paper is to analyze how deep features have improved the
performance of event recognition.
The rest of the paper is organized as follows: Section 2 describes some basic schemes used for

event recognition; Section 3 provides a detailed description of the state-of-the-art methods for event
recognition in single images; Section 4 details event recognition in personal photo-collections;
Section 5 reports literature on event analysis in videos; Section 6 targets event recognition in audio
recordings. Section 7 draws some concluding remarks and discusses future directions of research
on the subject.

2 BASIC DEEP LEARNING BASED SCHEMES USED FOR EVENT RECOGNITION
In literature, deep architectures have been used in di�erent ways for event recognition. In the next
subsections, we provide a detailed description of the main schemes used for event recognition
using deep learning.

2.1 Training a deep model from the scratch
One of the possible ways of employing deep architecture for event recognition is to train the
architecture from scratch. There are two challenges associated with training a deep architecture for
event recognition. Firstly, a large collection of event-related images/videos is required to ful�ll the
training requirements of deep architectures, they require considerably more training data compared
to conventional approaches. The other challenge associated with this scheme is the processing
power requirements. Though a number of benchmark datasets are available, as detailed later on,
none of them is currently large enough to be used for training a deep architecture from scratch.
To solve the challenges associated with the training data, the two approaches at the forefront are
transfer learning and synthetic data generation. In transfer learning an existing model pre-trained
for a di�erent application is �ne-tuned on event-related images as detailed in Section 2.2, while
in synthetic data augmentation training sets are populated by generating synthetic images of the
training set through di�erent techniques, such as cropping and rotation [39, 43, 155]. On the other
hand, and to deal with memory limitations, a number of tricks, such as using a smaller batch size,
distributing the model on several machines, or reducing the model size, are used.
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2.2 Fine-tuning an existing model on event-related images
Fine-tuning an existing model on event-related images can solve the challenges associated with
training data requirements. In �ne-tuning, also termed as transfer learning, existing models pre-
trained on large datasets, such as ImageNet [42] and Places dataset [170], are tuned on event-related
images by starting the learning process from the parameters learned on large collections of images.
The �ne-tuning process can be initiated by changing the name and number of outputs of the last
layers. Moreover, the learning rate of the lower layers is reduced and increased for the newly
included layer to let it learn faster compared to the lower layers as detailed in [3]. In addition, a
lower step-size is usually set to let the learning rate go down faster.

2.3 Deep models as feature descriptors
In this scheme, existing deep models are used as feature descriptors where the parameters learned
on the generic datasets, such as ImageNet and Places datasets, are used to extract features from
event-related images. The models pre-trained on ImageNet correspond to object-level information,
while the ones pre-trained on Places dataset extract scene-level features. Both types of information
are widely used for event recognition purposes in literature. Though the choice of features depends
on the nature of the application, deep features have been proven more e�ective compared to
handcrafted visual features in di�erent domains, such as analysis of natural disaster-related images
from social media [12], person re-identi�cation [44] and image retrieval [166].
Generally features are extracted from the last fully connected layer (i.e., Fc7 for AlexNet [82]

and VGGNet [127]; Fc1000 for all con�gurations of ResNet [68] and GoogleNet [131]) by removing
the top layer responsible for classi�cation. However, features can in principle be extracted from
any layer of a model. The length of the feature vectors obtained from varies with the network
architectures. For instance, AlexNet and VGGNet return a feature vector of size 4096; GoogleNet
and ResNet (all con�gurations) provide feature vectors of size 1024 and 1000, respectively. These
features are then used to train classi�ers, such as Support Vector Machines (SVM), Random Forest
(RF) and Softmax.

3 EVENT RECOGNITION IN SINGLE IMAGES
Event recognition in single images is made di�cult by the complex nature of the events, involving
multiple objects and the absence of a consistent and contiguous information �ow. The main
concern seems to capitalize on either evidencing the most adequate representations or establishing
a discriminating classi�cation paradigm [139]. Nonetheless, the literature suggests exploiting
subordinate information associated to the multimedia data ([41, 113]), as users’ tags, titles, owner,
upload date, and other information therein. Though such extra information available in the form of
meta-data has proven to be very e�ective in event recognition, it also comes with lots of challenges
and limitations, making its use questionable [91]. These challenges include wrong or no settings
of camera time zone, missing time-stamps and modi�cation and ambiguous meaning of tags.
These challenges have been subject of di�erent benchmarking activities, including MediaEval1.
Cultural and disaster event recognition have been introduced as challenges in benchmarking
competitions ChaLearn2 and MediaEval 20173, respectively. It is well known that visual information
is in general very e�ective in event recognition [139], owing to the rich (and somewhat self-
contained) chromatic/spatial information that captures the peculiarities of the underlying event.
This has instigated a number of interesting vision-based solutions. Thanks to the rise of deep

1http://www.multimediaeval.org/
2http://chalearnlap.cvc.uab.es/
3http://www.multimediaeval.org/mediaeval2017/
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neural architectures, Convolutional Neural Networks (CNN) models demonstrated cutting-edge
performance in the vision �eld, and proved to rectify the ine�cacy of conventional approaches
relying on low-level handcrafted visual features [6, 27, 110].
Similar to other computer vision applications [61, 73], the mainstream approaches to event

recognition tend to capitalize on CNN architectures [112, 124, 146]. In the next subsections, we
provide a detailed survey of the approaches relying on deep architectures for event recognition in
single images from social media and satellite imagery.

3.1 Event Recognition in Images from Social Media
Due to the unavailability of large-scale event-related datasets, most of the e�orts in this respect
�ne-tune existing pre-trained models on event images. In the �ne-tuning process, usually a higher
learning rate is used for the top layers compared to the lower layers of a model, which helps the
top layer learning faster. In this regard, the models pre-trained on ImageNet [42] have been mostly
exploited. In [3], a model [82] pre-trained on ImageNet is �ne-tuned on a new self-collected dataset
covering 14 di�erent types of social events. In [90], existing pre-trained models, namely VGGNet
[127] and GoogleNet [131] are �ne-tuned for cultural event recognition.
Other methods re-train existing and novel CNN architectures for event recognition. In [119],

AlexNet [82] and Network in Network (NIN) [89] are re-trained on image datasets (UIUC [87]
and WIDER [157]), as well as video datasets, in particular Sport Video in the Wild (SVW) [122].
Classi�cation scores obtained with both models are then combined in di�erent late fusion methods.
Apart from the late fusion, features extracted through the trained models are also fused in an early
fusion scheme. Park et al. [112] trained a CNN model on a large number of distinctive regions
extracted from cultural events-related images. The approach is mainly inspired by [60], and targets
the most distinctive image regions for event recognition in single images. Regions are extracted
through Selective Search [141], originally developed for object localization and segmentation. A
CNN model is then trained on the extracted regions, and the �nal classi�cation decision is made on
the basis of majority voting.

Other methods rely on existing pre-trained CNN models for general feature extraction purposes.
To this aim, most of them are pre-trained on ImageNet [42] and Places dataset [170]. Ahmad et al.
[5] rely on features extracted through VGGNet-16 [127] pre-trained on ImageNet, for their salient
regions-based approach to event recognition. For the selection of the event-salient regions, an image
is divided into a number of regions through Selective Search [141] followed by a crowd-sourcing
study to choose the most relevant ones among all the extracted regions. A Multiple-instance
Learning (MIL) paradigm [145] is then used for the classi�cation of the regions extracted from a
test image. In [124], features are extracted from a network pre-trained on ImageNet along with a
�ne-tuned version of the model on cultural events-related images. For the �nal classi�cation of an
image, the scores obtained through both networks are combined. Wei et al. [154] jointly utilize the
existing model pre-trained on ImageNet and Places datasets in both early and late fusion schemes. A
similar strategy of combining object and scene-level information for event recognition is adopted by
Wang et al. [147]. It has been observed that, in event recognition, object and scene-level information
well complement each other. In order to investigate this phenomena, Ahmad et al. [7] provide a
detailed comparative analysis of the performances of di�erent CNN models, from 3 di�erent deep
architectures, pre-trained on ImageNet and Places datasets. These architectures include AlexNet
[82], GoogleNet [131] and VGGNet [127]. Classi�cation scores of these models are combined using
IOWA-based late fusion [160]. In an other work from the same authors [9], three di�erent late
fusion methods, namely IOWA, Genetic Algorithms (GA) and Particle Swarm Optimization (PSO)
[126], have been used to combine classi�cation scores from di�erent combinations of pre-trained
models.
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One of the ongoing trends in event analysis is related to disaster-related user-generated images.
Flood events recognition in single images from social media is also introduced as a task in the
benchmark MediaEval 2017 challenge [24]. The majority of the approaches proposed in response
to the challenge, are based on deep architectures. For instance, in [13], two models of AlexNet [82]
pre-trained on ImageNet and Places datasets are used as feature descriptors for the representation
of �ood-related images. A late fusion method is then used to combine the classi�cation scores
obtained from the classi�ers. Meta-data is also used to support visual information in the classi�cation
task. However, experimental results have shown the superiority of visual information over the
meta-data. Benjamin et al. [22] extract features through two di�erent deep architecture, namely
DeepSentiBank [35] and X-ResNet [78] pre-trained on a visual sentiment analysis dataset [35], and
ImageNet, respectively. The basic motivation for using DeepSentiBank is to extract disaster-speci�c
information, such as broken roads and trees. A Support Vector Machine (SVM) is then used for the
classi�cation purposes. A more detailed analysis of the performance of CNN models individually
and in combinations is provided in [11]. Features are extracted through seven di�erent CNN models
pre-trained on ImageNet and Places datasets. SVMs are then trained on the features extracted
through individual models for the classi�cation purposes. In [16], features are extracted from the
last fully connected layer of GoogleNet pre-trained on ImageNet. A classi�er is then trained on
the extracted features to classify user-generated images into �ooded and non-�ooded categories.
Keiler et al. [80] approach the problem with two di�erent strategies relying on an individual
�ne-tuned CNN, and a newly trained model by combining two di�erent networks into a single
one. Initially, GoogleNet is �ne-tuned on �ood related images. In the second step, GoogleNet and
ResNet are combined through a concatenation layer into a single network, which is then trained on
the �ood related images. Lopez et al. [95] rely on Inception v3 [132] pre-trained on ImageNet for
�ood detection in social media images. Other works submitted in the challenge [104, 105] rely on
hand-crafted visual features, such as CEDD [33], JCD [32] and PHOG [25]. However, better results
are reported for the frameworks relying on deep features.

3.2 Event Recognition in Remote Sensed Data
Over the last few decades, satellite imagery has been widely used in a diversi�ed set of applications
[53, 121], and, of particular interest to us, the detection and analysis of natural disasters and other
adverse events using remote sensing data. Similarly to event recognition in images from social
media, deep architectures have shown outstanding performance also in this domain. Amit et al. [14]
proposed a CNN-based approach for adverse event detection in satellite imagery. The proposed
deep architecture is composed of a total of 8 layers including three convolutional and max-pooling
layers followed by two fully connected layers. Kamilaris et al. [79] rely on VGGNet [127] pre-trained
on ImageNet [42], which is �ne-tuned on remotely sensed images of natural disasters captured
through Unmanned Aerial Vehicles (UAV). Nazr et al. [15] adopt a deep architecture for damage
assessment of natural disasters in aerial images from UAV. Liu et al. [92] use deep models along
with wavelet transformation for the automatic detection of natural disasters in satellite imagery. At
�rst, wavelet transformation is proposed to enhance the satellite images in the pre-processing step,
followed by a deep auto-encoder with several hidden layers to extract high-level features from the
satellite images. A softmax classi�er is then used for the prediction purposes.
More recently, �ood detection has been introduced as a separate task at the MediaEval 2017

challenge on multimedia and satellite [24]. Participants were asked to identify �ood related re-
gions/image patches in satellite imagery. A number of interesting solutions, mostly relying on deep
architectures trained on both RGB and IR components, have been proposed for the task. Bischke
et al. [22] approach the task as a segmentation problem relying on a deep model [127] with three
di�erent strategies combining the RGB and IR components of the satellite imagery. In [80], the
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Table 1. Summary of some relevant works in event recognition in single images: event types, dataset used,
modality (Single, multi-modal) and a brief description of the method.

Ref. Events Datasets Mod. Method
[119] Social and

daily life
events

USED [3],
WIDER [157]

S Relies on features extracted through two di�erent models pre-trained on
ImageNet and places datasets along with a late fusion method.

[147] Cultural,
sports and
daily life
events

UIUC [87],
Cultural
Events [45]

S Proposes three di�erent transfer learning methods, namely initialization
based transfer learning, knowledge and data based transfer learning,
focusing on more relevant objects and scenes.

[157] Cultural
events

Cultural
Events [45]

S formulates a multi-layer framework taking into account both visual ap-
pearance and the interactions among humans and objects, and combines
them via semantic fusion.

[5] Social, sports
and daily life
events

USED,WIDER,
UIUC

S Relies on event-salient regions, extracted through a crowd-sourcing study,
for event recognition in single images. Moreover, a MIL paradigm is
used for the classi�cation of regions extracted from the test images by
considering an image as a bag and the extracted regions as instances of
the bag.

[90] Daily life
events

WIDER S Proposes a framework by combining models �ne-tuned on full images
as well as image regions for the classi�cation of cultural events related
images.

[112] Cultural
events

Cultural
Events

S Initially regions containing useful information are extracted from images,
then CNNs are trained to classify the extracted regions, where the �nal
classi�cation decision is made on the basis of extracted regions.

[124] Cultural
Events

Cultural
Events

S Features are extracted through three di�erent models, and SVMs are then
trained on the extracted features. Moreover, a late fusion method with
equal weights is used for the �nal decision.

[7] Social, sports
and daily life
events

USED,UIUC,
WIDER

S Features are extracted through 10 models from 4 di�erent deep architec-
tures. SVMs are then trained on features extracted through individual
models, and then IOWA based late fusion method is used for the �nal
classi�cation

[80] Natural disas-
ter events

DIRSM M Uses an early fusion, where features extracted through two di�erent
models including a �ne-tuned and a trained network are combined in a
single network through a concatenation layer.

[11] Natural disas-
ter events

DIRSM M Extracts deep features through 10 di�erent CNN models pre-trained on
both ImageNet and places datasets, and relies on 3 di�erent late fusion
methods to combine the classi�cation scores obtained through individual
models.

[23] Natural disas-
ter events

Self-
collected

S Relies on multiple CNN models as feature descriptors with a late fusion
mechanism. In addition, a crawler and a �ltering scheme is proposed to
retrieve relevant images from social media and LandSat dataset

[11] Natural disas-
ters

FDSI [24] S Relies on GAN with with a threshold controlling mechanism for �ood
detection in satellite imagery

concept of dilated convolution is proposed to deal with the segmentation of satellite image patches,
and classifying the regions into �ooded and non-�ooded ones. Ahmad et al. [11] approach the
task by treating it as a generative problem, exploiting a Generative Adversarial Network (GAN)
[62]. Several experiments are conducted to evaluate the performance of the network with both
RGB and RGB+IR components at di�erent threshold values. Although the IR component generally
contributes to improving the classi�cation performance, it is observed that in certain situations it
might lead to false positives. A more detailed analysis of how the IR component can help in the
prediction process, is provided in [10].
Table 1 summarizes some relevant works in event recognition in single images reporting the

event types, datasets used for the experiments, modality (Single, Multimodal) and a brief description
of the method.
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3.3 Datasets
A number of benchmark datasets for event discovery in single images have been proposed. These
datasets cover a variety of events ranging from social events, to sport, cultural and daily life events.
The Social Event Detection Dataset (SED) [120], created within the framework of the MediaEval
2013 competition task on social event detection [120], covers 7 di�erent social events. The training
set contains a total of 27,754 images and the test set counts a total of 29,411 images. All the images in
the dataset are downloaded from Flickr using event-related key words. SED also provides additional
information, such as user’s tags, title, description and geo-location information, although not
present for all pictures. For example, geo-location information is available only for 27.8% of the
pictures, while 93.4% of images contain titles, and at least one tag is available for almost all pictures.
EiMM [98] also targets social events along with sports events. All the images in the dataset are
downloaded from Picasa Web Album service4, and annotated manually. The dataset also divides
some events into sub-categories with corresponding labels. Ahmad et al. [3] proposed UNITN
Social Events Dataset (USED), which includes 490,000 records and covers social event-classes from
both SED and EiMM datasets.

With regard to cultural event recognition in single images a benchmark dataset has been released
for the challenge Chalearn Looking at People 2015 [45]. The challenge aims to investigate the
performance of event recognition frameworks on the basis of visual cues, such as garments, human
poses, objects, and backgrounds. In order to cover such aspects, the proposed dataset includes
events with diverse cultural backgrounds, having signi�cant variability in terms of clothes, actions,
and illumination. In total, the dataset covers 100 cultural events celebrated in di�erent parts of the
world.

Li et at. [87] proposed UIUC, a dataset for sports event recognition in single images. UIUC is
comparatively small, and is one of the oldest datasets made publicly available for event recognition.
It covers 8 sports events and it features some additional information about the complexity in
recognition on the basis of human subjective judgment for each image. The images from each
class are divided into three di�erent categories, namely easy, medium, and complex. Moreover, the
distance of the foreground for objects are also provided.
Web Images Dataset for Event Recognition (WIDER) [157] covers 61 di�erent event categories.

These event categories include sport events (such as football, basketball and tennis), daily life events
(such as shopping and meeting) and social events (such as concert, celebration and funeral). It also
covers some speci�c events, such as demonstration, riot, surgery, soldier marching, and drilling.
Most of these event classes are taken from the Large Scale Ontology for Multimedia (LSCOM) [106].
WIDER contains a total of around 60,000 with a signi�cant number of images per each class. It
stems as the most complex benchmark for event recognition in still images to date, mostly due to
the complex nature of events, and less inter and intra class variation among the event classes.

For the disaster-related events, a benchmark dataset [24] has been introduced at MediaEval 2017,
including both user-generated images taken from social media and satellite imagery. The challenge
is composed of two sub tasks, namely (i) Disaster Image Retrieval from Social Media (DIRSM) and
(ii) Flood Detection in Satellite Imagery (FDDI). For the DIRSM task, a total of 6,600 Flickr images
along with the additional information in the form of meta-data are provided from YFCC100M-Data
[136]. The meta-data include user’s tags, id, nickname, together with title, description, longitude
and latitude. The development set contains a total of 5,280 images along with the labels, while
the test set is composed of 1,320 images. Human annotators are used to rate the collected images
based on their relevance with the events. On the other hand, the satellite image patches obtained
from Planet’s 4-band satellites with ground-sample distance (GSD) of 3.7 meters [135] have been

4http://picasa.google.com/
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Table 2. Summary of the features of the datasets for event recognition in single images, where "B" indicates
whether the dataset has been part of a benchmark competition or not.

Refs. Name Features B Comments
[110] SED-2011 2 classes and

73,645 images
Y Introduced for MediaEval-2011 challenge on social events. covers 2 events,

namely (i) soccer matches in Barcelona and Rome, and (ii) concerts in
Paradiso; Meta-data is available.

[125] SED-2012 3 classes and
1,67,332 images

Y Introduced for MediaEval-2012 challenge on social events. covers 3 events,
namely (i) technical events in Germany, and (ii) soccer events in Hamburg
and (iii) Indignados events in Madrid; Meta-data is available.

[120] SED-2013 7 classes and
57,165 images

Y Introduced for MediaEval-2013 challenge on social events; Meta-data is
available.

[3] USED 14 classes and
490,000 images

N A large collection of images aiming to ful�ll the training requirements of
deep learning algorithms. No mata-data available.

[87] UIUC 8 classes and
1,579

N Comparatively a small datset, and mainly covers 8 sports events with
complexity-level information on the basis of human subjective judgment
in terms of easy, medium and complex images. Meta-data not available

[157] WIDER 61 classes and
60,000

N One of most complex datasets; covers various types of events, such as
sports, daily life events and di�erent festivals. No meta-data.

[45] Cultural
Events

100 classes and
60,000 images

Y Targets cultural events only; 99 cultural events from worldwide; mainly
proposed for visual information based approaches with more focus on
garments, human poses and objects

[24] DIRSM 2 classes and
6,600 images

Y The �rst publicly available dataset for disaster analysis in images; covers
�oods events only; Meta-data is available; Also provides a collection of
global features extracted through several feature descriptors [97].

[24] FDDI 2 classes and
around 700 image
patches

Y The �rst publicly available dataset for disaster analysis in satellite images;
covers �oods events only; image patches are provided from 8 di�erent
locations in 4-channels, namely R, G, B and IR; Also provides temporal
information.

provided for the FDSI task. The dataset mainly contains images from 8 di�erent �ood events. All
the patches have been projected in the UMT projection using WGS84 datum, and are provided in
the GeoTi� format and size of 320x320x4 pixels. Moreover, each patch is composed by 4 channels,
namely RGB and Infrared. Similar to DIRSM, the FDSI dataset is divided into development and test
sets.
In Table 2 we provide a summary of the di�erent properties along with some statistics of the

datasets available for event recognition in single images.

4 EVENT RECOGNITION IN PERSONAL PHOTO-COLLECTIONS
Personal photo-collections posses a number of characteristics that make event recognition a more
challenging problem compared to single images. One of these characteristics is the presence of
irrelevant images. For example, photo-collections may contain face-close ups, images that are not
related to the event, or that can be in principle associated to any event. Figure 1 illustrates some
relevant and non-relevant images from a wedding album. Furthermore, another challenging aspect
of event recognition in personal photo-collection is the album-level annotation.
Similarly to event recognition in single images, deep architectures have shown outstanding

performance in event recognition also when dealing with personal photo-collections. In [63], a
hierarchical approach comibining a coarse and a �ne classi�er has been proposed. Initially, a SVM
classi�er is trained on scene-level features (coarse classi�er), followed by a �ne event-classi�er
trained on object-level features, extracted through Ca�eNet [75], pre-trained on ImageNet, along
with temporal information. To deal with irrelevant images in photo-collections, both classi�ers are
trained on global average and aggregated feature vectors of all images in a collection. The same
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Fig. 1. Some sample relevant (top) and irrelevant (bo�om) images from a wedding event.

authors, in [64], rely on three di�erent CNN models pre-trained on ImageNet, Places and on user-
contributed data gathered from Flickr [54] for feature extraction. To deal with the irrelevant images,
a weighted average features strategy has been proposed in place of global average and aggregated
features, for improved robustness. In [4], features extracted through VGGNet [127] pre-trained on
ImageNet are used in a Multiple-instance Learning (MIL) paradigm [145], where each album is
treated as a bag and the images in an album are considered as instances of the bag. MIL is a semi-
supervised approach, and suitable for applications with ambiguous or weakly labeled data. Bach et
al. [19] proposed a Probabilistic Graphical Model (PGM) on object and scene-level features extracted
through CNN models pre-trained on ImageNet and Places datasets. Moreover, a feature relevance
scheme is proposed to predict the relevance of object and scene-level features for event recognition
in photo-collections. Wu et al. [156] developed a deep architecture to combine/accumulate features
extracted from all images in an album into an album-level representation. Moreover, features are
extracted through two di�erent models pre-trained on ImageNet and Places datasets, where both
models are combined into a single network. The network is then trained on images from personal
photo-collections. Similarly, object and scene-level information are utilized in [147] using three
di�erent transfer learning techniques, namely, initialization-based transfer learning, knowledge
and data-based transfer learning. In the initialization-based transfer learning method, pre-trained
models are �ne-tuned on a new dataset. In the knowledge-based approach, existing pre-trained
models are used to predict the likelyhood of object and scene classes, whose output scores are used
as soft codes to guide the �ne-tuning of the models on event datasets. In data-based method, two
models are �ne-tuned on two di�erent datasets; one on a subset of ImageNet or Places, while the
other on event-related images. Both networks have their separate data, fully connected layers and
loss function, while the rest of the networks share weights. Overall, the best performances are
reported for data-based transfer learning. In Table 3, we report a summary of some of the relevant
works in event recognition in personal photo-collections, listing the event types, datasets used, and
a brief description of the method.

4.1 Datasets
In contrast to other event recognition strategies, comparatively less literature and datasets are
available for event recognition in personal photo-collections. Bossard et al. [26] released a bench-
mark dataset, namely Personal Events Collection (PEC). The dataset provides a signi�cant number
of photos (around 61,000) assembled into 807 albums from 14 di�erent types of events. The dataset
also provides additional information including date and geo-location information, which is used to
support visual information in the classi�cation. Moreover, the number of images per photo album
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Table 3. Summary of some relevant works in event recognition in personal photo collections: event types,
datasets used, modality (Single, multi-modal) of information used and description of the method.

Refs. Events Dataset Mod. Method
[63] Social PEC

[26]
M Uses object and scene-level information in a hierarchical way, where �rstly SVMs are

trained on deep features extracted through amodel pre-trained on ImageNet to classify
coarse events. Subsequently, a combination of models pre-trained on ImageNet and
places datasets along with meta-data are used with equal weights for each type of
classi�ers for �nal classi�cation.

[64] Social PEC M Combines object and scene-level information along with user-contributed attributes
[54] in a weighted average features strategy to deal with irrelevant images in photo
collections. Subsequently, SVMs are trained on the weighted aggregated features for
the classi�cation of photo collections.

[19] Social PEC M proposes a Probabilistic Graphical Model (PGM) on object and scene-level features
extracted through CNN models pre-trained on ImageNet and Places datasets. More-
over, a feature relevance scheme is proposed to predict the relevance of object and
scene-level features for event recognition in photo-collection.

Table 4. Summary of the features of the datasets for event recognition in personal photo collections where
"B" indicates whether the dataset has been part of a benchmark competition or not.

Refs. Name Features B Comments
[26] PEC 14 classes, 807 albums

and 61,000 images
N Annotation at collection level only; Meta-data including temporal and

geo-location information along with tags and user’s ID is also available;
devotes a limited number of albums in test set

[138] Holidays 12 classes, 565 albums
and 46609 images

N Mainly covers holidays events in USA; annotation is provided at album
level; object level tags are also provided as additional information along
side meta-data, which may help in the classi�cation process

varies from album to album. Another dataset for event recognition in photo collections is collected
by Tsai et al. [138]. The dataset mainly covers holidays events. In total, 12 di�erent events are
considered, counting 565 albums and 46,609 photos in total. A summary of the datasets is reported
in Table 4. The datasets are annotated at album level.

5 EVENT RECOGNITION IN VIDEOS
In contrast to still images, videos tend to be a richer source of information providing visual and
motion information. Several interesting solutions have been proposed for video analysis, such
as 3D-CNN based methods [137], non-local Neural Networks [148], attention-based approaches
[93, 94], graph-based approaches [149], and motion learning approaches [46, 130]. Event-based
analysis of videos o�ers the possibility of exploring the interactions among humans and objects in
complex scenes. Some sample events analyzed in literature include attempting a bike trick, �xing
musical instrument, and parking a vehicle. Event recognition in videos is generally composed of
two complementary phases, namely (i) feature extraction, and (ii) classi�cation. As far as feature
extraction is concerned, several interesting algorithms have been proposed to extract signi�cant
data in the form of text, audio and visual information. They can be broadly categorized into (i)
static frame-based visual features and (ii) motion-based spatio-temporal features. The initial e�orts
in this regard mainly focus on handcrafted static visual features, such as SIFT [96] and SURF [21],
spatio-temporal features, such as Motion SIFT (MoSIFT) [34], and dense trajectories [143, 144].

As far as the use of deep architectures in event recognition in videos is concerned, the literature
is rapidly growing [139]. In [159], a CNN-based framework is proposed for event detection in
videos by targeting static frame-based visual features, only. Two contributions are made in the
paper, �rstly an appropriate encoding method is used for aggregating frame-level static features.
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Secondly, a set of latent concept descriptors is proposed as a frame descriptor, which not only
enriches the extracted visual features/information but also reduces the computational cost. Zha
et al. [167], provide a detailed analysis of how CNN models pre-trained for image classi�cation
can be utilized for event detection in videos. To this aim, spatial and temporal pooling, feature
normalization, along with di�erent choices of CNN layers for feature extraction as well as di�erent
choices for classi�ers have been incorporated.

In order to better utilize CNN models pre-trained on static images (ImageNet), Mettes et al. [102]
succeeded in improving the performances in recognition, by training a model on the complete
ImageNet dataset (21,814 classes and more than 14 million images) instead of relying on the
conventional 1,000 classes mostly used in the literature. Ye et al. [162] proposed a large-scale
event-speci�c concept library, namely, "EventNet" covering a large number of daily life events and
associated concepts (around 500). After data collection, a CNN model is trained on the collected
videos (95,321) from 500 di�erent events. Themodel is then used for feature extraction. Subsequently,
binary SVM classi�ers are trained to build a concept library, which is used to generate a concept-
based representation of the videos. Gan et al. [56] proposed DevNet, a �exible deep model that
detects and classi�es events, simultaneously. The model takes key frames of videos as input, and
classi�es the underlying events at video level by aggregating the features extracted at frame-level.
The key frames are identi�ed by creating a saliency map. Another interesting solution for static
frame-based event detection in videos is proposed in [150], where a deep architecture is used
to extract contextual features for video classi�cation. Initially, two di�erent types of contextual
features representing event neighbourhood are extracted, followed by training a deep model to
learn and combine middle level semantic features. A fusion-based approach with features extracted
from static frames has been proposed in [117]. Initially, features are extracted through several deep
models and fed into separate SVM classi�ers. The classi�cation scores are then fused by assigning
di�erent weights learned through a deep architecture to each model. Another fusion method for
event detection in videos is proposed in [169], where a deep architecture is proposed to combine
multiple semantic cues. The work jointly considers the semantic features, namely actions, objects,
and scenes. Initially, each type of features is modeled by feeding it into a corresponding multi-layer
feature abstraction pathway, followed by a fusion layer. The interaction/correlation among the
semantic cues is modeled through an unsupervised auto-encoder. Finally, the deep architecture
is �ne-tuned on the event datasets to answer how the semantic cues of who, what, and where,
compose a complex event. In [118], an ensemble deep learning framework is proposed to combine
feature extracted through di�erent CNN models, including AlexNet [82], GoogleNet [131], RCNN
[60], and ResNet [69]. The framework aims to overcome the issues associated with unbalanced
data and over-�tting. The ensemble approach is developed based on the performance of each weak
learner (SVM) trained on features extracted through individual deep model where the weights are
assigned to models considering a metric for imbalanced data.
Motion has also been exploited in a number of works to complement static frame-based infor-

mation. Xu et al. [158] proposed Appearance and Motion DeepNet (AMDN) for anomaly event
detection in videos. The framework relies on deep neural networks to learn features from static
frames and motion information. To combine appearance and motion, a novel double fusion method
is proposed, by merging the capabilities of early and late fusion. Stacked autoencoders are used to
learn the individual and joint representation of appearance and motion. Next, one-class SVMs are
trained on the extracted features to predict anomaly scores for each individual feature set, which
are �nally integrated in a late fusion scheme to compute the �nal anomaly score. Another approach
relying on deep features for abnormal event detection in videos is proposed by Feng et al. [47]. The
model is able to extract and fuse di�erent types of features, including appearance, texture, and
short-term motion in an unsupervised manner. In order to fuse and learn the correlation among
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the features, stacked denoising autoencoders are used. Long-term temporal cues are then modeled
with a long short-term memory (LSTM) recurrent network to better model the regularities of
video events. To combine motion and static frame information for event detection in videos, Wu et
al. [156] also rely on a deep learning-based framework. Both types of features are learned through
separate convolutional neural networks. A regularized feature fusion network is then used to learn
a combined representation of spatial and motion features extracted through individual networks
for the �nal classi�cation. Moreover, Long Short Term Memory (LSTM) networks are used on both
types of features to better model the long-term temporal cues. In [165], a multistage hybrid fusion
scheme has been used to jointly employ motion and static frame-level features. For static features,
a CNN model [82] pre-trained on ImageNet has been used while improved trajectories [143] are
used to extract motion information. In order to incorporate the temporal information in videos, Yao
et al. [161] propose to consider both the local and global temporal structure of videos through a
deep architecture with 3-D convolution. Initially, short temporal information is modeled with a 3-D
CNN pre-trained on action recognition. A temporal attention mechanism is then proposed for the
representation of complete videos by selecting the most relevant temporal segments through a RNN.
Jian et al. [76] rely on a CNN model alongside a RNN to capture spatial and temporal information
for event detection in soccer videos. The target events in this work include goals, corners and goal
attempts. Initially, event boundaries are determined through Play-Break (PB) segments followed by
feature extraction from key frames from the PB segment through a pre-trained CNN. A RNN is then
used to map the spatial features to underlying soccer events to consider the temporal information.
Spatial and temporal information are also jointly exploited by Yu et al. [164] in a two-step training
process. In the �rst phase, frame-level visual features and temporal information are extracted for
the representation of event-related videos. For frame-level visual features, pre-trained CNN models
are used, while a RNN is used to learn the temporal properties of the event-related videos in an
unsupervised way. Both feature vectors are then aggregated, followed by an activation layer with
labels to obtain the �nal event detection model.
The authors in [77] propose a framework relying on deep learning to e�ectively use both

features and class relationship for events analysis in videos. Chang et al. [31] propose a semantic
pooling-based approach focusing on the most relevant parts of videos for event recognition in
user-generated videos shared over the Internet. In contrast to conventional pooling strategies that
aggregate the video shots, and result in a great loss of information, this method relies on semantic
saliency to localize more relevant segments. Segments are then prioritized based on their saliency
scores. Finally, a novel isotonic regularizer is used to exploit the constructed semantic ordering
information. Some solutions proposed in literature rely on multi-modal features. For instance, in
[74], a novel deep learning architecture is proposed to jointly utilize audio-visual information with
local contrast normalization and spatial maximum pooling to each type of information, which
make the features robust against local variances. In order to model the correlation between audio
and visual features, an auto-encoder is used at each layer of the network. There are also some
approaches relying on web data for training purposes [55, 57]. For instance, Singh et al. [128]
propose an event recognition framework relying on pairs of concepts automatically discovered
from the web for the retrieval of event-related videos.
In Table 5, a summary of some of the most relevant approaches discussed in this section is

provided.

5.1 Datasets
In the context of video analysis, the most popular benchmark challenge is Video Retrieval Evaluation
(TRECVID), which organizes benchmarking activities focusing on di�erent application domains.
Multimedia Event Detection (MED) has also been part of the challenge since 2010. Each year, the
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Table 5. Summary of some relevant works in event recognition in videos: event types, dataset, modality
(Single, multi-modal) of the information and a brief description of the method.

Refs. Events Dataset Mod. Method
[159] Daily life TRECVID 13

and TRECVID
2014 [109]

S Extracts the general features from pool-5 layer of an existing model as vectors
of latent concept descriptors, followed by an encoding method to generate the
video representation.

[167] Daily life TRECVID
MED 2014

S Relies on existing pre-trained models with several spatial and temporal pool-
ing and feature normalization techniques. SVMs classi�er are trained on the
extracted features, and individual classi�cation scores are then combined in a
late fusion method

[102] Daily life TRECVID
2013 and 2015

M Relies on features extracted through two di�erent pre-trained models on com-
plete set of ImageNet dataset (21,814 classes and more than 14 million images)
instead of relying on conventional 1,000 classes, followed by averaging the
representations of the frames over each video. Subsequently, SVMs are used
for the �nal classi�cation of the videos.

[162] Daily life Self-collected S A CNN model is trained on 95, 321 videos over the 500 events, and the model
is then used to extract deep learning feature from video content. With the
learned deep learning feature, 4, 490 binary SVM classi�ers are trained as the
event-speci�c concept library.

[56] Daily life TRECVID
2014

S Generate a spatial-temporal saliency map by back passing through DevNet,
which then used to �nd the key frames which are most indicative to the event,
as well as to localize the speci�c spatial position, usually an object, in the frame
of the highly indicative area.

[117] Natural
disasters

Self-collected
dataset

S Features are extracted through several deep models, and separate SVMs clas-
si�ers are trained on the features extracted through individual models. The
classi�cation scores are then fused in a late fusion method by assigning di�er-
ent weights learned through a deep architecture to each model.

[169] Daily life TRECVID
MED 2011

S Relies on a deep architecture to combine multiple semantic cues. Initially, each
type of features is modeled by feeding it into a corresponding multi-layer
feature abstraction pathway, followed by connection of all of these features
through a fusion layer. The interaction/correlation among the semantic cues
is modeled an auto-encoder.

[118] Daily life TRECVID S Proposes a deep learning framework to overcome the issues associated with
imbalance data and over-�tting due to a single model by combining the classi-
�cation scores of di�erent SVMs used in the layer of the ensemble architecture
on the top of the feature extracted through 3 di�erent individual models.

[164] Daily life TRECVID
MED14

S Relies on CNNs and a RNN for frame-level visual features and temporal infor-
mation, respectively. Both feature vectors are then aggregated followed by an
activation layer with labels to obtain the �nal event detection model.

[165] Daily life TRECVID
MED14

M Proposes a hybrid fusion techniques with multimodal information including
visual, audio and text. Moreover, semantic features based on low-level features
are used along with deep features.

organizers provide a dataset covering speci�c events for the evaluation of the approaches proposed
by the participants. Over the years the challenge has evolved in terms of type and number of events.
Table 6 summarizes the main properties of the TRECVID datasets used for event recognition in
videos.

6 EVENT RECOGNITION IN AUDIO RECORDINGS
Another facet of event analysis is to explore the information provided by audio recordings. Typical
applications of Acoustic/Audio Event Detection (AED) includes multimedia indexing and retrieval
[168], surveillance [65] and robotics [37]. AED frameworks are typically composed of feature
extraction and inference/classi�cation phases, and aim to recognize a distinct sound pattern/event
in a continuous acoustic signal [18].
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Table 6. Summary of the datasets for event recognition in videos where "B" indicates whether the dataset
has been part of a benchmark competition or not.

Refs. Name Features B Notes
[48] TRECVID

MED-2010
3492 video clips with audio
recordings

Y Collected for the evaluations of TRECVID MED 2010 task.
Mainly covers three events, namely "Making a cake", "Batting
a run", and "Assembling a shelter". Separate development and
evaluation sets

[30] TRECVID
MED-2011

15 events; a total of 370 hours of
video clips

Y Collected for the evaluations of TRECVID MED 2011 task.
One of the initially widely used dataset for event detection
in videos

[108] TRECVID
MED-212

20 events, and a collection of
over 4000 hours of multimedia
clips

Y Combined collection for MED and MER tasks; cover two
di�erent types of events, namely pre-speci�ed events and
Ad Hoc events

[85] TRECVID
MED-2013

20 events, video clips are pro-
vided in MPEG-4

Y Covers the development sets from TRECVID MED-12 and 11
with additional events and data; training exemplar conditions
are 100, 10 and 0 exemplars

[109] TRECVID
MED-2014

20 events and a total of 7580
hours video clips (almost double
of previous years)

Y Video clips were provided in MPEG-4 formatted and encoded
to the H.264 standard. The audio was encoded using MPEG-
4’s Advanced Audio Coding (AAC) standard

[109] SMED Total of 45 hours video clips Y First dataset for surveillance event detection in videos taken
from the Imagery Library for Intelligent Detection Systems
(iLIDS)

Ballan et al. [20] proposed a probabilistic neural network for audio event detection in soccer
recordings. In [58], a Deep Neural Network (DNN) is used for the detection and classi�cation of
isolated acoustic events, such as motorbiking, baby crying and rain events. After pre-processing,
features from the left and right channels are extracted to feed the layers of the network. A classi�er
is then trained on the extracted features. In [28], the same authors extended their framework by
treating the task as a multi-label learning problem with no bound on the number of simultaneous
events. Initially, spectral domain features are used to represent the audio signals, and DNNs are then
used to learn a mapping between extracted features and underlying events. In [133], a framework
relying on a deep network with 9 layers is proposed, which allows the network to directly model
entire audio events. The proposed learning model is inspired from VGGNet [127], where larger
convolutional kernels are replaced with a stack of 3x3 kernels without pooling layers. Moreover, in
order to train the network, a novel data augmentation technique is proposed by producing more
samples through a random mixing of two sounds of a class at randomly selected time slots. Lee et
al. [86] propose an ensemble of CNNs, each processing a di�erent length of analysis window for
multiple input scaling. The models analyzing signals at di�erent scales complement each other in
both sound event detection and localization. Similarly, in [88], a CNN-based framework is proposed
where a CNN with 1-D convolution is combined with a RNN with long short term memory units
(LSTM). In both networks, log-amplitude mel-spectrogram is used as an input feature set. The
1-D ConvNet is used on the time-frequency frame to convert the spectral feature followed by
RNN-LSTM to incorporate the temporal dependency of the extracted features. Adavanne et al. [2]
rely on CNNs with 3-D convolution for sound event detection in audio recordings. In details, a
stacked Convolutional and Recurrent Neural Network (CRNN) is proposed with a 3-D convolution
operation in the �rst layer to learn the inter and intra channel features in a multi-channel input
signal. In order to deal with memory requirement issues of CNNs, Meyer et al. [103] rely on
structural optimization of CNNs. With the proposed strategy, the authors report a signi�cant
reduction in the memory requirement as well as an improvement in the performance. Takahashi et
al. [134] proposed a deep architecture, namely AENet, for audio event recognition in videos. In order
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to incorporate long-time frequency structure of audio events, in the proposed framework a CNN
operating on a large temporal input video is used. Kons et al. [81] proposed a DNN-based approach
for audio event detection/classi�cation in outdoor environments. Results of di�erent classi�cation
techniques along with the combined score of a late fusion method are reported. Choi et al. [36] use
DNNs for AED with a noise reduction strategy. An exemplar-based noise reduction scheme is used
for enhancing mel-band energy features extracted from audio signals. A multi-label DNN classi�er
is then trained on the extracted features to model mel-band energy to the underlying events. Hou
et al. [72] proposed a multi-model framework composed of a DNN, and �ve models based on
Bi-directional Gated Recurrent Units Recurrent Neural Networks (BGRU-RNN) for di�erent types
of events. The deep model is developed for the detection of sound events related to car while the
BGRU-RNNs based models are meant for other types of sound events, such as brakes squeaking,
children and large vehicles noises.

Acoustic scene/event classi�cation is also proposed in [17], where a deep model called SoundNet
is developed for learning audio representation in unlabelled videos, by leveraging the synchro-
nization between vision and sound. The underlying insight of the proposed work is transferring
discriminative knowledge from visual recognition networks into sound networks. Visual data is
used in the training phase only, and the network has no dependence on vision during classi�ca-
tion/inference of audio events. In the classi�cation phase, an SVM is trained on audio features
extracted through SoundNet with a one-versus-all strategy to deal with multi-class classi�cation.
In [111], a bi-directional long short term memory (BLSTM) framework is proposed for AED in
daily life audio recordings, where the model is trained to map audio features of a mixture signals
consisting of sounds from multiple classes to a two class indicator for each class. Hayashi et al.
[66] proposed a bi-directional Long Short-Term Memory (BLSTM) combined with Hidden Markov
Model (BLSTM-HMM), where a hybrid model of neural network and HMM is extended to a multi-
label classi�cation problem. In [67], the same authors proposed a temporal structure modeling
technique with a hidden Markov model (HMM) in combination with a bidirectional long short-term
memory (BLSTM) for sound event detection. In [1], a RNN-based approach to AED is presented.
The framework combines spatial features, extracted through a long short term memory (LSTM)
network with harmonic features. In details, three di�erent characteristics, namely log mel-band
energies, pitch frequency, periodicity, and time di�erence of arrival (TDOA) in sub-bands, are
considered. These features are extracted at a hop length of 20 ms to ensure consistency across them.
Moreover, the RNN-LSTM model is composed of two hidden layers each with 32 LSTM units.
Wang et al. [153] rely on RNN acoustic features for event recognition in multimedia contents,

where a deep RNN alongwith temporal information is used for both representation and classi�cation
purposes. In another work from the same authors [152], a sequence-to-sequence model namely
Connectionist Temporal Classi�cation (CTC) is proposed to overcome the limitation of RNNs
due to their dependence on frame by frame prediction. CTC provides ordered sequences of audio
events without exact starting and ending times. In [114], another CNN-based approach with
comparatively less number of layers has been proposed for AED. In total, the network is composed
of a convolutional, a pooling and a softmax layer. Another distinguishing characteristic of the
model is its varying-size of the convolutional �lters at the convolutional layer, and 1-max pooling
at the pooling layer. The authors in [40] propose a DNN model for audio event analysis. Hidden
layers are embedded with a number of functionalities, such as batch normalization, dropout, L2
regularization and the recti�ed linear unit (ReLU). In [140], a DNN relying on Kullback-Leibler (KL)
divergence is used to combine several classi�ers/models, namely GMM, a DNN, and LSTM for �nal
classi�cation of the underlying audio event. Cakir et al. [29] proposed a DNN to combine human
perception and learning capabilities of deep architectures. In the �rst layer of the proposed deep
architecture, instead of random initialization, weights and biases are initialized with the coe�cients

, Vol. 1, No. 1, Article . Publication date: XX XXXX.



736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

16 K. Ahmad et al.

of a �lter bank, which are then updated during the training process to provide better discrimination
over the target audio events. The �lter-bank is designed on the basis of human perception, so
the sound intervals consist of equal perceptual pitch increments. Wang et al. [151] approached
audio-based multimedia event detection with recurrent SVMs by combining kernel mapping and
large-margin optimization criterion of SVMs along with the processing capabilities of RNNs for
variable length sequences of audio signals. Several experiments were conducted to compare the
performances of recurrent SVMs against individual SVMs and RNNs. Mesaros et al. [101] provided
a detailed discussion on segment and event-based de�nitions of metrics used for the evaluation
of AED approaches along with a toolbox containing implementations of these metrics. Table 7
summarizes some properties of the approaches presented in this section.

6.1 Datasets
Audio event recognition has been part of benchmarking challenges. In this regards, Detection and
Classi�cation of Acoustic Scenes and Events (DCASE)5 is one of the most popular benchmarking
activities on audio-based analysis of multimedia. Sound event detection [84] has been part of the
activity for the last three years. In the �rst year, two di�erent datasets have been provided for the
two tasks, namely (i) Sound Event Detection in Synthetic Audio (SEDSA), and (ii) Sound event
detection in real life audio (SEDRA).

The dataset provided for SEDSA covers 11 di�erent events, where 20 samples were provided for
each sound event for training set along with a development set consisting of 18 minutes of synthetic
mixture material in 2 minute-long audio �les as additional materials. The audio �les, recorded in a
calm environment, are sampled at 44.1kHz. The dataset consists of two types of acoustic events,
namely home events (indoor events such as, rustling, cutlery, dishes drawer etc.) and residential
area (outdoor events, such as banging, car passing by and people talking etc.). The provided audio
�les, represent common environments of interest in applications for safety and surveillance as
well as human activity monitoring or home surveillance. TUT Sound Events 2017 [99] has been
introduced for the DCASE 2017 challenge on event recognition in audio recordings focusing on
human activities and hazardous situations. This dataset is a subset of TUT Acoustic scenes 2017
[99], and covers outdoor acoustic scenes with various levels of tra�c and other outdoor activities.
The dataset consists of 7 di�erent events, namely brakes squeaking, car noise, children talking,
large vehicles, people speaking and walking in the streets.
Apart from the datasets proposed for DCASE challenge on audio event detection, there are

several other datasets proposed for the evaluations of AED frameworks [70, 83, 116, 142]. For
instance, Foggia et al. [50] proposed a dataset for event detection in road surveillance applications.
The same authors also proposed another dataset [49] that focus on events, such as glass breaking,
gun shots and screams. Salamon et al. [123] as well as Piczak et al. [115] proposed a dataset for
urban events detection. Other datasets are also proposed for audio event recognition in isolated
environments [38, 59]. In Table 8, we provide a summary of di�erent properties of some of the
datasets discussed in this section.

7 DISCUSSION AND CONCLUSIONS
In this survey paper, we conducted a comprehensive analysis of deep learning-based frameworks
for event recognition. We have discussed several event detection and recognition approaches in
four di�erent sub-domains, namely event recognition in single images, personal photo-collections,
videos, and in audio recordings. We also discussed the challenges associated with event recognition

5http://www.cs.tut.�/sgn/arg/dcase2017/challenge/index
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Table 7. Summary of some relevant works in event recognition in audio recordings: event types, dataset,
modality (Single, multi-modal) of the information and a brief description of the method.

Refs. Events Dataset Mod. Method
[58] Daily life

events
Acoustic dataset
[100]

S Relies of deep neural networks with an early fusion of audio features
extracted from current frames and the neighbouring frames (left and
right frames) to obtain a larger feature set by covering overlapping
frames

[28] Daily life
events

Acoustic dataset
[100]

S treats the task as a multi-label learning problem with no bound on the
number of simultaneous events. Initially, spectral domain features are
used to represent the audio signals, and DNNs are then used to learn a
mapping between extracted features and underlying events.

[133] daily life
events

Acoustic events
[51]

M A deeper network with 9 layers and a larger input �led allowing the
network to directly model entire audio events and be able to be trained
completely.

[88] Rare sound
events

DCASE 2017
Benchmarking

S A CNNs-based framework, where a CNN with 1-D convilution is com-
bined with a RNN with long shortterm memory units (LSTM). In both
networks, a log-amplitude mel-spectrogram is used as an input feature.

[2] Street events TUT-SED 2017
[99]

M Relies on a stacked Convolutional and a Recurent Neural Network
(CRNN) with a 3-D convolution operation in the �rst layer to learn the
inter and intra channel features in a multi-channel input signal.

[81] Outdoor
events

FreeSound [51] S Proposes a DNNs based approach for audio event detec-
tion/classi�cation of outdoor environments. In addition, results
of di�erent classi�cation techniques along with combined score of a
late fusion method are reported.

[36] Daily life
events

DCSE 2016 [84] S Relies on a DNN for AED with a noise reduction strategy. An exemplar-
based noise reduction scheme is used for enhancing mel-band energy
feature extracted from audio signals. A multi-label DNN classi�er is
then trained on the extracted features to model mel-band energy feature
to underlying events in audio recordings.

[72] Daily life
events

DCSE 2017 M A multi-model framework composed of a DNN and �ve models based
on Bi-directional Gated Recurrent Units Recurrent Neural Networks
(BGRU-RNN). The deep model is developed for the detection of sound
events related to car while the BGRU-RNNs based models are meant
for other types of sound events, such as brakes squeaking, children and
large vehicles noises.

[111] Sports and
daily life
events

Self-collected
dataset

S A bi-directional long short term memory (BLSTM) recurrent neural
networks (RNNs) based architecture trained to map audio features of a
mixture signal consisting of sounds from multiple classes to a two class
indicator for each class.

[67] Daily life
events

DCASE 2016 S A temporal structure modeling technique with a hidden Markov
model (HMM) in combination a bidirectional long short-term memory
(BLSTM) recurrent neural network (RNN).

[40] Daily life
events

DCASE 2016 S Provides a novel DNN composed of an input, several hidden layers
and an output layer. Hidden layers are embedded with a number of
functionalities, such as batch normalization, dropout, L2 regularization
and the recti�ed linear unit (ReLU).

[17] Miscellaneous
events

Acoustic Scene
Classi�cation
DCASE

M The underlying insight of the proposed work is transferring discrimina-
tive knowledge from visual recognition networks into sound networks.
Visual data is used in the training phase only, and the network has no
dependence on vision during classi�cation/inference of audio events..

in these sub-domains and presented the most common benchmarking datasets available for the
evaluation.
We observed a trend towards the use of existing pre-trained models as feature descriptors or

�ne-tuning them on event-related images for event recognition in single images. To this aim,
most of the models pre-trained on ImageNet are exploited, showing a superiority of object-level
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Table 8. Summary of the datasets for event recognition in audio recordings where "B" indicates whether the
dataset has been part of a benchmark competition or not.

Refs. Name Features B Notes
[40] SEDSA 11 events and 20 samples per

event along with additional ma-
terials of 18 minutes

Y Recorded through shotgun microphone AT8035 con-
nected to a ZOOM H4n recorder, and are sampled at
44.1kHz; Other parameters include the EBR with di�er-
ent values.

[99] TUT
Sound
Events
2017

7 events with 3-5 mins audio
�les

Y Focuses on human activities and hazard situations
recorded through a binaural Soundman OKM II Klas-
sik/studio A3 electret in-ear microphone and a Roland
Edirol R-09 wave recorder.

[50] MIVIA
road audio
events

2 events and 400 �les N Road surveillance �les; Recorded with an Axis
P8221Audio Module and an Axis T83 omni-directional
microphone; sampled at 32000 Hz and quantized at 16
bits per PCM sample.

[123] UrbanSound 10 events; 27 hours of audio �les N Targets sudio events in urban areas; data is collected
from Freesound6, an online free repository containing
over 160,000 user-uploaded recordings under a creative
commons license

[115] ESC 3 subsets with di�erent number
of �les and classes.

N Downloaded for public recordings; 5-second-long clips,
44.1 kHz, single channel, Ogg Vorbis compressed @ 192
kbit/s

[49] Mivia AED 6000 events, 4200 for training
and 1800 in the test set

N Provides each audio event at 6 di�erent values of signal-
to-noise ratio and overimposed to di�erent combinations
of environmental sounds in order to simulate their occur-
rence in di�erent ambiences.

information. However, a joint use of object and scene-level information has also been employed in
several works showing a clear advantage of the fusion over the individual models. The literature
shows that most of the e�orts are spent on late fusion aiming to combine the classi�cation scores
of classi�ers trained on features extracted through several models.

We also observed that most of the proposed approaches for event recognition in personal photo-
collections aim to deal with ambiguous training samples/irrelevant images. To this aim, a number
of frameworks mostly relying on semi-supervised learning techniques have been proposed.
The literature on event-based analysis of videos shows a clear trend towards the use of both

CNN features extracted from static-frames, and RNNs for motion-based information. A number of
fusion techniques have been proposed, where a joint use of both types of features through early
fusion techniques have shown signi�cant improvement over the individual modality.

Before concluding, we would like to also provide the reader with an insight about the state-of-the-
art performances in quantitative terms, related to the research areas mentioned above. Although the
�gures are expected to be growing over time, our aim is to set a marker line according to the existing
literature, to be used as a reference for future works. In terms of single event images from social
media, and considering the most widespread datasets, WIDER and Cultural events dataset, methods
like [9, 112, 147] and [124] have demonstrated the ability to achieve an average classi�cation
accuracy of 56% and 87%, respectively, highlighting the complexity of WIDER compared to other
datasets. As far the natural disaster analysis in single images is concerned, the average accuracy
reached by the most relevant methods [11, 12, 22, 107] is in the range of 95% and 85% for social
media and satellite imagery, respectively. Considering this is a recent research trend, the higher
performances are probably mostly linked to the available datasets, rather than to the scienti�c
problem itself. Similar performances have also been reached in event recognition in personal photo
collections, showing an average accuracy of about 85% to 87% on PEC dataset (see [8, 63]). As
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probably expected, the performances for event recognition in videos are generally lower, due to the
high variability of a visual content over time. State-of-the-art methods, such as [159, 164], achieve
a mean average precision of 38% to 44% on widely used datasets, such as TRECVID MED-2013 and
TRECVID MED-2014. In the case of audio event recognition, the methods proposed in [36, 67, 86?
] can achieve an average F-score of 80% and 58.9% on the widespread datasets DCASE-2016 and
DCASE-2017, respectively, demonstrating a signi�cantly higher complexity of the latter.
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