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Abstract

This work is concerned with existence of weak solutions to discon-
tinuous stochastic differential equations driven by multiplicative Gaus-
sian noise and sliding mode control dynamics generated by stochastic
differential equations with variable structure, that is with jump nonlin-
earity. The treatment covers the finite dimensional stochastic systems
and the stochastic diffusion equation with multiplicative noise.

1 Introduction

We consider here stochastic differential equations of the form

dX +AXdt+ f(X)dt = B(X)dW, te(0,T) (11)
X(0) ==, '

in a real separable Hilbert space H, where A: D(A) C H — H is self-adjoint,
positive definite such that A=!*9 is of trace class for some 6 € (0,1), W is a
cylindrical Wiener process of the form

Wi(t) = Zﬂj(t) €j. (1.2)



Here {e;} is an orthonormal basis in H, Ae; = \je; and {f;}32, is a mutu-
ally independent system of Brownian motions in a probability space (2, F, P)
endowed with a filtration (F;);>0. The operator f: H — H is Borel measur-
able and locally bounded while the operator B: H — £?(H) is Lipschitzian,
where £2(H) is the space of Hilbert-Schmidt operators on H.

It should be said that under these general conditions equation (1.1) is not
well posed except the case of additive noise (B(X) = I') and f bounded, when
(1.1) has a unique weak (martingale) solution, see [7]. Equation (1.1) has
however a unique strong solution if f is Lipschitz or accretive and continuous,
see [6], or more generally if f is a maximal monotone graph in R x R with
domain D(f) = R, see [2].

Equations of the form (1.1) with discontinuous f describe systems with
variable structure and, in particular, closed-loop control systems with “slid-
ing” mode behaviour. Here we shall study from this perspective two special
cases.

The first one is the finite dimensional system

dX + f(X)dt = o(X) dW

X(0) = & (1.3)
where W is a n-dimensional Wiener process and f € L (R", R"), o
Lip(R™, L(R™,R™)). (In this case H = R" and B(X) = o(X).)
The second one is the stochastic partial differential equation
dX — AX dt+ h(X)dt =b(X)dW, in (0,7)x O
X =0, on (0,7) x 00 (1.4)

X(O,f):$(f), EeO

in a bounded and open domain O C R? d > 1 with smooth boundary 90,
which is the special case of (1.1) in the space H = L?(0), where A = —A,
D(A) = H;(O)NH?*(O), f = h, W is a cylindrical Wiener process of the form
(1.2) in H = L*(O) and the stochastic term b(X) dW is a formal expression
for b(X) dW (t) = 377 1 b(X) €;dB;(t). In other words B : H — L*(H) is
the realization of b in the space H, given by

B(x)y = b(x) Y pi{y,e5)2¢5, Yy € H=L*(O)

J=1

and its Hilbert-Schmidt norm is

1B (@)1 22y = Zujlb ) €55



Like in deterministic case, in order to have existence for the solution of
equation (1.4) one must extend it to a multivalued stochastic equation of the
form

dX — AXdt+ G(X)dt 5 b(X)dW, in (0,T)x O
X =0, on (0,7) x 00 (1.5)

X(0,8) = =z(¢), (€0,
here G: L?(O) — L?*(0) is the multivalued mapping defined by

G(X) = {n e L*(0);n(€) € F(X(£)), for € a.e. in O}

where F': R — 2% is the Filippov map associated with h, that is (see [8],

[90):
F(r) = [m(h:), M(h.)], ~ VreR
i) = 8 0 ) (16)
M(h,) = lim ess sup h(u).
6—=0 u€lr—a,r+4]
Roughly speaking, GG is obtained from h by “filling” the jumps of h in
discontinuity points. If f € L°(R™ R™), where n > 1, as in the case of

loc

equation (1.3), the corresponding Filippov map F: R™ — 2R is defined as

F(ry=) convf(Bs(r) \ N) (1.7)

0>0m(N)=0

where m is the Lebesgue measure and Bjs(r) is the ball of centre r and radius
0. Of course F(rg) = f(ro) in all continuity points 7o of f. Then to get
existence in (1.3) one should replace f by F given by (1.7). If f is monotone
and measurable then F'is maximal monotone in R"” x R™ and locally bounded
in R™, see [1, Proposition 25], hence, as shown in [2, Theorem 2.2|, equation
(1.3) has a unique strong solution (see also [3]). In the general case we
consider here, the best that we can however expect is only a martingale
solution for (1.3) (see Theorem 2.1, in which in general we do not have the
uniqueness of the solution).

Previously multivalued differential equations of this form with F' of sub-
gradient type were studied in context of existence theory for stochastic vari-
ational equations or in a more general setting, see [4, 5, 12] for a few recent
works on this subject.

The main existence result for equation (1.3) is established in Section 2,
where it’s also given a “sliding mode” type result for this equation.

In Sections 3, 4 and 5 it is studied a similar problem for equation (1.5)
and also for a stochastic parabolic system.



Systems of the form (1.1) with discontinuous nonlinear drift term f arises
when one applies in system dX + AX dt = B(X)dW a feedback controller
u = f(X) to force the trajectory of system to slide after some time on a
given manifold X. In such a way the system is forced to move on a space of
lower dimension than the original one and, as documented in literature, see
[15], a major advantage of this approach is the robustness of sliding mode
controller. In this paper we prove that there is a feedback controller for which
the corresponding closed loop system has a martingale (weak) solution which
moves on the manifold ¥ after some time 7.

Notation We use the standard notation for the Sobolev spaces H*(O),
k = 1,2, H}(O) and the Lebesgue integrable function spaces on O C R™.
The norm of H}(O) is denoted by || - |; and the norm of L?(O) by |- |,
(1 < p < 0). The scalar product of L*(O) and the duality pairing between
H}(O) and the dual space H '(0O) is denoted by the same symbol (-, -),. We
denote by C([0, T']; H) the space of all continuous H-valued functions on [0, 7’|
and we also refer to [6] for basic results pertaining stochastic processes with
values in Hilbert spaces. Finally, we denote by C*(R), k = 0,1, the space
of functions of class C* on R, with continuous and bounded derivatives up
to order k. The norm in R or R"™ is denoted by the same symbol | - |, the
difference being clear from the context.

2 Weak solution and “sliding” mode for equa-
tion (1.3)

We shall study here system (1.3) where W is a n-dimensional Wiener process
defined on a probability space (£, F, (Fi)i>0,P) and f € L2 (R R"), 0 €
Lip(R™; L(R™; R™)).
We consider the Filippov map F': R® — R" associated with f which was
introduced in (1.7).

Definition 2.1. The system (Q, F,P,(F;)i>0, W, X) is said to be a mar-
tingale solution to (1.3) if (Q, F, (Fi)i>0, P) is a filtered probability space on
which it is defined an (F;)i>o- Wiener process W and X is an (F;)¢>o-adapted,
R™-valued, continuous process that satisfies P-a.s. the equation

X(t) + /0 n(s)ds ==z +/0 o(X(s))dW (s), Vit >0 (2.1)

where n = n(t) is an R™-valued (F;)i>o-adapted process such that
ne L*((0,T) xQ), VI >0, ne F(X), ae in(0,00)x Q.



This definition extends verbatim to infinite dimensional equation (1.1),
see Definition 3.1 below. In literature such a solution is also called weak
solution. A martingale solution which is F}"-adapted, where F}V is the
completed natural filtration of W is called strong solution, see [7].

We have

Theorem 2.1. Assume that f: R™ — R" is measurable and that
|f(r) <ailr|+ax  VreR" (2.2)

where ay, az > 0. The~n JiOT gach x € R" there is at least one martingale
solution (0, F, (Fi)io0, P, W, X) to (1.3) which satisfies the estimate

E sup [ X())? < Cr(jz*>+1), zeR" (2.3)
te[0,T

Proof. Consider the approximating equation

dX. + f.(X.)dt = o(X.)dW,  te|0,T]

X(0) = 2 (2.4)
where f. is a smooth approximation of f given by
fe(r) = f(r—e0)p(@)do, Ve>O0,reR" (2.5)

R

Here p € C5°(R™) is any mollifier such that

p(r) =0, p(r)=p(=r), p(r)=0for|r|>1, /np(r) dr=1. (2.0

Let X, € L*(Q;C([0,T];R")) be the strong solution to (2.4) (See Lemma
6.1). By (2.2) and It6’s formula it follows that

t
LX) < e + C / (14 X.(s)P) ds

t t
—i—%/ Tr(a(XE(s))a*(XE(s)))ds+/ X.(s) - 0(X(s)dW,, t>0
0 0
and so by the Burkholder-Davis-Gundy theorem (see e.g. [6]) we have

E[ sup |X€(t)]2] <O+ [z), Ve>0 (2.7)

te[0,T)

(Here and everywhere in the following we shall denote by C' several positive
constants independent of €.)



We set Y. = (X, W) and we consider v. = L(Y.) (the law of Y.) that is
v.(I") = P[Y: € I'] for each Borelian set I' C C([0,7]; R™) x C([0, T]; R™). Let
us show that {v.} is tight in (C([0, T]; R™))* = C([0,T]; R") x C([0, T]; R™).
This means that for each § > 0 there is a compact subset I" of (C([0,T]; R"))?
such that v, (') < for all € > 0. We take for r > 0, v > 0,

I'=B,.,={ye (C0.T:RY)? : [y(t)| <r vt < [0,T],
y(t) — ()| <t —sl2, Vs e 0,T])

Clearly, by the Ascoli-Arzela theorem, B, is compact in (C([0,T];R™))>.
On the other hand, by (2.4) we have, via [td’s formula applied to the process
t— [ X.(t) — Xe(s) P,

LELXC() = X+ B [ £0000) - (X(0) — Xe(s)) o
< C]E/t IX.(0)]*d), 0<s<t<T.
Taking into account estimate (2.7), we obtain via Gronwall’s lemma that
B0 - 0P <0 [ XOPB<COr-s 29

By estimates (2.7), (2.8) and by the well known inequality
p PIY| > p] <E[Y], Vp>0,

we see that there are 7, r independent of e such that v.(B; ) < 6, as desired.

Then by the Skorohod’s theorem there exist a probability space (Q, F,P)
and random variables X, X., W, W such that £(X., W) = L(X,,W,) and
for IP-almost every w € €2

W.—W, X.-» X  inC([0,T];R")

O'(Xg) — a()%) in C([0,T];R") (2.9)

as ¢ — 0. We have also L£(f-(X.)) = L£(f-(X.)) and so by (2.2), (2.5) it
follows that on a subsequence, denoted by {e,},

fo(X.,) =7 weakly in L*((0,T) x Q). (2.10)
Let us show that

e F(X),  dtxdP-ae. in (0,T) x €. (2.11)
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We have by (2.5),

L) = [ f(Relt,w) = 20) p(0) db € convf(Bo(X.(t,w)).
Rn
dt x dP-a.e. in € [0,T] x Q,
and this implies that

Y(t,w) = {w—gliglo fer(Xo(t,w)} € F(X(t,w)), dtxdP-ae. in [0,7]x Q.

By (2.10) and by Mazur’s theorem (see e.g., [17, pag. 120]) it follows that
there is a convex combination of f., , that is

kn
Palt,w) =D ot fo (X, (tw)),
=1

Zfil Ozl(-n) =1,0< o™ < 1, which is strongly convergent in L2((0,T) x Q)

)

to 77 and so on a subsequence again denoted by {n}, we have

lim ¢, (t,w) = n(t,w), a.e. (t,w) € (0,T) x Q.

n—oo

Since lim, o ¢n (¢, w) € F(X(t,w)) we obtain (2.11) as claimed.
If we define

Fi=0(X(s),We(s);0<s<t), t>0,

ﬁ:J(X(s),W(S);OSSSt), t>0,

then it follows that (W., F¢) and (W,F;) are Wiener processes and that
P-a.s.,

X.(t) —I—/O f(Xo(s))ds == —I—/O o(X.(s)) dW.(s), vVt € [0,T].

Taking into account (2.10) and that P-a.s (see Lemma 3.1 in [10])

t ~

lim [ o(X.(s))dW.(s) = /0 o(X(s)) dW (s), vt € (0,7,

e—0 0

we obtain that P-a.s.
X(t) +/0 n(s)ds =x +/0 o(X(s))dW (s), vVt € [0,T].
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This means that the system (€, F, {F;}is0, P,W(t), X(t)) is a martingale
solution to (1.3). The estimate (2.3) follows by (2.7) which in turn implies

that ) 3
E sup | X.(t)> < C(1+]|z]*), Ve>0,te€l0,T).
te[0,7)
Such a process X can be extended to all of (0,00). O

Remark 2.1. If f and o are in L>(R"), o is Lipschitzian and o*o is uni-
formly elliptic, that is

n

d (0% 0)y(x) &g > a) &, VE= (&) €RY (2.12)

1,j=1

for some a > 0, then, as shown by A. Yu. Veretennikov [16], equation (1.3)
has a unique strong solution X; on these lines see also [10]. It should be
said however that for the applications we have in mind and more precisely
for existence of a sliding mode, the nondegeneracy condition (2.12) is too
restrictive.

Remark 2.2. If besides (2.2) one assumes that f is monotone from R" to
itself, that is

(f(r)=f()-(r—7) =0,  VrreR"

then the corresponding Filippov mapping F' is maximal monotone (see |1,
pag. 46]) and by a standard argument it follows that equation (1.3) has a
unique strong solution X obtained as

X = lim X, in L*(Q; C([0,T]; R™)),

A—0

where X, is the solution to approximating equation

dX)\+F)\(X)\)dt:U(X)\)dW, tG(O,T),
X)\(O) =X

and F\ = $(I — (I + AF)™') is the Yosida approximation of F.

A typical example of differential systems with variable structure of the
form (1.3) is

_ fl(r) 1fg(r)20 r n
ﬂﬂ—{ﬁw if g(r) < 0 Vr e R (2.13)



where g € C*(R"), fi,f- € C*(R",R"). We assume here that f;, i = 1,2
and o € Lip(R™, £L(R™,R™)) satisfy the following conditions

fi(r)] < awi|r| + azi, ¥r€R", i=1,2 (2.14)
sup {|Vg(r )|+ [D?g(r)]} < oo (2.15)
( ) filr) = a in{reR":g(r) >0} (2.16)
Vyg(r) - f ()< —a in{reR":g(r) <0} (2.17)
| (r)a ()| (IVg(r)[* + lg(r)[| D*g(r)]) < C™|g(r)[?, ¥reR™  (2.18)

where o > 0 and C* > 0. In particular (2.18) implies that |o*c||Vg(r)|> =0
on {r : g(r) = 0}, which in general does not imply ¢ = 0 on [¢g = 0]. We
note also that by (2.15)—(2.17) it follows that ¥ = {r € R™ : g(r) = 0} is a
n — 1 dimensional C?-manifold. We have

Theorem 2.2. Under assumptions (2. ( 4)—(2.18) for each x € R™ there is a

martingale solution (Q, F, (F)is0, P, W, X) to (1.3) with the following prop-
erties: 3 }
(i) if g(x) = 0 then P-a.s. g(X(t)) =0, Vt>0;
(i) if g(x) # 0 and 7 = inf{t > 0: g(X(t)) = 0} then
P(r>t) < g (1—e )Y g(), vt >0, (2.19)

where C' = C, C*, Cy a positive constant independent of g and o. If C* = 0
then

P(r > t) < (at) Y g(z)], vt > 0.

Theorem 2.2 amounts to say that the switching manifold ¥ = {z : g(x) =
0} is invariant for stochastic system (1.3) with f given by (2.13) and that
for z ¢ ¥ the solution X have reached the manifold ¥ by time ¢ with a
probability greater or equal to 1 — (at)~!|g(x)]. In the classical automatic
control terminology (see, e.g., [15]) this means that g(z) = 0 is a “sliding
mode” equation for system (1.3) and ¥ is a switching surface for this system.
As a matter of fact this is typical “sliding” mode behaviour for the solution
X = X(t) and its dynamics has two phases: the first phase is on time interval
(0,7) until X reaches the surface ¥ and the second one for ¢ > 7 in which
X(t) evolves on the sliding surface ¥. The reaching time 7 = 7(w) is a
stopping time determined by (2.19).

Proof of Theorem 2.2. We note first that the function f can be written as
flr) = A(r)H(g(r)) + f2(r)H(=g(r)),  VreR", g(r) #0
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where H is the Heaviside function, while the corresponding Filippov multi-
valued function F' corresponding to f (see (1.7)) is just

Fy) for g(y) #
F(y) = | conv [ f1(y), lim fo(2)] for g(y) =

g(2)<0

0
0 (2.20)

Let X be the martingale solution to (1.3) given by (2.9) where f is as in
(2.13). In order to prove the theorem we need a few apriori estimates on the
solution X, to (2.4) which will be obtained by applying 1t6’s formula to the
function ¢y (u) = @x(g(u)), where p) € C*(R) is defined as

ox(r) = (P + X))z,  A>0, VreR. (2.21)
Taking into account that, Vu,v € R", one has

Dox(u) = @h(g() Va(u) = (|g(u)* + 3*)"2g(u)Vg(u),

D*px(u)(v) = i (9(w))(Vg(u) - v)Vg(u) + @5 (g(u) DPg(u)(v)  (2.22)
= —(lg(w)* + X*) "2 |g(w)*(Vg(u) - v)Vg(u)+
(lg(u)* +X*)"2((Vg(u) - v)Vg(u) + g(u) D*g(u)(v))

=

and therefore

dipa(9(Xe(1)) + (lg(X(O))* + X*) "2g(Xe (1)) fo(Xe(1)) - Vg(Xo(1)) dt
=5 Trlo™ (Xe(t))o (X (t))D2¢)\(Xs(t))]

+ (lg(X ()P 4+ N) "2 g(Xe(8)a (X (1)) dW (1) - Vg(Xo(1)):

We note that in virtue of (2.18), (2.22) we have
Tr[o™ (X))o (Xe) D*6x(X)] < C'lo™(Xo)o(Xo)| ([Vg(X
l9(X)[D*g(X)]) (lg(Xe(B)]” +X*)7

Letting A\ — 0 we obtain that for 0 < s <t < 00

K\J\)—'

)

l\)\»—‘ m

>+
<C O g(Xo)|

t)| + / Jo(Xe(0)) - Vg(X(0)) sgn(g(Xe(0))L9(x. 0))>0) 40
< g(Xu(s))| + 1 cc*/ 19(X.(60))] dO (2.23)
+ / o(X(0))dW (8) - Vg(X(0)) sgn(g(X=(0)))Lg(x. 0y >0 d6-

10



By (2.5) and (2.13) we have
fs(Xe(t)) ’ Vg(Xe(t)> Sgn(g<Xs(t)))
= [ A0 - =) Vo)) s

[9(Xc(t)—0)>0]

T / Jo(Xo(t) — 20) - Vg(Xo(t))p(0) df

[9(Xe(t)—€0)<0]
and so taking into account (2.14)—(2.16) we get
fe(Xe(1)) - Vg(Xe(t) sgn(g(Xe(t))) =2 o = 6(e) (1 + |Xe(B)]),  VE=0

where 6(c) — 0 as & — 0. Taking into account (2.23) this yields
OO +a [ Lo ol = 5@IX.00)) do
<lg(X. ()] + / L o589 (X (0) Vo(X.06)) - o (X.(6)) a1V (6)
+co / 9(X.(0))] db.

The same inequality remains of course true for (X.,W.) and so letting ¢ — 0
we get AW again the same inequality for X given by (2.9). Taking into
account (2.18) we get

t
9K+ [ 10500080 < 9(X(5)] + C O / 9(X(0))| a9

t
+ [ oo (XO)TH(XO) o (X0)
0<s<t<oo, Pas.

and so (see Lemma 6.3)

_ _ t N
e Cg(X ()] + a / eCIL oo 0 < e Cog(R(s))]+

[ € 50l (0) V(R 0)) - o (£(6)) iV 0), (2:24)

0<s<t<o0.

with s = 0 and taking the expectation,

In particular, it follows by (2.24),
) = 0 P-a.s. for all t > 0. Moreover, by (2.24)

that if g(x) = 0 then g(X ()

11



it follows that Z(t) = |g(X(t))|e C* is a nonnegative super-martingale and
therefore for any couple of stopping times 71 < 7o we have Z(1) > Z(7).
This implies that if 7 = inf{¢t > 0 : |Z(¢)| = 0} we have that Z(t) = Z(71),
P-a.s. for t > 7. On the other hand, by (2.24) it follows that

t . 5 t
EZ(t) + a/ e P(r > 8)ds < |g(z)| + C/ EZ(s)ds, vVt >0
0 0

and therefore

P(r>t) <

Q|Qz

(1—e Y Yg(x),  Vt>0,

which is just (2.19). This shows that X (t) reaches the manifold ¥ in stopping
time 7 and remains there for ¢ > 7 with a probability P greater or equal
C(1—e Y1 g(z)]. The proof is complete. O

Q

Remark 2.3. If conditions (2.16), (2.17) are satisfied with a = 0 in Theorem
2.2 then only the invariance part (i) follows. We note also that if f;, i = 1,2
are monotone then so is f and so, as noted earlier in Remark 2.2, equation

(1.3) has a unique strong solution X for which the conclusions of Theorem
2.2 hold.

Remark 2.4. As follows by the proof, assumption (2.18) were imposed by
the It6 formula and can be avoided if take the stochastic differential equation
(1.3) in the Stratonovich sense, that is if one replaces o(X) dW by (X )odW.

Theorem 2.2 can be used to design feedback controllers for stochastic
differential systems with a sliding mode dynamics on a given surface ¥ =
{z : g(x) = 0}. Such an example is presented below.

Example 2.5. Consider the controlled stochastic second order system
X+aX =0o(X,X)f+u in (0, 00). (2.25)

We assume that oy € Lip(R?). .
Our aim is to find a feedback controller v = — fo(X, X) such that the
corresponding closed loop system

X—l—aX—l—fo(XaX) IUO(X,X)B

X(0) = 20, X(0) = (2.26)

has the sliding mode equation

aX +X=0. (2.27)

12



Here (3 is a Brownian motion in a probability space (€2, F,P) and 3 is the
associated white noise.
We choose

fo(ri,m2) = asgn(ar, + ), V(ry,re) € R? (2.28)

where @ > 0 and rewrite equation (2.26) as

dX2+aX2dt+asgn(aX1+X2) dt:O'O(Xl,XQ) dﬁ '
for t > 0, where as usually sgn(u) = T for u # 0.
Equation (2.29) is a “jump” system of the form (1.3) where
_ —T2 2
flrir) = ( ary + asgn(ar, + ) )’ V(ri,m2) € R,
o(ry,m) = 0 : Y(r,rs) € R?,
oo(r1,72)
and so f is of the form (2.13) where
—T2 _ 2
hilr) = (am—ka) (arg—oz)’ r=(r,r2) €R
g(r) =ary +ry, r=(ry,ry).

We assume that
od(ry,me) < C(ar + 1), Y(ri,m) € R2.

It is easily seen that conditions (2.14)—(2.18) hold and so Theorem 2.2 is
applicable to the present case. We get

Corollary 2.3. The stochastic closed loop system (2.29), equivalently (2.26),
(2.28), has the “sliding mode” (2.27). More precisely, for every (zo, ;) € R?
there is a martingale solution (X1(t), Xo(t)) which reaches the surface ¥ =
{(z1,22) : azy + 22 = 0} in time t with a probability > 1 — (at) azg+ 21,
and remains P-a.s. on this surface after that time.

This describes a typical “sliding-mode” behaviour for solutions X to
(2.26), namely
aX(t)+X(t) =0
on (ty, 00) x Q where P(Qq) > 1 — (aty)axg+ x1|. We refer to [11], [13],
[14], for references and other significant results on “sliding-mode” behaviour
of stochastic differential systems.
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3 Existence of a weak solution to heat equa-
tion (1.4)

The following hypotheses will be assumed throughout in the sequel.
(i) h € LE(R) and |h(r)| < a1]r] + b1, Vr € R

loc

(ii) W is the cylindrical Wiener process (1.2) where {e;}52, is an orthonor-
mal basis in L?*(O) given by —Ae; = \je; in O; ¢; = 0 on 90 and

S w el < oo (3.1)
j=1

(iii) b € C*(R)NLip(R), b(0) = 0.

It follows by (3.1) that in this case the operator B defined in section 1 is
Hilbert-Schmidst.

Definition 3.1. Let z € L*(O). We call weak (martingale) solution to
(1.4) a tuple (2, F,(Ft)es0, P, W, X), where (Q, F,(Fi)i>0,P) is a filtered
probability space where there are defined a (Fi)i>o- Wiener process W and a
continuous (Fi)i>o-adapted L*(O)-valued process X = (X (t))>o such that,
P-a.s.,

X(t) = e Ay + /t ef(tfs)An(s) ds + /t e~ (t=9)A b(X(s)) dW (s), (3.2)

where n € L*((0,T) x O x Q) is an L*(O)-valued (F;)i>o-adapted process
such that

neGX),aein (0,T)xOxQ, VT >DO0. (3.3)
Here A = —A with D(A) = H}(O) N H2(O), et is the Cy-semigroup on
L?(0O) generated by —A and G: R — 2% is the Filippov map (1.6).

The construction of a weak (martingale) solution. We consider the
approximating equation

dX. — AX.dt + ho(X.)dt = b(X.)dW, in (0,T)x O

X. =0, on (0,7) x 00 (3.4)
Xe(0,8) = z(8), §e0
where € > 0 and, as in the finite dimensional case (see (2.5)),
1 oo oo
ho(r) = g/ h(s) p(==) ds :/ hr—c6)p(6)dd, VreR. (35)
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Here p € C°(R) is such that

o0

p(6) >0 p(B) = p(—6), p(6) =0 for 8] > 1. / p(0)do = 1.

o0

Clearly by (i) we have
h. € CY(R), |he(r)| < ai|r|+b1+are, VreR,e>0.
By Lemma 6.2 equation (3.4) has a unique strong solution
Xe € LX(;:C([0,T); L*(0))) N L*(Q; L*(0, T Hy (0))).
By Ito’s formula we get P-a.s.

t
0

X0 + / 1X.(5)[2 ds + / (he(Xo(5)), Xo(5))o ds

(3.6)

(3.7)

(3.8)

e+ d [ D el ds+ [ POV (). X))

vt € (0,77,

and so by the Burkholder-Davis-Gundy formula we obtain by some calcula-

tion involving (i)—(iii)
t
E sup [X(0F+E [ [X(s)[3ds < C (a4 1), Ve >0,
t€[0,1] 0

where C'is independent of . By (3.7) we also have

E sup [h(X:(t)]z < C (|23 +1).

te(0,7]

(3.9)

Then on a subsequence, again denoted in the same way, we have for ¢ — 0

X. = X weak-star in L>(0,T; L*(Q; L*(O))
weakly in L*(0,T; L*(2; Hy(O))

he(X.) = n  weakly in L*((0,7); L*(Q; L*(0)))
b(X.) — b*  weakly in L*(Q; L*((0,T) x O))

and
dX — AX dt +ndt =b"dW in (0,7) x O,
X(0) ==z in O,
X=0 on (0,7T) x 00,
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that is

X(t)— /Ot AX(s) ds+/0t77(s) ds = x—i—/ot b*(s)dW(s), Vte[0,T], P-a.s.

(3.14)
where A is taken in sense of distributions on O, hence by (3.10)

AX € L*(Q; L*(0,T; HY(0))).

Since the weak convergences (3.10)-(3.12) are not sufficient to conclude that
(3.3) holds, then proceeding as in the proof of Theorem 2.1 we shall re-
place {X.} by a sequence {X.} of processes defined in a probability space

{Q, F,P,W} such that £(X.) = L£(X.) where L is the law of the process.

To this end, consider the sequence {v.}.>o of probability measures, v. =
L(X.), that is v.(B) = P(X. € B) for any Borelian set B C C([0,T7]; L*(O)).
We have

Lemma 3.1. Let v € H}(O). Then the sequence {v. }.~q is tight in the space
C((0,7]; 17(0)).

Proof. This means that for each § > 0 there is a compact subset B of
C([0,T]; L*(0)) such that v.(B¢) < § for all € > 0. We take for r > 0,
v >0,
B =By = {y € C((0,T}; L*(0)) : |y(t)]> < r, ¥t € [0,T],
1
Yl Lo o,msmr o)) S s [y(t) —y(s)a < vt —s[2, Vi,s€[0,T]}

On the other hand, by (3.4) we have via Itd’s formula applied to the process
t— |Xc(t) — Xo(5)[3

LEIX.(f) - X.(s)2 + B / (VX.(0), V(X.(6) — X.(s)))2db
IE / (he(X.(6)), X-(6) — X.(s)) 6
gC]E/t|X5(9)|§d9 0<s<t<T.

Taking into account estimates (3.7), (3.9) we obtain via Gronwall’s lemma
that

BIX.(t) — X.(s)]; < C/ (1X=(0)13 + [VX(0)[3) df < C'|t — 5| (3.15)
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Clearly, by Ascoli-Arzela theorem, B, ., is compact in C([0,T]; L*(0)).
By estimate (3.9), taking into account that

pPIY]| > p] <E[Y], Vp>0,

we infer that there are v, r independent of e such that v.(B;,) < 4, as
desired. ]

Then by the Skorohod theorem (see, e.g., Theorem 2.4 in [6]) there are a
probability space (€2, ]—" ]P) and stochastic processes X, {X }eso on (€, F,P)
such that the law £(X.) of X, coincides with £(X.) and P-a.s.

X. —» X inC([0,T]; L*(0)) (3.16)

as ¢ — 0. We have also £(X) = £(X). Since L(h.(X.)) = L(h(X.)),
L(0(X.)) = L(c(X.)) by (3.16) and (3.5) we see that

hs(Xs) - 777 : e
b(X.) = b (), a.e. in (0,7) x O x €, (3.17)
where £(7) = L(n) and
ieGX), ae in(0,T)x0OxQ. (3.18)

The latter follows as in the proof of Theorem 2.1 taking into account that in
this case G is given by (1.5), but we omit the details.
We set

Ma(t):Xa(t)—a:—/OtAXE(s)ds+/0thE(X€(s))ds, te(0,7] (3.19)

Mg(t):Xg(t)—x—/OtAXE(s)ds+/Oths(f(g(s))ds, te0,7]. (3.20)

It turns out that M. is a square integrable martingale on (Q
respect to the filtration F; = 0{X;;s < t}. Actually, since L(M.
and M. is a square integrable martingale on (£, F,IP) we have

F,P) with
) = L(M:)

E[(X.(t) — X.(s) — /t AX_(6)db + /t he(X.(0))do)] = 0. (3.21)

Passing to the limit in (3.20) and taking into account (3.16)—(3.18) one ob-
tains that the process

M(t):X(t)—a:—/OtAf((s)ds%—/otﬁ(s)ds, t>0,
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where AX € L2(Q; L*(0,T; H-Y(0))), is an L*(O)-valued martingale with
respect to filtration F; = o{X(s),s < t}, t € [0,T], with finite quadratic
variation, see [6, pag. 234]. Then by the representation theorem 8.2 in

[6] there is a larger probability space (Q,]—" P), a filtration {}}}t>0 and an
L?(O)-cylindrical Wiener process W (t) on it such that, p- a.s.,

M(t) = /0 t (X (s)dW (),  telo,T].

This means that the system ((ZZ ]i" {j}t}t>0,fP ﬁ/( t), X (t)) is a martingale
solution to (1.1). In the following we shall denote again this probability
basis by (Q, F, {Fi}iz0, P, W, X). We have proved therefore

Theorem 3.2. Under Hypotheses (i), (i), for each x € Hy(O), there is at
least one martingale solution (Q, F,{Fi}i>0, P, W, X) to equation (1.1) and
X is given by (3.16). Moreover, we have

X € L3(Q; L=(0,T; L*(0))) N L*(Q; L*(0, T; Hi (0))). (3.22)
We note that (3.22) follows by (3.9) and (3.16).

Remark 3.1. Under additional assumptions on b (for instance if it is in-
dependent of X) it turns out that the martingale solution X is the unique
strong solution, see [7]. Compare also Remark 2.1.

4 Sliding mode control of the stochastic heat
equation

For parabolic stochastic equations of the form (1.1) a “sliding” mode dynamic
arises for discontinuous (“jump”) functions h: R — R of the form (2.13), that

o = fi(r) for g(r) >0 .
h<)_{f2('r‘) orgy <0’ "8 b

where g, fi, fo are given continuous functions.
As in the previous finite dimensional case, the objective of the “sliding-
mode” control is to design for the linear time invariant system

dX —AXdt=du in(0,7)x0O
X=0 on (0,7) x 00 (4.2)
X(0) ==z in O
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a stochastic feedback controller of the form
du = —h(X)dt + b(X)dW (4.3)

such that the “sliding” motion occurs on the manifold ¥ = {X : g(X) = 0}
which is also referred as “sliding” or “switching” manifold. Roughly speaking,
this means that there is a trajectory of the closed loop system (4.2)-(4.3),
which starts from initial state x, reaches the sliding manifold > at a certain
random time ty and remains there for ¢t > t;. As a matter of fact, this last
phase of the dynamics is called “sliding mode”. The sliding mode is due
to both f; and fy: if the solution enters the region of influence of f;, then
this function pushes the solution to cross the manifold; then, as it enters the
region of influence of f5, the solution is pushed back towards the manifold
again.

Of course in virtue of Theorem 3.2 a weak solution X to (4.2) in the sense
of Definition 3.1 exists for the extended multivalued closed loop system

dX —AXdt+F(X)dt=b(X)dW  in(0,7)xO
X =0 on (0,7) x 00 (4.4)
X(0) ==z in O.

Here F': R — 2% is the multivalued Heaviside function (2.20) on R. To
begin with we shall prove first an invariance result for the manifold ¥ =

{X:g9(X) =0}

Theorem 4.1. Let g € C*(R), fi, f2 be continuous functions which satisfy
assumption (1) and let b satisfies (iii). Assume further that

0*(r)(gg" + (¢)*)(r) < C* g*(r), vreR (4.5)
g(r) g"(r) + (g'(r))* > 0 vreR (4.6)
fi(r)g'(r) >0 for g(r) >0 (4.7)
fo(r)g'(r) <0 for g(r) <0. (4.8)

for some C* > 0. Then, for all x € Hy(O) such that g(x) = 0 on O, there
is a martingale solution (Q, F, {{Fi}=0, P, W, X) to system (4.4) such that

g(X(t)) =0, Vtel0,T], P-a.s. (4.9)

Proof. We start with the approximating equation (3.4). We apply the Ito6
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formula to function z — ¢*(z) and get

oo

+2//gg (o VX, (5,6 de ds
+2/0/O L(Xo(5,€)9(Xo(5,€)g/ (Xe(5,)) de ds

- [ e

+Zu]//|b (5.0) (g9 + (6 X (5,0 de ds

+zuj / | P )Xl )0 (X, ) 5 05,0

Taking into account (3.5),(3.7), we obtain that

JR——

( / Fi(X. — <) (94 (X. — <6) de-+

[9(Xe—e0)>0]

/ fQ(XE - 59)(99,)()(5 - 59) df) d@ -+ Cz-:(t)? Vit € [07 T]:

[9(Xe—€0)<0]

where

C(t) < ée/o<|xg<t,5>| 1) de

with C'= C*C, C' > 0; thus, by (4.5)-(4.7), this yields

/ 2(X.(t,€) d,5<01E// )) d€ ds
//|Xt§|2 1)déds, Vte[0,T)

where lim._,od(¢) = 0 and the constant C' is independent of e.
This yields, via Gronwall’s lemma,

E / GX.(4,6)de < 5(e) exp(C), Ve[0T  (4.10)
O
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If X, is defined as in the proof of Theorem 3.1, that is £(X.) = £(X.) and
(3.16) holds, we get by (4.10) that

]~E/ G (Xo(t,6))de < 6(e) exp(C't), Vit € [0,T], Ve >0
(@)

where E is the expectation in probability space (Q, Q, F, I~P) Hence, letting
e tend to zero we get ¢*(X) = 0, dt x d¢ x P-a.e. in (0, )xOanS
claimed. O]

Remark 4.1. In the particular case where the function

F(r) = fi(r)H(g(r)) + f2(r)H(=g(r)), r€R

is a maximal monotone graph in R x R with R(F) = D(F') = R, equation
(4.4) has a unique strong solution X. This happens for instance if f;, i = 1, 2,
are monotonically nondecreasing continuous functions such that f; > f; on
R and g(z) = x (see [2]). Then the corresponding system (4.4)

dX — AX dt + (fL(X)VH(X) + fo(X)H(=X)) dt =
b(X)dW, in (0,7) x O (4.11)
X =0, on (0,7) x 00,
has the invariant manifold X = 0.

Under stronger assumptions on g and b it turns out that the closed loop
system (4.2)—(4.3) (equivalently (4.11)) has a “sliding” mode dynamics with
the switching manifold ¥ = {X : g(X) = 0}. Namely, we assume that

Hypothesis 4.2. f;, i = 1,2 satisfy assumption (i) of page 14 and g €
C?*(R), b € C*(R) N Lip(R) are such that

((g'(r)> + 1g"(r)g()]) [b(r) > < C*[g(r)]?,  VreR, (4.12)
filr) g (r) > a if g(r) > 0; f2(r) g'(r) < —a if g(r) <0 (4.13)
d,¢d" € L(R), ¢"sgng>0 onR, (4.14)

where a > 0, C* > 0.

~ We note that by Theorem 3.2, equation (4.11) has a martingale solution
X given by (3.16).
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Theorem 4.3. Under Hypothesis 4.2, for each x € Hg(O) there is a mar-
tingale solution (Q,F,P,W,X) to (4.2), (4.3) such that for 7 = inf{t :
lg(X(t))] = 0} we have

P(r>1) < —(1—e ) g(a)2. (4.15)

o

where C = C' C* and C is independent of g, o. Moreover, if g(x) =0 a.e. in
O, then there is a martingale solution X such that (X (t)) = 0 for allt > 0.

Proof. The proof is very similar to that of Theorem 2.2, so it will be sketched
only. If X, is the solution to equation (3.4) and X, such that £(X.) = L(X.),
we get via I[td’s formula applied to function x — ¥(g(z)) where

Oa(u) = (Juls+ N2, Vue LX(0)

and )
Dy (u) = (Julz + 2 zu, vu € L*(0)

D*y(u)(v) = (Jul3 + X°) 770 = (Jul3 + X*) "2 ufu, v)s

(l9(Xo(6)]5 + )72 (g(Xo(1))g (Xo(1), —AX.(t )+ he (Xo())2dt =
(D(XL(£) W (£), 9(Xo(1))g' (Xe(t)))a(|g(Xo(t)) 3 + A) 72+

ZM/W%A(WW%ﬁ

Taking into account that by (4.14)

(4.16)
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We have used here assumption (4.13) which, as we have seen in the proof of
Theorem 2.2, implies that

f(Xo) g/ (Xo)sgng(Xe) = a —6(e)(1+ | Xe)).

Now using (4.12) and letting ¢ — 0 we get

|9(X(t))\2+04/ Ljgxops0d6 < l9(X 2+0/ |9(X(0)|2db+
[ RO 0, ¢ (XO)sna(XO):  foro<s <

for some constant C' > 0.
This yields (see (2.24))

L 6 ~ )
(X ()]s + a / O oo 49 < € Clg(K(s))]ot

/ ez ois0 (9 (X (0))sen(g(X (9))), o(X (6)) AWV (6)).,

0<s<t<o0.

Here ? = [g(X(1))]2e ¢ is a nonnegative supermartingale and so Z(t) =
Z(1) P-a.s. for t > 7 = inf{t > 0:|Z(t)] = 0}. Taking expectation, we get

EZ(t) +a/0te_05]l~3[7' > slds < |g(z)], + C /Ot]EZ(s) ds

which implies the desired estimate (4.15). O

Remark 4.2. By (4.14) we see that g is convex on [g > 0], concave on [g < 0]
and so [r: g(r) = 0] = [a1, ag] is a closed interval.

However, by (4.13) we see that a; = ay = ¢~ !(0) and so the switching
manifold ¥ = {X : g(X) = 0} reduces to the point ¢g~'(0). Hence under
the assumptions (4.12)—(4.14) the closed loop system (4.2)—(4.3) has for each
r € H}(O) a martingale solution which reaches the state X = ¢g~*(0) in time
t with probability estimated by (4.15) and remains there after that time.
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5 “Sliding” mode control of a stochastic pa-
rabolic systems

Consider here the parabolic system

dX — AX dt + fi(X,Y)dt = b (X,Y)dWy, in (0,T) x ON{g> 0}

dY — AY dt + fo(X,Y)dt = by(X,Y)dWs, in (0,T) x ON{g < 0}

X(0) = 2(&), Y(0)=y(&), (€0

X=Y =0, on (0,T) x dO

(5.1)

where f; € C'(R?) satisfy assumption (i), b; € C*(R) N Lip(R), 7 = 1,2 and
Wy, Wy are Wiener processes of the form (1.2) in the space H = L*(O) x
L*(0). Let g: R?* = R, g € C*(R?) be given.

System (5.1) is of the form (1.1) where H = L?(O) x L*(O), W = (%)

2

A:<_A 0 > D(A) = (HO) N H2(0))

0 -A
B = bl(X7 Y) 0
N 0 bo(X,Y)
X,Y) ifg(X,Y)>
f(X,Y)Z fl( ) ) 1 g( ) )—07
f2<X7Y> if g(X7Y) <0.
The corresponding Filippov map is
f1(X,Y) if g(X,Y) >0,

AXY), (X Y)] i g(X,Y) = 0.

Arguing as in the proof of Theorem 3.2 it follows that for each (z,y) €
Hj(O) x Hg(0), system (5.1) has a martingale solution (X,Y) obtained as
limit of solutions (X, Y:) to corresponding approximating system

i(y)+ (0 )G () =Gy vyan)

(v)o=()

where

(5.2)

Glriyrs) = / plr—<0) £(0)d0, (ri,rs) € R, <> 0.
]R2
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(Here p is a mollifier function in R?.)
Assume further that

(IVa(r)2 +1D?g(r)llg(r)]) (1bs(r)[* + b2(r)*) < C*|g(r)[?, Vr € R* (5.3)
fi(r) g (r) =2 a inr:g(r) > 0] (5.4)

fo(r) gra(r) < —a i [r:g(r) <0
where « > 0 and (g,,,9-,) = Vg,

Grir 880G 2> 0, (972’17‘2 ~ GryryGrary) Sg0 G < 0. (5.6)
We have
Theorem 5.1. Under assumptions (5.3)(5.6) for each (x,y) € Hy(O) x
H;(O) there is a martingale solution {Q, F, P, W, (X,Y)} to (5.1) such that
if T is the stopping time T = inf{t : g(X(t),Y (t)) = } then
. C o
Plr>t<—(1-e N7 g(, 9)| 202 (5.7)

for some constant C' > 0.

The proof is exactly the same as that of Theorem 4.3 where the approxi-
mating equation (3.4) is replaced by (5.2). We note that in this case the
corresponding inequality (4.16) is a consequence of hypothesis (5.6). The
details are omitted.

A particular example is

g(ri,re) = a1 + agr, Vry,re € R
which, for f;, b;, 1 = 1,2 satisfying the condition
ag fi(r) > « in {aym + agry > 0}

ag fo(r) < —a  in{agr; +asry <0}
[01(r)[? + [ba(r)[* < C* (a1 11 + g 1)

where a > 0, imply that system (5.1) has a martingale solution (X,Y) that
reaches the linear manifold

Y= {051X+042 _0}

in a time ¢t with probability P > 1—Ct oy x4+ azy|(z2(0)2 and remains
on this manifold afterwards.

As in Example 2.5 we may view the feedback controller u = G(X,Y)
as a sliding mode controller which forces the trajectory of system (5.1) to
move on a lower order manifold {(X,Y) : ¢(X,Y) = 0}. Of course the
above treatment is applicable to a n-dimensional stochastic system of the
form (5.1).
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6 Appendix

The results given below are without any doubt known in literature but we
mention them for reader’s convenience.

Lemma 6.1. Let W be a n-dimensional Wiener process in a probability
space (2, F,P) and let o € Lip(R™; L(R™;R™)) and ¢: R — R™ be a local
Lipschitz function such that

()| < C(|r] +1), Vr e R". (6.1)
Then for each x € R™ the equation

dX +0(X)dt = o(X)dW,  te(0,T)

X(0) = & (6.2)
has a unique strong solution X .
Proof. We set
Un(r)=4L(r) for|r| <N, In(r)= 6(%) for |r| > N.
Since {y is Lipschitz, the equation
dXn +UIn(Xn)dt = o(Xy)dW, te(0,7), (6.3)

XN(()) =T
has a unique strong solution Xy. By [to’s formula we have
LA XN+ v (X, (1) - Xn(t) dt = 2Tr [o%0] dt + o(Xn) AW - Xy

and taking into account (6.1) we get via Burkholder-Davis-Gundy theorem

E| sup [Xn(t)] < C(1+]af?) (6.4)
te[0,7

where C' is independent of N. Consider the stopping time
r;=inf{t € (0,T): | Xn(®)]> > j*}, jeNN (6.5)
We have

d(XN — XM) + (gN(XN) — gM(XM)) dt = (O’(XN) — O'(XM>> dW
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and this yields
31X () =X ()] +

/0 (Un(Xn(s)) =L (Xnr(s))) - (Xn(s) — Xar(s)) ds =
%/0 Tr[(o(Xn(s)) — o(Xum(s)) (0" (Xn(s)) — 0" (Xnm(s)))] ds

+ [0l = X)) AW () - (Xir(s) = X))

(6.6)
Taking into account that for M, N > j

/0 Tj(EN(XN)—EM(XM))-(XN—XM)dsg()j/0 71X (5) = Xag(s)[2 ds

we find by (6.6) via BDG inequality that
Xn(s) — Xu(s) =0, Vs € (0,7;).

We set
X(t) =Xn(t), Vte(0,75), VN >j.

We have
X(t/\Tj)—l—/O ij(X(s))ds:a:+/O " o(X(s)) - dW(s)

and since by (6.4) and (6.5) lim; .o 7; = T, P-a.s. we infer that X is a
solution to (6.2).
The uniqueness of solution X follows in a similar way taking into account that

suach a solution satisfies, by Ito’s formula and BDG theorem, the estimate
(6.4) and that ¢ is locally Lipschitz. O

Lemma 6.2. Let W be the Wiener process (1.2), £: R — R be locally Lips-
chitz, b € Lip(R) and (6.1) holds. Then for each x € L*(O) the equation

dX — AX dt + 0(X)dt = b(X)dW,  in (0,T) x O
X(0)==z in O (6.7)
X=0 on (0,T) x 00

has a unique strong solution

X € L(Q;0([0, T); L*(0))) N L*(Q; L*(0, T Hy (0))) (6.8)
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Proof. 1f ¢ is Lipschitz the result is well known (se e.g., [6]). Here we replace
in (6.7) ¢ by £y, previously defined at pag. 25. Then the corresponding
equation (6.7) has a unique strong solution

Xy € L*(;C([0,T); L*(0))) N L*(Q; L*(0,T; Hy (O))).

By Ito’s formula combined with the BDG theorem we get

t
E wpwmmﬂ+E/mxmgm@gcu+m@
0

t€[0,T]

where C' is independent of V.
We define as in previous case the stopping time

my=inf{t € [0,T]: | Xn®)3 > 5%},  VjeN,
and obtain as above that for M, N > j
Xn(t) = Xp(t) P-a.s. t € (0, 7;).
Then X : [0,7] — L*(O) defined by
X(t) = Xn(t) Ve (07), VN>
is a solution to (6.7). It follows also that (6.8) holds. O

Lemma 6.3. Let ¢, o : [0, 7] — R, ¢ : [0,T] — R"™ be (Fi)i>0-adapted
processes with continuous paths such that

t t t
<p(t)+/ a(9) d9§A+C/ (0) d6+/ “(6) - AW,
where A is a Fg-random variable. Then

t t
o(t) + / eC00(0)do < CUDA 4 / eCU=0y(0) - dW,

s

Proof. Define

'y(t):—/toz(ﬁ)d(9+A+C/tcp(9)d0.

Then we have

wwsww+/wwrww
28



Y(t) = —a(t) + Cot),  (s)=A

Y () < —alt)+ CH(t) + C/t¢(9) - AWy
(e’thy(t)), < —e “a(t) + Ce ! /tw(e) - dWy

t t “
e Cly(t) —e CFA < —/ e “a(u) du —|—/ Ce Cn du/ Y(0) - dWy

Now, by integration by parts, we get

/: Ce=Cu du /S“d)(g) AWy = —e ¢ /:WH) AW, + /St e=C0(0) - AW,

Hence

t t K
e‘CW(t)+/ e”“a(u) du < e‘CSAJr/ e‘ce¢(9)'dW9—€_Ct/ P(0)-dWy

which implies the desired inequality. O]
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