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Abstract

In this paper a new, simple and universal formulation of the HLLEM Riemann solver (RS) is proposed that works

for general conservative and non-conservative systems of hyperbolic equations. For non-conservative PDE, a path-

conservative formulation of the HLLEM RS is presented for the first time in this paper. The HLLEM Riemann solver

is built on top of a novel and very robust path-conservative HLL method. It thus naturally inherits the positivity

properties and the entropy enforcement of the underlying HLL scheme. However, with just the slight additional cost

of evaluating eigenvectors and eigenvalues of intermediate characteristic fields, we can represent linearly degenerate

intermediate waves with a minimum of smearing.

For conservative systems, our paper provides the easiest and most seamless path for taking a pre-existing HLL

RS and quickly and effortlessly converting it to a RS that provides improved results, comparable with those of an

HLLC, HLLD, Osher or Roe-type RS. This is done with minimal additional computational complexity, making our

variant of the HLLEM RS also a very fast RS that can accurately represent linearly degenerate discontinuities. Our

present HLLEM RS also transparently extends these advantages to non-conservative systems. For shallow water-type

systems, the resulting method is proven to be well-balanced.

Several test problems are presented for shallow water-type equations and two-phase flow models, as well as for

gas dynamics with real equation of state, magnetohydrodynamics (MHD & RMHD), and nonlinear elasticity.

Since our new formulation accommodates multiple intermediate waves and has a broader applicability than the

original HLLEM method, it could alternatively be called the HLLI Riemann solver, where the ”I” stands for the

intermediate characteristic fields that can be accounted for.

Keywords: path-conservative HLLEM Riemann solver, resolution of linearly degenerate intermediate waves,

conservation laws and general hyperbolic PDE with non-conservative terms, well-balanced scheme for single and

two-layer shallow water equations, Euler equations with real equation of state and multiphase flows, RMHD/MHD

equations and nonlinear elasticity

1. Introduction

Riemann solvers are an important building block of modern numerical schemes for hyperbolic systems. For

hyperbolic systems in conservation form, a large number of Riemann solvers (RS) are available. For exact Riemann

solvers, see Godunov [51] and van Leer [94]. Approximate RS based on the two-shock formulation are presented

in Colella [29], Colella & Woodward [30], Chorin [28]. In [76] Roe presented a very popular Riemann solver that

is based on a special linearization of the nonlinear system of governing PDE. It was later reformulated by Toumi

in [93] using a weak integral form, which also allows for an extension to non-conservative hyperbolic systems and

which can be seen as a predecessor of the family of path-conservative schemes introduced by Parés and Castro in

the seminal papers [70] and [25]. Riemann solvers whose numerical dissipation term is based on a path integral in
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phase space were first proposed by Osher and Solomon in [69] and have been recently generalized by Dumbser &

Toro to general nonlinear hyperbolic conservation laws and to non-conservative hyperbolic systems in [45, 44]. In

this context, we also would like to point out the recent reformulation of the Osher-type solver [45] in the context of

polynomial viscosity methods (PVM) [34] by Castro et al., see [24]. The HLL/HLLE/HLLEM/HLLC Riemann solver

(Harten, Lax & van Leer [57], Einfeldt [46], Einfeldt et al. [47], Toro, Spruce and Speares [88], Batten et al. [16],

Billett & Toro [19]) have gained considerable popularity owing to their simplicity. The local Lax-Friedrichs (LLF)

method (Rusanov [78]) is even simpler, but often carries the penalty of a high level of numerical dissipation, as well

as centered fluxes, like the FORCE method of Toro and Billet [91].

Out of all these methods, the HLLEM Riemann solver of Einfeldt [46] and Einfeldt et al. [47] has seen the least

further development and extensions to more general nonlinear systems of conservation laws. Yet, it has some very

desirable features that have gone unappreciated. Like HLLC, it can be built on top of an existing HLL Riemann solver,

thereby ensuring that it has a positivity preserving property and that it is entropy enforcing. Only the intermediate

eigenvalues and the associated left and right eigenvectors need to be evaluated in order to implement an HLLEM RS.

Since these are usually easier to compute analytically, the HLLEM RS has the additional advantage over the Riemann

solvers of Roe [76] and Osher [69, 45, 44] that it is not necessary to know the entire eigenstructure of the hyperbolic

system. It nevertheless produces solutions that are competitive with Roe-type, Osher-type and HLLC/HLLD-type RS.

It furthermore does not require an entropy fix, unlike the original Riemann solver of Roe [76]. A first goal of this

paper is therefore to bring these features to the forefront by showing that the HLLEM RS accommodates very well to

general nonlinear hyperbolic conservation laws, for example the MHD system or the Euler system of compressible gas

dynamics with general equation of state (EOS), or the Godunov-Romenski model for nonlinear elasticity [52, 53, 54].

Extensive recent progress has been made on path-conservative methods for treating non-conservative hyperbolic

systems, see for example the following list of references, which does not pretend to be complete: Parés et al. [70, 66],

Castro et al. [25, 49, 23, 27, 21, 22], Morales de Luna et al. [32], Dumbser et al. [37, 40, 44]. The progress

has been made within the context of the DLM theory for non-conservative systems (Dal Maso, LeFloch & Murat

[63]). Therefore, when a conservation form exists, the family of path-conservative schemes reproduces well-known

Riemann solvers like the Roe RS, HLL, HLLC, FORCE, GFORCE, Osher, and so on. However, the optimal choice

of the path that needs to be defined in order to connect the two states of the RP is still to a certain extent ambiguous.

Usually, the path is chosen in such a way that other important properties are ensured, like the well-balancedness of the

scheme, see [25, 67]. For a detailed discussion of open problems related to path-conservative methods, see [26, 2].

However, most physical systems of interest, like shallow water-type systems and multiphase flow models, tend to be

in quasi-conservative form, where the non-conservative terms act only on linearly degenerate fields. This fact makes

the choice of a particular path less delicate.

The study of one-dimensional Riemann solvers for non-conservative hyperbolic systems has, by now, reached

a high level of sophistication. Even so, to the best of our knowledge, the HLLEM RS has never been adapted to

non-conservative systems. The second goal of this paper is therefore to show that the HLLEM scheme can be easily

adapted to hyperbolic systems with non-conservative products. For shallow water-type equations, the HLLEM RS is

also shown to be well-balanced, owing to the fact that it resolves the intermediate waves associated with the bottom

jump exactly.

The rest of this paper is organized as follows: Section 2 presents the new formulation of the HLLEM scheme

in similarity variables. Since all Riemann problems have a self-similar structure, we show the utility of similarity

variables in formulating the one-dimensional HLLEM RS by following Balsara [9, 10, 11, 12], Balsara, Dumbser &

Abgrall [14] and Balsara & Dumbser [13]. In Section 3 we present computational results for a large set of different

conservative and non-conservative hyperbolic systems, in particular for the single and two-layer shallow water equa-

tions; the multi-phase debris flow model of Pitman and Le [72], the Baer-Nunziato model of compressible multi-phase

flows [6], the Euler equations of compressible gas dynamics with ideal and real equation of state, the magnetohydro-

dynamics system (MHD & RMHD) and finally the nonlinear elasticity equations according to Godunov and Romenski

[52]. Section 4 contains conclusions and an outlook to future developments. Several FORTRAN sample codes are

given in the appendix, to show the simplicity of the proposed algorithm and to facilitate the practical implementation

of the HLLEM Riemann solver.

For the reader who is only interested in the purely conservative case, an explicit expression of the HLLEM flux is

given in Eqn. (30) of Section 2.3, together with a detailed FORTRAN sample code in Appendix C.
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2. Self-similar formulation of the HLLEM Riemann solver for conservative and non-conservative systems

We consider nonlinear hyperbolic systems of the form

∂Q

∂t
+
∂f

∂x
+ B(Q)

∂Q

∂x
= 0, x ∈ Ω ⊂ R, t ∈ R+0 , (1)

where Q ∈ Ωq ⊂ Rnq is the state vector and Ωq is the state-space or phase-space. The conservative part of the system

is contained in the nonlinear flux vector f = f(Q) and the non-conservative terms are grouped together in the non-

conservative product B(Q)
∂Q

∂x
. The computational domain is denoted by Ω = [xL, xR]. The above PDE can also be

cast into the following alternative quasi-linear form,

∂Q

∂t
+ A(Q)

∂Q

∂x
= 0, (2)

where the matrix A(Q) = ∂f
∂Q
+ B(Q) includes the Jacobian of the flux ∂f

∂Q
, as well as the genuinely non-conservative

part of the system contained in B(Q). The system is hyperbolic if A(Q) has only real eigenvalues and if a full

set of linearly independent eigenvectors exists. In the case B(Q) = 0, the PDE (1) reduces to a flux form and is

hence called a system of conservation laws. In the following we will denote the matrix of eigenvalues of A(Q) with

Λ(Q) = diag
(

λ1, λ2, ..., λnq

)

, where the eigenvalues are ordered as λ1 ≤ λ2, ...,≤ λnq
. The matrix of left eigenvectors of

A(Q) associated with the eigenvalues will be denoted by L(Q) =
(

lT
1
, lT

2
, ..., lTnq

)T
and the matrix of right eigenvectors

of A(Q) with R(Q) =
(

r1, r2, ..., rnq

)

. We furthermore assume that the left and right eigenvectors are orthonormal, i.e.

L · R = I, where I is the identity matrix. When the system (1) is hyperbolic, the matrix A(Q) can be diagonalized,

hence A(Q) = R(Q)Λ(Q) L(Q). In the following two sections we will extend the HLLEM-type Riemann solver

[46, 47] to general hyperbolic systems with non-conservative products of the type (1). For that purpose, we will

make use of the self-similarity of the solution of the Riemann problem and subsequently will derive the scheme based

on similarity variables. This follows the ideas of Balsara [11] for the construction of genuinely multi-dimensional

Riemann solvers using similarity variables in the conservative case. In other words, the similarity variable becomes a

single variable that parametrizes the evolution of the resolved state of the RS. We further show that for B(Q) = 0, the

conservative HLL/HLLEM Riemann solvers are retrieved. We first start with a derivation of a path-conservative HLL

scheme in similarity variables.

2.1. Derivation of path-conservative HLL schemes in similarity variables

Using the classical similarity variable of the Riemann problem ξ = x/t and assuming thus that Q(x, t) = Q(ξ), the

system (1) can be rewritten as

−ξ ∂Q

∂ξ
+
∂f

∂ξ
+ B(Q)

∂Q

∂ξ
= 0, (3)

or, equivalently, as

Q − ∂(ξQ)

∂ξ
+
∂f

∂ξ
+ B(Q)

∂Q

∂ξ
= 0. (4)

The solution strategy for the HLL class of Riemann solvers consists of first finding the constant, resolved state Q∗
that lies between the left state QL and the right state QR. We focus on that task in the next paragraph. The resolved

state propagates into the left and right states with speeds sL ≤ 0 and sR ≥ 0. However, entropy enforcement might

call for further expansion of the Riemann fan consistent with the physics of the hyperbolic system; see [46, 47]. The

speeds sL and sR with the constant intermediate state Q∗ constitute a self-similarly evolving wave model for the one-

dimensional HLL Riemann solver, where the exact solution of the original Riemann problem has been significantly

simplified. In the HLL method, the entire wave structure of the Riemann problem is only approximated by the two

fastest outward-moving waves and one single intermediate state. In this paper, we choose the following simple wave

speed estimates for sL and sR:

sL = min
(

0,Λ(QL),Λ(Q̄)
)

, sR = max
(

0,Λ(QR),Λ(Q̄)
)

, (5)
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with the intermediate state Q̄ simply being the arithmetic average Q̄ = 1
2
(QL + QR). One could also use the Roe-

average for Q̄, as suggested in [46, 47]. The approximate solution of the Riemann problem is therefore given by

Q(ξ) =






QL, if ξ ≤ sL,

Q∗, if sL < ξ < sR,

QR, if ξ ≥ sR.
(6)

As a consequence, the jumps in the states that occur at the two extremal speeds sL and sR will lead to Borel measures

in the non-conservative product contained in (4). Integrating (4) over ξ ∈ [sL, sR] yields

sR∫

sL

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ +

sR∫

sL

(

∂f

∂ξ
+ B(Q)

∂Q

∂ξ

)

dξ = 0. (7)

Using (6), one obtains the condition

Q∗ (sR − sL) − (QRsR −QLsL) + (fR − fL) +

QR∫

QL

B(Q) dQ = 0, (8)

with fL = f(QL) and fR = f(QR). Eqn. (8) is the particular case of a path-conservative approximate Riemann

solver based on only two waves, while a more general definition for path-conservative approximate Riemann solvers

that admit a more general wave structure has been detailed in [70] and [22]. In principle, we could use the above

expression to compute the resolved state Q∗ directly, if the path-integral is assumed to be only a function of the left

and right states QL and QR. However, note that the path from QL to QR should also pass through Q∗, to be consistent

with the assumed structure of the approximate solution of the Riemann problem (6), hence we have

QR∫

QL

B(Q) dQ =

Q∗∫

QL

B(Q) dQ +

QR∫

Q∗

B(Q) dQ =

1∫

0

B (ψ(QL,Q∗, s))
∂ψ

∂s
ds +

1∫

0

B (ψ(Q∗,QR, s))
∂ψ

∂s
ds, (9)

so that the above equation (8) with (9) actually describes an implicit relation for Q∗, similar to what one would also

have for the Godunov method based on the exact Riemann solver or based on a two-shock approximate state Riemann

solver, see [90] for more details. However, we would like to point out that relations (8) and (9) can not yet be

interpreted as a two-shock approximate state Riemann solver, since the bounding wave speeds sL and sR are a priori

fixed, while the true wave speeds in the two-shock approximate state Riemann solver also depend on Q∗, see [90].

In (9) the path ψ(Qa,Qb, s) between two generic states Qa and Qb is a Lipschitz continuous function that satis-

fies ψ(Qa,Qb, 0) = Qa and ψ(Qa,Qb, 1) = Qb The present scheme is to some extent different from existing path-

conservative HLL and Lax-Friedrichs-type methods, see e.g. [79, 20, 27], where the path has usually been prescribed

a priori as a given function of QL and QR, i.e. in the form ψ(QL,QR, s), without taking into account Q∗. In the method

proposed here, the PDE system has a certain influence on the choice of the path via the implicit relations (8) and (9).

This means that the present path-conservative HLL Riemann solver incorporates the property of an iterative compu-

tation of Q∗ from the Godunov method with two-shock approximate state Riemann solver, but with signal speeds sL

and sR that have been fixed a priori. In the rest of this paper, we will now assume a piecewise linear segment path

from QL to Q∗ and from Q∗ to QR. More precisely, we choose the straight line segment between two arbitrary states

Qa and Qb as

ψ(Qa,Qb, s) = Qa + (Qb −Qa) s, with 0 ≤ s ≤ 1, (10)

hence obtaining

QR∫

QL

B(Q) dQ =





1∫

0

B (ψ(QL,Q∗, s)) ds




(Q∗ −QL) +





1∫

0

B (ψ(Q∗,QR, s)) ds




(QR −Q∗) . (11)
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If a Roe-type linearization is available we can write the previous equation more compactly as

QR∫

QL

B(Q) dQ = B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗) . (12)

For proper Roe linearizations in the context of path-conservative schemes, see [70, 25, 93]. Here, we compute the

matrix B̃ directly based on the path-integral as

B̃ (Qa,Qb) =

1∫

0

B (ψ(Qa,Qb, s)) ds. (13)

If a Roe linearization is not available for a particular hyperbolic system under consideration, the matrix B̃ can be

simply evaluated numerically using Gaussian quadrature of appropriate order, see for example [40, 44]. The final

equation for the intermediate HLL state Q∗ reads

Q∗ =
1

(sR − sL)

[

(QRsR −QLsL) − (fR − fL) −
(

B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗)
)]

. (14)

The above equation is in general non-linear in terms of Q∗ and needs to be iterated to convergence. Fortunately,

practical experience shows that the convergence is very rapid. An excellent initial guess for Q∗, denoted by Q0
∗, is

provided by approximating the path from QL to QR via only one straight segment, as in a classical path-conservative

HLL scheme:

Q0
∗ =

1

(sR − sL)

[

(QRsR −QLsL) − (fR − fL) − B̃ (QL,QR) (QR −QL)
]

. (15)

Note that for practical calculations, the simple choice Q∗ = Q0
∗ without any further iteration of the implicit equation

(14) and keeping the simple segment path ψ(QL,QR) to connect the left and the right state is indeed possible and leads

to a classical path-conservative HLL scheme.

A first and very simple iterative scheme for computing Q∗ can be obtained by using the initial guess (15) and then

Qr+1
∗ =

1

(sR − sL)

[

(QRsR −QLsL) − (fR − fL) −
(

B̃ (QL,Q∗)
(

Qr
∗ −QL

)

+ B̃ (Q∗,QR)
(

QR −Qr
∗
))]

. (16)

A second alternative is the following quasi-Newton-type iterative scheme, where the nonlinear function of which we

seek the roots is given by

g(Q∗) = Q∗ −
(QRsR −QLsL) − (fR − fL) −

(

B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗)
)

(sR − sL)
= 0. (17)

To keep the RS as simple as possible one can choose to ignore the derivatives of the Roe matrices B̃ with respect to

Q∗. The iteration can then be expressed as

(

I +
B̃ (QL,Q∗) − B̃ (Q∗,QR)

sR − sL

)

∆Qr
∗ = g(Qr

∗), (18)

Qr+1
∗ = Qr

∗ − ∆Qr
∗, (19)

with the identity matrix I. The reason for the fast convergence of both methods is that sR − sL is larger than any of the

eigenvalues of B̃ (QL,Q∗) or B̃ (Q∗,QR). Besides, observe that the Roe matrices inside the bracket in eqn. (18) have

opposite signs, i.e. for close initial data QL and QR, the left hand side of eqn. (18) approaches the identity matrix.

Note that for a system in conservation form (B(Q) = 0), we directly retrieve the familiar form

Q∗ =
(QRsR −QLsL) − (fR − fL)

(sR − sL)
, (20)
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which is independent of the path ψ and hence does not need any iterations for the computation of Q∗! The cor-

responding fluctuations of the path-conservative HLL scheme are easily obtained by integrating (4) over ξ in the

intervals [sL, 0] and [0, sR], respectively:

0∫

sL

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ +

:=D−
HLL

(QL,QR)
︷                       ︸︸                       ︷

0∫

sL

(

∂f

∂ξ
+ B(Q)

∂Q

∂ξ

)

dξ = 0,

sR∫

0

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ +

:=D+
HLL

(QL,QR)
︷                       ︸︸                       ︷

sR∫

0

(

∂f

∂ξ
+ B(Q)

∂Q

∂ξ

)

dξ = 0. (21)

In Eqn. (21) above, the overbraced terms are the sought fluctuations for the HLL Riemann solver, while the non-

overbraced terms are known quantities, since the HLL state Q∗ is known from (14). Hence, we have the following

relations to compute the fluctuations from the approximate solution of the Riemann problem Q(ξ), see Eqn. (6):

0∫

sL

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ + D−HLL(QL,QR) = 0,

sR∫

0

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ + D+HLL(QL,QR) = 0. (22)

Integrating (22) and inserting the HLL state Q∗ from (14) yields then the final expressions for the HLL fluctuations:

D−HLL(QL,QR) = − sL

sR − sL

[

fR − fL + B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗)
]

+
sLsR

sR − sL

(QR −QL) ,

D+HLL(QL,QR) = +
sR

sR − sL

[

fR − fL + B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗)
]

− sLsR

sR − sL

(QR −QL) .

(23)

Note that the above fluctuations satisfy the consistency conditions

D− + D+ = fR − fL +

QR∫

QL

B(Q) dQ =

QR∫

QL

A(Q) dQ and D±(Q,Q) = 0. (24)

In the case when (1) is a conservation law, i.e. when B(Q) = 0, the fluctuations D−
HLL

(QL,QR) and D+
HLL

(QL,QR) are

related to the numerical flux fHLL(QL,QR) by

D−HLL(QL,QR) = fHLL(QL,QR) − fL, and D+HLL(QL,QR) = fR − fHLL(QL,QR). (25)

2.2. Extension from HLL to HLLEM

We describe the extension of the previous HLL Riemann solver to the one-dimensional HLLEM Riemann solver

in similarity variables next. Once the HLL state Q∗ is obtained, the HLLEM Riemann solver consists of endowing the

intermediate HLL state with a linear variation, see [46, 47]. The linear variation is designed to represent the effect of

the intermediate waves of the hyperbolic system. In the original papers of Einfeldt et al., where the HLLEM scheme

has been developed for the Euler equations in one space dimension, the intermediate wave was the linearly degenerate

entropy wave that represents the physics of the contact discontinuity. In the more general setting considered in this

paper, we will take into account all linear degenerate fields of the hyperbolic system (1) for which closed analytical

expressions for the eigenvalues and eigenvectors are available. Let us in the following denote the matrix of eigenvalues

associated with the ni linearly degenerate intermediate characteristic fields with Λ∗(Q) and the associated matrices

of left and right eigenvectors with L∗(Q) and R∗(Q), respectively. Please recall that usually one needs to retain sub-

structure in the Riemann problem only for the linearly degenerate intermediate waves, in order to reduce the numerical

dissipation exerted on the associated characteristic fields. Then, the linear variation of the inner state can be obtained

by projecting the difference QR − QL onto the right eigenvectors R∗(Q̄) of an intermediate state Q̄ at the aid of the

left eigenvectors L∗(Q̄). In the following, we choose Q̄ = 1
2
(QL + QR), for simplicity. If exact expressions of Roe

6



averages are available, one should better use the Roe-averaged state for Q̄, as suggested in [46, 47]. The resulting

linear approximation of the inner HLL state reads:

Q(ξ) =






QL, if ξ ≤ sL,

Q∗ + ϕR∗(Q̄) 2δ∗(Q̄) L∗(Q̄)
QR−QL

sR−sL

(

ξ − 1
2
(sL + sR)

)

, if sL < ξ < sR,

QR, if ξ ≥ sR,

(26)

with the diagonal matrix δ∗(Q̄), which will be explained later in more detail and which generalizes the scalar coeffi-

cient δ introduced by Einfeldt et al. in [46, 47]. Furthermore, the scalar ϕ ∈ [0, 1] is a flattener variable according to

[8], that allows to switch smoothly between the HLL RS and the HLLEM RS.

Substituting eqn. (26) and (6) into eqn. (4) we can retrieve eqn. (20) in the conservative case. Hence, for a

conservation law, the constant HLL state is not affected by the inclusion of a linear variation. In the following, we will

assume this to be valid also for a non-conservative system, i.e. the HLL state Q∗ will be computed according to (14)

also in the case of the generalized HLLEM method. This is of course a simplifying assumption, in order to keep the

HLLEM scheme simple. For an alternative formulation of the HLLEM scheme that is in the non-conservative case

more consistent with the assumed structure of the solution of the Riemann problem (26), see Appendix A. Integrating

(4) over ξ ∈ [sL, 0] and ξ ∈ [0, sR] yields

0∫

sL

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ +

:=D−
HLLEM

(QL,QR)
︷                       ︸︸                       ︷

0∫

sL

(

∂f

∂ξ
+ B(Q)

∂Q

∂ξ

)

dξ = 0,

sR∫

0

(

Q(ξ) − ∂(ξQ)

∂ξ

)

dξ +

:=D+
HLLEM

(QL,QR)
︷                       ︸︸                       ︷

sR∫

0

(

∂f

∂ξ
+ B(Q)

∂Q

∂ξ

)

dξ = 0, (27)

where now Q(ξ) is given by (26). Integrating (27) and simplifying the terms gives us the expression for D− and D+

for the HLLEM RS as follows:

D−HLLEM(QL,QR) = D−HLL(QL,QR) − ϕ sRsL

sR − sL

R∗(Q̄) δ∗(Q̄) L∗(Q̄) (QR −QL) ,

D+HLLEM(QL,QR) = D+HLL(QL,QR) + ϕ
sRsL

sR − sL

R∗(Q̄) δ∗(Q̄) L∗(Q̄) (QR −QL) , (28)

with the HLL fluctuations defined previously in eqn. (23) and the anti-diffusive contributions given by the second

terms on the right hand side of (28) that stem from the inclusion of the intermediate waves in the Riemann problem.

Obviously, also the HLLEM fluctuations satisfy the consistency conditions (24).

In the case of only one single intermediate field (contact discontinuity in the Euler equations associated with

the eigenvalue λ = u), Einfeldt et al. carried out a stability analysis of the scheme in order to define the scalar

2δ = (sR− sL)/(c̄+ |ū|), with c̄ = 1
2
(sR− sL), hence δ = (sR− sL)/(sR− sL+2|ū|). For the more general setting considered

here, we repeat the stability analysis of Einfeldt [46] in Appendix B and find the following simple expression for the

diagonal matrix δ∗(Q̄) that controls the amount of anti-diffusion:

δ∗(Q̄) = I −
Λ
−
∗

sL

−
Λ
+
∗

sR

, (29)

with the identity matrix I and where all calculations are supposed to be performed componentwise on the diagonal

elements of Λ∗ = Λ∗(Q̄). Furthermore, the usual abbreviations Λ±∗ =
1
2

(Λ∗ ± |Λ∗|) are used. The amount of anti-

diffusion is therefore controlled by the ratio of the inner eigenvalues and the outer extremal speeds. Please note that

for all inner fields we have |Λ−∗ | < |sL| and Λ+∗ < sR, hence 0 < δ∗(Q̄) ≤ 1.

For a full FORTRAN 90 sample code of the path-conservative HLLEM Riemann solver (28) proposed in this

paper, please see Appendix C.

Finally, we would like to comment briefly on the problem of resonance, see [59]. In that case, some of the

eigenvalues of the hyperbolic system coincide and there exists no complete set of linearly independent eigenvectors

any more. Furthermore, in this situation the uniqueness of the solution of the PDE can be lost, and thus represents

a major difficulty. In that case, we simply drop the anti-diffusive term of the HLLEM scheme, thus reverting back

to the classical HLL method, which does not need the eigenstructure of the PDE system, but which requires only an
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estimate of the bounding speeds from the left and the right. In practice, this corresponds to setting simply R∗(Q̄) =

Λ∗(Q̄) = L∗(Q̄) = 0 in the resonant case. Of course, this is only a very crude procedure and does not address the

issue of the uniqueness of the solution at all. Further research about this rather complex topic is necessary and will

be carried out in the future, for example by smoothly changing the flattener variable from ϕ = 0 at the resonant points

to ϕ = 1 sufficiently far away from resonance, in order to avoid an abrupt change of the properties of the Riemann

solver, see also [8].

2.3. Numerical HLLEM flux for conservation laws

In the case when (1) is a conservation law, i.e. for B(Q) = 0, the numerical flux associated with the HLLEM

Riemann solver [46, 47] using (29) reads:

fHLLEM =
sRfL − sLfR

sR − sL

+
sLsR

sR − sL

(QR −QL) − ϕ sRsL

sR − sL

R∗(Q̄) δ∗(Q̄) L∗(Q̄) (QR −QL) . (30)

Note that only a few linearly degenerate intermediate eigenvectors R∗(Q̄) and L∗(Q̄) need to be evaluated just once

per call to the one-dimensional Riemann solver. These linearly degenerate intermediate eigenvectors are usually much

simpler to evaluate than the entire eigenstructure of the matrix A(Q), as is the case for the Osher-type RS proposed in

[45, 44] (DOT solver). Also note that in the DOT solver, the eigenstructure needed to be evaluated in each Gaussian

quadrature point again, hence several times per call to the Riemann solver.

The above HLLEM RS is in general not complete, in particular if there are several genuinely nonlinear interme-

diate characteristic fields. In principle, however, the user can choose to include all intermediate characteristic fields

in the matrices R∗, L∗ and Λ∗, i.e. also the genuinely nonlinear intermediate fields. In that case, the HLLEM RS

becomes a complete Riemann solver. In practice, however, the most important issue is to resolve linearly degenerate

intermediate fields, since they are more sensitive to numerical dissipation. In contrast, genuinely nonlinear fields tend

to steepen up discontinuities in a natural way, due to the physical compression of the associated characteristic curves.

Also note that usually the eigenvectors and eigenvalues of linear degenerate intermediate fields are much simpler to

compute than the nonlinear ones, see the two-layer shallow water system and the Pitman and Le model in the follow-

ing section. For these particular systems, the eigenvalues of the nonlinear characteristic fields are the roots of a fourth

degree polynomial, while the eigenvalues and eigenvectors of the linear degenerate fields can be explicitly given and

have rather simple expressions.

For a full FORTRAN 90 sample code of the numerical HLLEM flux (30), please see Appendix C.

3. Numerical results

All computational results shown in this section have been produced by using the path-conservative HLLEM

scheme inside a standard second order TVD finite volume framework [90], based on the minmod slope limiter. The

domain Ω is divided into equidistant control volumes Ωi = [xi− 1
2
, xi+ 1

2
] with mesh spacing ∆x = xi+ 1

2
− xi− 1

2
. The time

step is computed according to the usual CFL condition as

∆t = CFL
∆x

max
i

∣
∣
∣Λ(Qn

i
)
∣
∣
∣

, with CFL ≤ 1. (31)

An explicit second order TVD finite volume discretization of PDE (1) based on the path-conservative HLLEM scheme

reads

Qn+1
i = Qn

i −
∆t

∆x

(

D−
i+ 1

2

+ D+
i− 1

2

)

− ∆t

∆x

(

f−
i+ 1

2

− f+
i− 1

2

)

− ∆t

∆x
B(Q

n+ 1
2

i
)∆Qn

i , (32)

with the jump terms and the boundary-extrapolated fluxes evaluated at the half time level tn+ 1
2 :

D−
i+ 1

2

= D−HLLEM

(

Q
n+ 1

2
,−

i+ 1
2

,Q
n+ 1

2
,+

i+ 1
2

)

, D+
i− 1

2

= D+HLLEM

(

Q
n+ 1

2
,−

i− 1
2

,Q
n+ 1

2
,+

i− 1
2

)

, f±
i+ 1

2

= f(Q
n+ 1

2
,±

i+ 1
2

). (33)

The slopes and the boundary-extrapolated values of the state vector Q at time tn are simply obtained as

∆Qn
i = minmod

(

Qn
i+1 −Qn

i ,Q
n
i −Qn

i−1

)

, Q
n,∓
i± 1

2

= Qn
i ±

1

2
∆Qn

i . (34)
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The evolution to the half time level needed in (32) and (33) is directly obtained from a discrete form of the PDE (1)

in the small, without coupling to the neighbor elements:

∂tQ
n
i = −

(

f(Qn,−
i+ 1

2

) − f(Qn,+

i− 1
2

)

)

∆x
−B(Qn

i )
∆Qn

i

∆x
, Q

n+ 1
2
,∓

i± 1
2

= Qn
i ±

1

2
∆Qn

i +
1

2
∆t∂tQ

n
i , Q

n+ 1
2

i
= Qn

i +
1

2
∆t∂tQ

n
i . (35)

If not stated otherwise, the flattener variable has been set to ϕ = 1 in all cases.

3.1. Single-layer shallow water equations

The augmented shallow water system with transverse flow velocity and time-independent bottom topography read

in one space dimension

∂h

∂t
+
∂

∂x
(hu) = 0,

∂hu

∂t
+
∂

∂x

(

hu2 +
1

2
gh2

)

+ gh
∂b

∂x
= 0, (36)

∂hv

∂t
+
∂

∂x
(huv) = 0, (37)

∂b

∂t
= 0,

where h is the water depth, u is the normal velocity and v is the transverse velocity; b = b(x) is the bottom topography

and g denotes the gravity acceleration. The velocity vector is also denoted by v = (u, v). This system contains

two important linearly degenerate fields associated with intermediate eigenvalues that represent i) a stationary wave,

associated with the bottom jump, see also [70, 25], and ii) a shear wave associated with the transverse flow velocity v.

The eigenvalues of these two linearly degenerate inner fields, together with the associated left and right eigenvectors

are given by

Λ∗ =

(

0 0

0 u

)

, R∗ =





1 0

0 0

0 1
u2−c2

c2 0





, L∗ =

(

0 0 0 c2

u2−c2

−v 0 1 0

)

, with c2 = gh. (38)

3.1.1. Well-balancing / C-property

The path-conservative HLLEM scheme presented in this paper is well-balanced in the sense of [62, 55, 56, 17,

70, 25], i.e. the scheme preserves steady state solutions of the form η = const and u = 0 exactly. This feature is also

known as the so-called C-property.

Proof of the exact C-property. First, we proof the exact C-property for the path-conservative HLLEM scheme for

the single-layer shallow water equations. For that purpose, we consider a left state and a right state that satisfy the

lake-at-rest condition, η = h + b = const. and u = v = 0. Hence, the two states can be written as QL = (hL, 0, 0, bL)

and QR = (hR, 0, 0, bR) with hL = η − bL and hR = η − bR. The fluxes are fL = (0, 1
2
gh2

L
, 0, 0) and fR = (0, 1

2
gh2

R
, 0, 0),

and the Roe matrix B̃(Qa,Qb) is simply

B̃(Qa,Qb) =





0 0 0 0

0 0 0 1
2
g(ha + hb)

0 0 0 0

0 0 0 0





. (39)

The equation (14) for the HLL state Q∗ therefore becomes

(sR− sL)





h∗
h∗u∗
h∗v∗
b∗





= sR





hR

0

0

bR





− sL





hL

0

0

bL





−





0
1
2
gh2

R

0

0





+





0
1
2
gh2

L

0

0





−





0
1
2
g ((hL + h∗)(b∗ − bL) + (h∗ + hR)(bR − b∗))

0

0





.

(40)
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Using hL = η − bL and hR = η − bR we obtain the following solution for Q∗:

Q∗ =





η − b∗
0

0

b∗





, with b∗ =
sRbR − sLbL

sR − sL

, (41)

in other words, the HLL state Q∗ itself preserves the C-property, but not the resulting HLL Riemann solver with the

fluctuations given by (23). Since u = 0, the matrices Λ∗ and δ∗ read in this case simply

Λ∗ = 0, ⇒ δ∗ = I, (42)

and thus the HLLEM fluctuations (28) become

D−HLLEM(QL,QR) = − sL

sR − sL

[

fR − fL + B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗)
]

,

D+HLLEM(QL,QR) = − sL

sR − sL

[

fR − fL + B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗)
]

. (43)

Using eqn. (41) one obtains for the term in square brackets

fR − fL + B̃ (QL,Q∗) (Q∗ −QL) + B̃ (Q∗,QR) (QR −Q∗) =





0
1
2
g(h2

R
− h2

L
) + 1

2
g(bR − bL)(hR + hL)

0

0





= 0, (44)

since

1

2
g(h2

R − h2
L) +

1

2
g(bR − bL)(hR + hL) =

1

2
g





η
︷    ︸︸    ︷

(hR + bR)−
η

︷    ︸︸    ︷

(hL + bL)




(hR + hL) = 0,

hence

D−HLLEM(QL,QR) = D+HLLEM(QL,QR) = 0. (45)

The path-conservative HLLEM scheme is therefore exactly well-balanced for the lake-at-rest for arbitrary choices of

the bottom topography and the signal speeds.

Numerical verification of the exact C-property. In the following, the well-balanced property is also verified numer-

ically by using the classical test problem of LeVeque [62], consisting in a small perturbation of a free surface at rest

over a smoothly varying bottom topography. The computational domain is given byΩ = [0, 2] and the initial condition

is u(x, 0) = 0,

η(x, 0) =

{

1 + ǫ if 1.1 ≤ x ≤ 1.2,

1 else.

The bottom topography is defined as

b(x) =

{

0.25 (cos(10π(x − 1.5)) + 1) if 1.4 ≤ x ≤ 1.6,

0 else.

All simulations are carried out on a mesh with 200 equidistant cells and using a CFL number of 0.9. Reconstruction

is not performed in terms of the conservative variables h, hv and b, but in the variables η, hv and b, as suggested in

[25, 37], in order to keep also the reconstruction well-balanced. First, the exact well-balanced property is verified

using ǫ = 0. The results are reported for various machine precisions in the left column of Table 1, confirming that

the scheme is able to maintain the water at rest solution up to machine precision. Next, the free surface is perturbed

by using ǫ = 0.2 in the first case, and ǫ = 10−3 in the second one. In Figures 1 the numerical results obtained with

the new HLLEM RS scheme are compared with a reference solution computed on a very fine mesh of 10000 cells

using a well-balanced second order TVD finite volume scheme based on a path-conservative Rusanov scheme [37].

Overall, a good agreement of the two solutions can be noted, confirming that the present scheme is able to simulate

accurately small perturbations of a steady state without introducing spurious oscillations in the presence of a variable

bottom topography. Similar results have been obtained very recently also with a high order accurate semi-implicit

discontinuous Galerkin finite element scheme on staggered grids, see [39, 85].
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Table 1: Numerical verification of the exact C-property (well-balancedness) for different machine precisions. The L∞ errors are reported for the

single layer shallow water equations (left column), the two-layer shallow water equations (middle column) and for the Pitman and Le model (right

column). They refer to the L∞ norm of the flow velocity vectors v (shallow water equations), v1 (two-layer shallow water equations) and vs Pitman

and Le model).

Case L∞ single layer shallow water L∞ two-layer shallow water L∞ Pitman & Le

Single precision 7.8134161 10−7 7.5865739 10−7 3.3436726 10−7

Double precision 1.1255465 10−15 1.4511592 10−15 4.7206307 10−16

Quadruple precision 3.7348994 10−31 1.1662217 10−33 9.0952771 10−34

x

et
a

0 0.5 1 1.5 2
0.92

0.96

1

1.04

1.08

1.12

1.16
Reference
HLLEM-NC

x

et
a

0 0.5 1 1.5 2
0.9995

1

1.0005

1.001
Reference
HLLEM-NC

Figure 1: Reference solution and numerical solution for the free-surface perturbation test problem of LeVeque [62] at t = 0.2 using the path-

conservative HLLEM scheme presented in this article. Left: large perturbation (ǫ = 0.2). Right: small perturbation (ǫ = 10−3).

3.1.2. Riemann problems

In the following we solve four Riemann problems using the new path-conservative HLLEM scheme proposed in

this paper. The initial conditions are defined in Table 2. We use 100 equidistant grid cells, set the CFL number to

0.9 and the gravity acceleration is defined as g = 9.81. The results of our new path-conservative HLLEM scheme for

general non-conservative hyperbolic systems (denoted by HLLEM-NC) are compared with the exact solutions of the

Riemann problem provided by Toro [89] and by Bernetti et al. [18]. The same Riemann problems have also been

solved previously by using the path-conservative Osher scheme proposed by Dumbser and Toro in [44].

The first Riemann problem RP0 consists in a flat free surface and two superimposed stationary jump discontinu-

ities, namely a bottom jump and a shear wave, hence the water is not globally at rest here. From the top row of Fig. 2

one can observe that the new HLLEM scheme is able to resolve these steady intermediate waves exactly, as expected,

without adding any spurious numerical diffusion. The absolute value of the normal velocity was always of the order

of machine accuracy (|u| < 4.0 · 10−15).

Riemann problem RP1 is a classical dam–break over an empty half–space, first solved by Ritter in [75]. The

other Riemann problems contain a jump in the bottom topography and have been taken from [18]. The numerical

results are depicted in Fig. 2. In RP1 we observe that the HLLEM scheme is able to deal robustly with the dry bed

case. The numerical solutions obtained for the remaining Riemann problems with bottom jump agree very well with

the exact solution provided by Bernetti et al. [18]. Very similar results have also been reported in [44] using the

path-conservative Osher scheme.
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Figure 2: Computational results for the single layer shallow water equations. Top row: Riemann problem RP0 that contains two stationary, linearly

degenerate intermediate waves (bottom jump and shear wave). Middle row: Riemann problems RP1 (left) and RP2 (right) . Bottom row: Riemann

problems RP3 (left) and RP4 (right). The variable η = h + b denotes the free surface location.
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Table 2: Single-layer shallow water equations: left and right initial states (water depth h, velocity components u and v, bottom height b), final

output times (tend), computational domain Ω = [xL, xR] and initial position of the discontinuity (xc).

Case hL uL vL bL hR uR vR bR tend xL xR xc

RP0 2.0 0.0 1.0 0.0 1.0 0.0 -1.0 1.0 1.0 0.0 1.0 0.5

RP1 1.0 0.0 0.0 0.0 10−14 0.0 0.0 0.0 0.075 0.0 1.0 0.5

RP2 1.46184 0.0 0.0 0.0 0.30873 0.0 0.0 0.2 1.0 -5.0 5.0 0.0

RP3 0.75 -9.49365 0.0 0.0 1.10594 -4.94074 0.0 0.2 1.0 -15.0 5.0 0.0

RP4 0.75 -1.35624 0.0 0.0 1.10594 -4.94074 0.0 0.2 1.0 -10.0 4.0 0.0

3.2. Two-layer shallow water equations

In one space dimension the two-layer shallow water equations with transverse flow velocities can be cast into the

quasi-linear form (2) with the state vector Q = (h1, h1u1, h1v1, h2, h2u2, h2v2, b)T and the system matrix

A(Q) =





0 1 0 0 0 0 0

−u2
1
+ gh1 2u1 0 gh1 0 0 gh1

−u1v1 v1 u1 0 0 0 0

0 0 0 0 1 0 0

ρgh2 0 0 −u2
2
+ gh2 2u2 0 gh2

0 0 0 −u2v2 v2 u2 0

0 0 0 0 0 0 0





, (46)

where hk is the water depth, uk is the normal velocity and vk is the transverse velocity of layer number k ∈ {1, 2};
b = b(x) is again the bottom topography and g denotes the gravity acceleration; the symbol ρ = ρ1/ρ2 denotes the

density ratio of the upper fluid (k = 1) and the lower fluid (k = 2). In the following, we will also use the total free

surface height η = η1 = b+ h2 + h1 and the free surface elevation of the interior layer η2 = b+ h2. We will also denote

the velocity vector of layer k by vk = (uk, vk). The lake-at-rest solution for this PDE system is given by

h1 = const., η = h1 + h2 + b = const., u1 = u2 = v1 = v2 = 0, (47)

This system contains three linearly degenerate inner fields: i) a stationary wave, associated with the bottom jump,

and ii) two shear waves, associated with the transverse flow velocities vk. The eigenvalues of these three linearly

degenerate inner fields, together with the associated left and right eigenvectors are given by

Λ∗ =





0 0 0

0 u1 0

0 0 u2





, R∗ =





e0c2
1
u2

2
−v1 0

0 0 0

e0v1c2
1
u2

2
1 0

e0c2
2
e1 0 −v2

0 0 0

e0v2
2
c2

2
e1 0 1

e0e2 0 0





, L∗ =





0 0 0 0 0 0 e0

0 0 1 0 0 0 0

0 0 0 0 0 1 0





, (48)

with the abbreviations

c2
1 = gh1, c2

2 = gh2, e1 = (ρ − 1)c2
1 + u2

1, e2 = −c2
2e1 + u2

2(u2
1 − c2

1). (49)

The normalization constant e0 of the first pair of eigenvectors is given by

e0 =
1
√

e2

. (50)

13



3.2.1. Well-balancing / C-property

Here, we validate the C-property of the HLLEM scheme in the context of the two-layer shallow water equations.

For this purpose, a slightly modified version of the test case proposed by Leveque [62] is solved in the following. The

initial conditions for the total free surface elevation and for the bottom topography are the same as the ones used for

the single layer shallow water equations before, i.e. η(x, 0) is given by (46) and b(x) is defined according to (46). The

velocity of both layers is set to zero, v1 = v2 = 0, and the initial free surface elevation of the intermediate layer is

fixed as η2(x, 0) = 0.65. The final computational time is chosen as t = 0.2; the density ratio is given by ρ = 0.8, the

computational grid is composed of 400 cells and the CFL number has been set to 0.9. First, we set the perturbation

of the total free surface elevation to ǫ = 0, in order to verify whether the scheme is able to conserve the lake at rest

solution exactly. The obtained computational results are reported in the middle column of Table 1 for single, double

and quadruple precision. We find that the scheme is exactly well-balanced up to machine precision. Next, we apply a

large and a small perturbation to the free surface, as in the single layer shallow water case. The computational results

obtained with the path-conservative HLLEM scheme are reported in Fig. 3 and are compared against a simple well-

balanced path-conservative Rusanov scheme [37], running the same problem on a very fine mesh of 10,000 cells. We

can note a very good agreement between the path-conservative HLLEM results and the fine grid reference solution.
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Figure 3: Reference solution and numerical solution for the small perturbation test problem adopted for the two-layer shallow water equations

at t = 0.2 using the path-conservative HLLEM scheme presented in this article. Left: large perturbation (ǫ = 0.2). Right: small perturbation

(ǫ = 10−3).

3.2.2. Riemann problems

In the following we solve three Riemann problems for the two-layer shallow water equations, where in all cases

ρ = 0.8 has been used. The initial data are summarized in Table 3.

Similar to the single layer shallow water equations, the first Riemann problem RP0 consists in three stationary

jump discontinuities in the linearly degenerate intermediate fields, i.e. the initial data contain a superposition of a

bottom jump and a shear wave in each layer. The computational results are compared against the exact solution in Fig.

4, where one can easily observe that the path-conservative HLLEM scheme presented in this paper is able to resolve

all stationary intermediate waves exactly, as expected, without adding any spurious numerical dissipation. We have

explicitly verified that the normal velocity remained of the order of machine accuracy (|uk | < 10−15) for both layers

for all times.

In the second problem, see also [37], the bottom is flat, while the third problem contains a jump in the bottom.

For RP0 and RP1 we use the path-conservative HLLEM scheme on 200 cells, while the second Riemann problem is

solved using an equidistant grid of 400 elements. In Fig. 5 the computational results for RP1 and RP2 are compared
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Table 3: Two-layer shallow water equations: left and right initial states, final output times (tend), computational domain Ω = [xL, xR] and initial

position of the discontinuity (xc).

Case h1 u1 v1 h2 u2 v2 b tend xL xR xc

RP0 L: 0.5 0.0 0.5 0.8 0.0 -0.2 0.2
1.0 -5.0 +5.0 0.0

R: 0.5 0.0 -0.5 0.2 0.0 +0.2 0.8

RP1 L: 0.4 0.0 0.0 0.6 0.0 0.0 0.0
1.25 -5.0 +5.0 0.0

R: 0.6 0.0 0.0 0.4 0.0 0.0 0.0

RP2 L: 1.0 0.0 0.0 1.0 0.0 0.0 0.0
1.0 -5.0 +5.0 0.0

R: 0.5 0.0 0.0 0.5 0.0 0.0 0.5

against a fine-grid reference solution obtained with a standard path-conservative Rusanov method [37, 27] on a very

fine mesh of 10,000 elements.
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Figure 4: Exact and numerical solution at time t = 1.0 for Riemann problem RP0 of the two-layer shallow water model using the path-conservative

HLLEM scheme presented in this article. Left: depth of the bottom layer h2. Middle: transverse velocity v2 of the bottom layer. Right: transverse

velocity v1 of the upper layer.

3.3. The multi-phase debris flow model of Pitman & Le

The Pitman & Le multi-phase debris flow model [72] in the formulation of Pelanti et al. [71] can be written in

one space dimension (including transverse flow velocities) under the form of PDE system (2) with the state vector

Q = (hs, hsus, hsvs, h f , h f u f , h f v f , b)T and the system matrix

A(Q) =





0 1 0 0 0 0 0
1
2
(T xx

1
+ T xx

2
) − u2

s + ρghs 2us 0 1
2
T xx

1
+ gρhs 0 0 T xx

1
+ ρghs

1
2
(T

xy

1
+ T

xy

2
) − usvs vs us

1
2
T

xy

1
0 0 T

xy

1

0 0 0 0 1 0 0

gh f 0 0 −u2
f
+ gh f 2u f 0 gh f

0 0 0 −u f v f v f u f 0

0 0 0 0 0 0 0





, (51)

with the two abbreviations

T
i j

1
= ai jg(1 − ρ)hs, T

i j

2
= ai jg(1 − ρ)(hs + h f ), (52)
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Figure 5: Reference solution and numerical solution for the Riemann problems RP1 and RP2 of the two-layer shallow water model using the

path-conservative HLLEM scheme presented in this article. Left: Riemann problem RP1 at time t = 1.25. Right: Riemann problem RP2 at time

t = 1.0.

where i and j denote either x or y. Here, hk is the water depth, uk is the normal velocity and vk is the transverse

velocity with k ∈ {s, f } of the solid layer s and the fluid layer f , respectively; b = b(x) is again the bottom topography

and g denotes the gravity acceleration; the symbol ρ = ρ f /ρs denotes the density ratio of the fluid and the solid. In

the following, we also use the total free surface height η = b + hs + h f and the free surface elevation of the solid layer

ηs = b + hs. The model of Pitman and Le has many similarities with the two-layer shallow water model discussed

previously. The lake-at-rest solution for this system is given by the following relations:

φ =
hs

hs + h f

= const., η = hs + h f + b = const., us = vs = u f = v f = 0, (53)

In the following we will assume axy = 0. This system contains three linearly degenerate inner fields: a stationary

wave, associated with the bottom jump, and two shear waves, associated with the transverse flow velocities vk. The

eigenvalues of these three linearly degenerate inner fields, together with the associated left and right eigenvectors are

given by

Λ∗ =





0 0 0

0 us 0

0 0 u f





, R∗ =





e0e1 −vs 0

0 0 0

e0e1vs 1 0

e0e2 0 −v f

0 0 0

e0e2v f 0 1

e0e3 0 0





, L∗ =





0 0 0 0 0 0 e0

0 0 1 0 0 0 0

0 0 0 0 0 1 0





, (54)

with the abbreviations

e1 =
(

(2u2
f − gh f )T

xx
1 + 2u2

f ρghs

)

, e2 = gh f

(

T xx
1 − T xx

2 + 2u2
s

)

and

e3 =
(

(2u2
s − 2ρghs − T xx

1 − T xx
2 )u2

f + gh f (T
xx
2 − 2u2

s)
)

, e0 =
1
√

e3

.

In the following, we will set the model constants axx = ayy = 1.
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3.3.1. Well-balancing / C-property

The C-property of the HLLEM scheme is validated for the two-fluid debris flow model of Pitman and Le according

to the test case proposed by Pelanti et al. in [71]. The setup is again similar to the one proposed by Leveque [62].

More precisely, the bottom topography is defined by

b(x) =






0.25
(

cos
(

10π(x − 1
2
)
)

+ 1
)

if |x − 0.5| ≤ 0.1,

0 else.
(55)

All velocities are initially set to zero and a small perturbation is added to the free surface elevation η and the solid

volume fraction φ:

η(x, 0) = η0 + ǫ, φ(x, 0) = φ0 − ǫ for − 0.6 ≤ x ≤ −0.5. (56)

For this test problem, we use η0 = 1, φ0 = 0.6, g = 1 and ρ = 0.5. The computational domain is Ω = [−1.2; 1.2],

which is slightly larger than the one used in [71]. The path-conservative HLLEM scheme is employed on a uniform

grid with 400 cells and the CFL number is set to 0.9. First, we solve this problem without any perturbation of the

free surface (ǫ = 0) in order to verify the exact well-balancedness of our scheme. The results are reported for various

machine precisions in the right column of Table 1, showing that the new path-conservative HLLEM scheme is exactly

well-balanced also for the Pitman and Le model up to machine precision. Next, we add a small perturbation to the free

surface by choosing ǫ = 10−3. A fine-grid reference solution is obtained using a classical path-conservative Rusanov

scheme [37] on 10,000 cells. A comparison of the path-conservative HLLEM scheme with the reference solution is

depicted in Fig. 6, where a very good agreement can be observed.
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Figure 6: Reference solution and numerical solution for the small surface perturbation test problem [71, 37] adopted for the Pitman and Le model

at t = 0.5 (left) and at t = 1.25 (right) using the path-conservative HLLEM scheme presented in this article.

3.3.2. Riemann problems

In the following three Riemann problems we set ρ = 0.5 and g = 9.8. The initial data are summarized in Table 4.

In all cases we use the path-conservative HLLEM scheme on 200 cells, setting the CFL number to 0.9. We first solve

a Riemann problem denoted by RP0, which contains the superposition of three stationary jump discontinuities in the

linearly degenerate fields. The free surface is flat (η = 2), with a bottom jump and a jump in the depths of the solid

and the fluid, coupled with two shear waves in the solid and the fluid, respectively. The solid volume fraction φ = 0.75

is constant in this test problem. The computational results are compared against the exact solution in Fig. 7, where

one can note a perfect match, due to the capability of the HLLEM scheme to resolve all stationary intermediate fields

exactly. The normal velocities us and u f have remained always at the order of machine zero throughout the entire

simulation.
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Table 4: Two-fluid model of Pitman and Le: left and right initial states, final output times (tend), computational domain Ω = [xL, xR] and initial

position of the discontinuity (xc).

Case hs us vs h f u f v f b tend xL xR xc

RP0 L: 1.5 0.0 +0.2 0.5 0.0 -0.5 0.0
1.0 -5.0 +5.0 0.0

R: 1.125 0.0 -0.2 0.375 0.0 +0.5 0.5

RP1 L: 2.1 0.0 0.0 0.9 0.0 0.0 0.0
0.5 -5.0 +5.0 0.0

R: 0.8 0.0 0.0 1.2 0.0 0.0 0.0

RP2 L: 2.1 -1.4 0.0 0.9 0.3 0.0 0.0
0.5 -5.0 +5.0 0.0

R: 0.8 -0.9 0.0 1.2 0.1 0.0 0.0

We then solve two Riemann problems for the Pitman and Le model with flat bottom and which have already been

used in [71, 37, 74] as validation benchmarks. In Fig. 8 the results obtained with the HLLEM RS are compared against

a fine-grid reference solution obtained with a standard path-conservative Rusanov method [37] on a very fine mesh

of 10,000 elements. A similar reference solution has also been used in [71, 37]. One can observe that the solution

obtained with the path-conservative HLLEM scheme matches the reference solution very well.

3.4. The Baer-Nunziato model of compressible multi-phase flows

The Baer–Nunziato model of compressible two–phase flows has been introduced for the first time in [6] and has

successively been modified and intensively studied by Saurel and Abgrall in [81]. The governing PDE system reads

∂

∂t
(φ1ρ1) + ∇ · (φ1ρ1v1) = 0,

∂

∂t
(φ1ρ1v1) + ∇ · (φ1(ρ1v1v1 + p1)) − pI∇φ1 = 0,

∂

∂t
(φ1ρ1E1) + ∇ · (φ1v1(ρ1E1 + p1)) + pI

∂

∂t
φ1 = 0,

∂

∂t
(φ2ρ2) + ∇ · (φ2ρ2v2) = 0,

∂

∂t
(φ2ρ2v2) + ∇ · (φ2(ρ2v2v2 + p2)) − pI∇φ2 = 0,

∂

∂t
(φ2ρ2E2) + ∇ · (φ2v2(ρ2E2 + p2)) + pI

∂

∂t
φ2 = 0,

∂

∂t
φ1 + vI · ∇φ1 = 0,

(57)

where φ j is the volume fraction of phase number j with φ1 + φ2 = 1, ρ j is the fluid mass density, v j = (u j, v j) the 2D

velocity vector, p j the pressure and ρ jE j = ρ je j +
1
2
ρ jv

2
j

the total energy density of phase number j, respectively. The

model (57) is closed by the stiffened gas equations of state that links the pressure p j to the density ρ j and the internal

energy e j by

ρ je j =
p j + γ jπ j

(γ j − 1)
. (58)

Here, γ j is the ratio of specific heats and π j is a constant. For the EOS (58) the sound speed ci in each phase is given

by the relation

c j =

√

γ j

p j + π j

ρ j

. (59)

According to the original choice made in [6], the interface velocity vI and the interface pressure pI are given by

pI = p2, and vI = v1, (60)
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Figure 7: Exact and numerical solution at time t = 1.0 for Riemann problem RP0 of the Pitman & Le debris flow model using the path-conservative

HLLEM scheme presented in this article. Top row: solid depth (left) and fluid depth (right). Bottom row: solid transverse velocity (left) and fluid

transverse velocity (right).
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Figure 8: Reference solution and numerical solution for the Riemann problems RP1 (top) and RP2 (bottom) of the two-fluid debris flow model of

Pitman & Le at time t = 0.5 using the path-conservative HLLEM scheme presented in this article. Left: free surface elevation η, depth functions hs

and h f . Middle: velocities us and u f of the solid and the fluid phase. Right: solid volume fraction φ.

which is also used here. Other choices for pI and vI are possible, see for example [81]. In the following, j = 1 = s

denotes the solid phase and j = 2 = g the gas phase. The Baer-Nunziato model with one transverse flow velocity per

phase, v1 and v2, respectively, contains five linearly degenerate fields, namely one entropy wave (contact discontinuity)

and one shear wave within each single phase, and one material contact associated with a jump in the volume fraction

φs. The associated eigenvalues and eigenvectors are

Λ∗ =





u1 0 0 0 0

0 u1 0 0 0

0 0 u1 0 0

0 0 0 u2 0

0 0 0 0 u2





, L∗ =





0 0 1 0 0 0 0 0 0

1 0 0 − 1

c2
1

0 0 0 0
p2−p1

φ1c2
1

0 0 0 0 0 0 0 0
ρ2

φ2((u1−u2)2−c2
2)

0 0 0 0 0 0 1 0 0

0 0 0 0 1 0 0 − 1

c2
2

0





∂V

∂Q
, (61)

R∗ =
∂Q

∂V





0 1 0 0 0

0 0 0 0 0

1 0 0 0 0

0 0
φ2(p2−p1)((u1−u2)2−c2

2)
φ1ρ2

0 0

0 0 (u1 − u2)2 0 1

0 0
c2

2
(u1−u2)

ρ2
0 0

0 0 0 1 0

0 0 c2
2

(u1 − u2)2 0 0

0 0
φ2((u1−u2)2−c2

2)
ρ2

0 0





,
∂V

∂Q
=

(

∂Q

∂V

)−1

. (62)
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The matrix
∂Q

∂V
denotes the derivative of the state vector Q = (φ1ρ1, φ1ρ1v1, φ1ρ1E1, φ2ρ2, φ2ρ2v2, φ2ρ2E2, φ1) with

respect to the vector of primitive variables V = (ρ1, v1, p1, ρ2, v2, p2, φ1) and is given by

∂Q

∂V
=





φ1 0 0 0 0 0 0 0 ρ1

φ1u1 φ1ρ1 0 0 0 0 0 0 ρ1u1

φ1v1 0 φ1ρ1 0 0 0 0 0 ρ1v1

1
2
φ1v2

1
φ1ρ1u1 φ1ρ1v1

φ1

γ1−1
0 0 0 0

p1+γ1π1

γ1−1
+ 1

2
ρ1v2

1

0 0 0 0 φ2 0 0 0 −ρ2

0 0 0 0 φ2u2 φ2ρ2 0 0 −ρ2u2

0 0 0 0 φ2v2 0 φ2ρ2 0 −ρ2v2

0 0 0 0 1
2
φ2v2

2
φ2ρ2u2 φ2ρ2v2

φ2

γ2−1
− p2+γ2π2

γ2−1
− 1

2
ρ2v2

2

0 0 0 0 0 0 0 0 1





(63)

3.4.1. Numerical verification of the Abgrall condition

Any numerical scheme applied to the Baer-Nunziato model (57) should verify the so-called Abgrall condition

[1, 81, 80], which states that a mixture of two phases moving with uniform velocity and pressure should exactly

preserve this constant pressure and velocity field also at the discrete level.

Here, we verify the Abgrall condition numerically with a simple numerical experiment. The computational domain

is Ω = [−0.5;+0.5], discretized with 400 equidistant control volumes. For the first phase (the solid phase) we use the

stiffened gas EOS with γ1 = 3.0 and π1 = 100, whereas for the second phase (the gas phase) we simply set γ2 = 1.4

and π2 = 0. Initially, the pressures and velocities for both phases are p1,2 = u1,2 = 1. The densities are ρ1,L = 800,

ρ2,L = 2 at the left and ρ1,R = 1000, ρ2,R = 1 at the right of the location x = 0. At the left of the discontinuity we set

the solid volume fraction to φs = 0.99, while φs = 0.01 is used on the right. The Baer-Nunziato model is then solved

with the HLLEM RS until t = 0.25. The results obtained for the velocities, the pressures and the solid volume fraction

are depicted in Fig. 9. We find that the pressure and velocity remain constant up to machine precision (a maximum

velocity error of 2.0561330410−13 was measured at the final time after 260 time steps).
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Figure 9: Numerical verification of the Abgrall condition. Left: pressures ps, pg and velocities us, ug at the final time t = 0.25. Right: distribution

of φs after t = 0.25 using the path-conservative HLLEM scheme proposed in this paper. No unphysical spurious pressure and velocity oscillations

are visible.
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3.4.2. Riemann problems

The first exact Riemann solver for the homogeneous Baer–Nunziato equations (57) was published by Andrianov

and Warnecke in [3]. Their method was a so–called inverse Riemann solver that computed the initial states from a

given wave–pattern of the solution. Later, direct exact Riemann solvers for the system (57) have been published by

Schwendeman et al. in [83] and by Deledicque and Papalexandris in [35]. In this section, we solve six Riemann prob-

lems on the domainΩ = [−0.5; 0.5] using the path-conservative HLLEM scheme on a computational grid composed of

400 equidistant cells and using a CFL number of 0.9. Note that for the Baer-Nunziato system, it was necessary to scale

all entries of the anti-diffusion matrix δ of the HLLEM scheme by the constant factor ϕ = 0.97 in order to obtain stable

solutions for Riemann problems RP3-RP6. The detailed initial conditions for Riemann problems RP1-RP6 are given

in Table 5 and the computational results obtained with the HLLEM scheme are compared against the exact solution

of the Riemann problem in Figs. 10-11. The same set of test problems has already been solved by a path-conservative

FORCE method in [40] and a subset of this sequence of test problems was solved with a path-conservative extension

of the Osher method in [44]. From our computational results we find overall a satisfactory agreement with the exact

solution, despite some visible discrepancies. The quality of the computational results obtained with the new HLLEM

scheme is comparable with the one obtained with other schemes presented in the literature for the Baer-Nunziato sys-

tem, see [3, 83, 40, 44]. Very recently, a HLLC-type Riemann solver for the Baer-Nunziato system has been proposed

by Tokareva and Toro in [87]. At this point we would like to underline that for general, complex hyperbolic PDE

systems it is not always straightforward to construct such HLLC-type schemes, while the reformulated HLLEM–type

Riemann solver presented in this paper is automatic for general conservative and non-conservative systems, as long

as the eigenvalues and eigenvectors of intermediate linearly degenerate characteristic fields are known.

To conclude the discussion on the discretization of non-conservative hyperbolic PDE systems with the new

HLLEM scheme, we run Riemann problem RP3 for the Baer-Nunziato model again, but using this time an increasing

number of cells. The aim is to show that although path-conservative schemes are formally consistent with the defi-

nition of weak solutions in the sense of Dal Maso, Le Floch and Murat [63], the final result may still be dominated

by the numerical viscosity present in the scheme. The computational results for this last test are depicted in Fig. 12,

where one can easily observe that the method seems to converge to a solution that is only close to the exact solution,

but still exhibits visible discrepancies. For a more detailed discussion on this topic, the reader is referred to [26].

3.5. The equations of magnetohydrodynamics (MHD)

In this section we solve the equations of classical, ideal magnetohydrodynamics (MHD). The augmented PDE

system including the hyperbolic divergence–correction term proposed by Dedner et al. [33] reads

∂

∂t





ρ

ρv

ρE

B

ψ





+ ∇ ·





ρv

ρvv + pmI − 1
4π

BB

B(ρE + pm) − 1
4π

B(v · B)

vB − Bv + ψI

c2
h
B





= 0, (64)

with

p = (γ − 1)(ρE − 1

2
ρv2 − 1

8π
B2), pm = p +

1

8π
B2. (65)

Here, ρ is the gas density, v = (u, v,w) is the velocity vector, B = (Bx, By, Bz) is the vector of the magnetic field, not

to be confounded with the matrix B(Q) of the non-conservative product in (1), which is zero in the case of the MHD

equations (64). p is the gas pressure, pm is the sum of the gas and the magnetic pressure, ρE is the total energy and

γ is the ratio of specific heats. I is the identity matrix and the notation x1x2 = x1 ⊗ x2 is a short hand notation for the

dyadic product of two vectors. The scalar ψ is used for divergence cleaning, see [33], to satisfy the constraint ∇·B = 0

approximately in multiple space dimensions. In one dimension, this constraint simply reduces to ∂Bx/∂x = 0. For a

detailed discussion on the origin of the divergence errors that arise in numerical discretizations of the MHD system,

see [60, 61].

To our knowledge, this is the first time that a HLLEM Riemann solver is applied to the system of the ideal MHD

equations (64). With our general formulation (28), the fluctuations follow very naturally once the eigenvalues and
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Figure 10: Computational results obtained for the Riemann problems RP1-RP3 (from top to bottom) with the path-conservative HLLEM scheme

for the Baer-Nunziato model. Left: solid density ρs. Right: gas density ρg.
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Figure 11: Computational results obtained for the Riemann problems RP4-RP6 (from top to bottom) with the path-conservative HLLEM scheme

for the Baer-Nunziato model. Left: solid density ρs. Right: gas density ρg.
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Figure 12: Computational results obtained for the Riemann problem RP3 with the path-conservative HLLEM scheme for the Baer-Nunziato model

using an increasing number of cells. Left: gas density ρg. Right: zoom into the same results for x < 0.

the eigenvectors of the intermediate fields are known. For the MHD equations, the analytical eigenstructure has

been published in the seminal paper of Roe and Balsara [77], hence our generalized HLLEM formulation (28) is

immediately available also for this system. For the MHD equations, we decide to include all intermediate waves

in Λ∗, R∗ and L∗, also the slow magnetosonic waves, hence in this case the HLLEM scheme becomes a complete

Riemann solver.

Table 5: Initial states left (L) and right (R) for the Riemann problems solved in 2D and 3D with the Baer-Nunziato model. Values for γi, πi and the

final time te are also given.

ρs us ps ρg ug pg φs te
RP1 [35]: γs = 1.4, πs = 0, γg = 1.4, πg = 0

L 1.0 0.0 1.0 0.5 0.0 1.0 0.4 0.10

R 2.0 0.0 2.0 1.5 0.0 2.0 0.8

RP2 [35]: γs = 3.0, πs = 100, γg = 1.4, πg = 0

L 800.0 0.0 500.0 1.5 0.0 2.0 0.4 0.10

R 1000.0 0.0 600.0 1.0 0.0 1.0 0.3

RP3 [35]: γs = 1.4, πs = 0, γg = 1.4, πg = 0

L 1.0 0.9 2.5 1.0 0.0 1.0 0.9 0.10

R 1.0 0.0 1.0 1.2 1.0 2.0 0.2

RP4 [83]: γs = 3.0, πs = 3400, γg = 1.35, πg = 0

L 1900.0 0.0 10.0 2.0 0.0 3.0 0.2 0.15

R 1950.0 0.0 1000.0 1.0 0.0 1.0 0.9

RP5 [83]: γs = 1.4, πs = 0, γg = 1.4, πg = 0

L 1.0 0.0 1.0 0.2 0.0 0.3 0.8 0.20

R 1.0 0.0 1.0 1.0 0.0 1.0 0.3

RP6 [3]: γs = 1.4, πs = 0, γg = 1.4, πg = 0

L 0.2068 1.4166 0.0416 0.5806 1.5833 1.375 0.1 0.10

R 2.2263 0.9366 6.0 0.4890 -0.70138 0.986 0.2

25



Table 6: Initial states left and right for the density ρ, velocity vector v = (u, v,w), the pressure p and the magnetic field vector B = (Bx, By, Bz) for

the ideal classical MHD equations. The final output times, (tend) and the initial position of the discontinuity (xd) are also given.

Case ρ u v w p Bx By Bz tend, xd

RP1a L: 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.25

R: 0.1 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0

RP1b L: 1
4π

-1.0 +1.0 -1.0 1.0 1.0 -1.0 +1.0 0.25

R: 1
4π

-1.0 -1.0 -1.0 1.0 1.0 1.0 +1.0 0.0

RP2 L: 1.0 0.0 0.0 0.0 1.0 3
4

√
4π

√
4π 0.0 0.1

R: 0.125 0.0 0.0 0.0 0.1 3
4

√
4π −

√
4π 0.0 0.0

RP3 L: 1.08 1.2 0.01 0.5 0.95 2.0 3.6 2.0 0.2

R: 0.9891 -0.0131 0.0269 0.010037 0.97159 2.0 4.0244 2.0026 -0.1

RP4 L: 0.15 21.55 1.0 1.0 0.28 0.05 -2.0 -1.0 0.04

R: 0.1 -26.45 0.0 0.0 0.1 0.05 2.0 1.0 0.0

RP5 L: 1.0 0.0 0.0 0.0 1.0 1.3
√

4π
√

4π 0.0 0.16

R: 0.4 0.0 0.0 0.0 0.4 1.3
√

4π −
√

4π 0.0 0.0

RP6 L: 1.0 36.87 -0.115 -0.0386 1.0 4.0 4.0 1.0 0.03

R: 1.0 -36.87 0.0 0.0 1.0 4.0 4.0 1.0 0.0

RP7 L: 1.7 0.0 0.0 0.0 1.7 3.899398 3.544908 0.0 0.15

R: 0.2 0.0 0.0 -1.496891 0.2 3.899398 2.785898 2.192064 -0.1

In the following, we apply our approach to a set of Riemann problems already used for the validation of the Osher-

type scheme [45]. The initial conditions for the shock tube problems are listed in Table 6 and the ratio of specific

heats is γ = 5
3

for all cases apart for RP1a and RP1b, where it is γ = 1.4. We solve all shock–tube problems on a mesh

of 400 equidistant cells, apart from RP1, where only 200 zones are used. The computational results obtained with

the second order version of our generalized HLLEM scheme (28) and those obtained with a classical HLL method

(23) are depicted in Figs. 13 and 14, together with the exact solution. Riemann problems RP1a and RP1b consist in

a steady contact wave and an isolated steady Alfvén wave. Both steady waves are perfectly well captured with the

new generalized HLLEM scheme, while there is visible smearing present due to excessive numerical dissipation in

the case of the standard HLL scheme. This result is expected, since the HLLEM methods accounts for all linearly

degenerate intermediate waves using a piecewise linear representation of the intermediate HLL state (26), while the

original HLL scheme does not. The exact Riemann solver for MHD has kindly been provided by S.A.E.G. Falle [48].

For an alternative exact Riemann solver of the MHD equations, see also [92].

3.6. Euler Equations of Compressible Gas Dynamics with general EOS

In the following, we consider the augmented Euler equations of compressible gasdynamics with transverse velocity

∂

∂t





ρ

ρu

ρv

ρE





+
∂

∂x





ρu

ρu2 + p

ρuv

u(ρE + p)





= 0, (66)

where, ρ denotes the fluid density, v = (u, v) is the velocity vector, ρE = ρe + 1
2
ρv2 is the total energy density, e is the

specific internal energy and p is the fluid pressure. Furthermore, we will use the specific total enthalpy h = (ρE+ p)/ρ

and the fluid temperature T . The system (66) is closed by a general equation of state (EOS) of the form

p = p(ρ, e), T = T (ρ, e). (67)
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Figure 13: Riemann problems RP1-RP4 (from top to bottom) for the ideal classical MHD equations. Left: mass density. Right: Magnetic field

component By.
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Figure 14: Riemann problems RP5-RP7 (from top to bottom) for the ideal classical MHD equations. Left: mass density. Right: Magnetic field

component By.
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In the case of a general EOS (67), the sound speed in the fluid is given by

c =

√

∂p

∂ρ
+

p

ρ2

∂p

∂e
. (68)

In this paper, we consider explicit Godunov-type finite volume schemes based on the HLLEM Riemann solver. For

recent developments on alternative semi-implicit finite volume methods for compressible gas dynamics with general

equation of state, the reader is referred to [41, 38].

The Euler system has two linear degenerate waves, both moving with velocity u. The first one is the entropy

wave (contact discontinuity), the second one is the shear wave associated with jumps in the transverse velocity v.

Since these two are the only intermediate fields of the compressible Euler equations, the HLLEM method becomes

a complete Riemann solver in this case. The eigenvalues and eigenvectors associated with these linearly degenerate

fields are

Λ∗ =





u 0

0 u



 , R∗ =





1 0

u 0

0 1

α v





, L∗ =
1

β





v2 − h −u −v 1

v(u2 − α) −uv α − h v



 , (69)

where we have used the abbreviations α = ρE/ρ − ρ ∂p

∂ρ
/
∂p

∂e
− v2 and β = −(ρ

∂p

∂ρ
/
∂p

∂e
+ p/ρ).

3.6.1. Ideal gas EOS

In the case of an ideal gas, the EOS is given by the simple relation

p(ρ, e) = (γ − 1)ρe, (70)

with the ratio of specific heats γ. In this paragraph, we therefore use first the simple ideal gas EOS (70) with γ = 1.4,

solving a well–known set of shock–tube problems that has been proposed and explained by Toro in great detail

in [90]. In this reference, also all the necessary information about the exact solution of the Riemann problem is

provided. The left and right initial states for the Riemann problems are summarized in Table 7. The computational

domain is Ω = [− 1
2
; 1

2
] and is discretized with 200 equidistant cells. In Figs. 15 and 16 we present the exact solution

of Riemann problems RP0–RP6 together with the computational results obtained with the new generalized HLLEM

scheme (28). For comparison, we also plot the numerical solution obtained with the standard HLL method (23) The

Riemann problem RP0 consists of a simple stationary contact discontinuity, onto which a shear wave is superimposed.

From the computational results of this test problem depicted in 15 we can conclude that the HLLEM method properly

resolves stationary shear and contact waves, while the HLL method does not (as expected). For the other test cases

we note that the new generalized HLLEM flux is robust, even for RP2, where very low densities are produced. For a

detailed discussion on this topic, see the original papers on the HLLEM scheme by Einfeldt et al. [46, 47]. Also note

that the HLLEM scheme does not produce the well-known sonic glitch for RP1, unlike the original Riemann solver

of Roe [76].

3.6.2. Complex EOS of real fluids

After the validation on the simple ideal gas EOS, we can now move to a complex equation of state for a real fluid.

In particular, we consider the EOS of n-heptane, which has been provided by Span and Wagner in [84]. In order

to evaluate the complex EOS in a computationally efficient manner, we use the L2-projection technique of the EOS

(ρ, e) → (T, p) onto piecewise high order polynomials in combination with adaptive mesh refinement (AMR) and

Cartesian cut-cells in phase-space proposed by Dumbser et al. in [42]. In this reference, also a quasi-exact Riemann

solver for general EOS including phase transition was presented. In the following, we solve three of the Riemann

problems for n-heptane proposed in [42], from where we have also taken the numbering of the problems. The detailed

initial conditions are summarized in Table 8.

Note that in the case of phase-transition, the equation of state (ρ, e) → (T, p) is not invertible inside the wet

steam region, since there the pressure and the temperature are no longer independent variables, but they are directly

coupled by the relation p = psat(T ), where psat(T ) is the saturation pressure for a given temperature T . Within the
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Table 7: Initial states left and right for the density ρ, velocity u and the pressure p for the compressible Euler equations. The final output times,

(tend) and the initial position of the discontinuity (xd) are also given.

Case ρL uL vL pL ρR uR vR pR tend xd

RP0 1.0 0.0 1.0 1.0 0.1 0.0 2.0 1.0 0.5 0.0

RP1 1.0 0.75 0.0 1.0 0.125 0.0 0.0 0.1 0.2 -0.1

RP2 1.0 -2.0 0.0 0.4 1.0 2.0 0.0 0.4 0.15 0.0

RP3 1.0 0.0 0.0 1000 1.0 0.0 0.0 0.01 0.012 0.1

RP4 5.99924 19.5975 0.0 460.894 5.99242 -6.19633 0.0 46.095 0.035 -0.2

RP5 1.0 -19.59745 0.0 1000.0 1.0 -19.59745 0.0 0.01 0.012 0.3

RP6 1.0 2.0 0.0 0.1 1.0 -2.0 0.0 0.1 0.8 0.0
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Figure 15: Riemann problem RP0 for the Euler equations of compressible gas dynamics with ideal gas EOS. Second order results for the density ρ
(left) and the transverse velocity v (right), obtained on 200 equidistant cells.

wet steam region, a new independent parameter is therefore needed to fully characterize the physical state of the fluid.

This parameter is the vapor mass fraction µ, from which density and internal energy can be computed for a given

temperature T as
1

ρ
=

1 − µ
ρl

+
µ

ρv

, e = (1 − µ)el + µ ev, (71)

where ρl = ρl(T ) is the liquid density and ρv = ρv(T ) is the vapour density of the mixture. el = el(T ) and ev = ev(T )

denote the liquid and vapour internal energy, respectively, and the pressure is given by p = psat(T ). See any standard

textbook on thermodynamics on this subject [5].

Riemann problem RP-H3:. This test problem is a very stringent one, with a pressure jump over three orders of

magnitude and where the solution of the Riemann problem crosses the entire wet–steam region, i.e. the vapour mass

fraction µ takes all values from zero to one. The left state of this test case is pure liquid (µ = 0) while the right state

is pure vapor (µ = 1). The quasi-exact solution for the intermediate states in the star region is given in [42]. The

wet–steam region is crossed within the left–running rarefaction fan. There, one observes an interesting physical effect

that is known to happen in flows with phase transition. As soon as the vapor pressure is reached, the speed of sound

significantly drops over two orders of magnitude. In our case here from c ≈ 711.55 to c ≈ 3.755. This causes the
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Figure 16: Riemann problems RP1-RP6 (from top left to bottom right) for the Euler equations of compressible gas dynamics with ideal gas EOS.

Second order results for the density ρ, obtained on 200 equidistant cells.
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rarefaction fan to be split into two pieces. One part is the rarefaction inside the pure liquid region with a fast sound

speed and the other part is inside the wet–steam region with a very low speed of sound. The discontinuity in c causes

the coordinate ξ = x/t = u − c to jump instantaneously from the tail characteristic of the first part of the rarefaction

fan inside the liquid region to the head–characteristic of the second part of the same rarefaction fan in the wet–steam

region, see the sketch of the structure of the Riemann problem in Fig. 17 in the x − t–plane. For a more detailed

discussion of this phenomenon, the reader is referred to [31, 68, 42]. In this test problem, the wet–steam region is left

at the contact discontinuity, where the vapor pressure rises significantly due to the increased temperature and hence

the fluid fully evaporates (µ = 1). These phenomena are correctly captured in our numerical simulations shown in Fig.

18. The wave pattern agrees qualitatively with the one found by Saurel et al. in [82] (see Figure 10 in reference [82])

based on a non-equilibrium PDE model. Despite the complex wave structure of this Riemann problem, the agreement

between the quasi–exact solution and the numerical results obtained with the HLLEM RS is excellent. Note that it

was not possible to solve this problem with the generalized Osher-type Riemann solver [45].

Riemann problem RP-H5:. In this Riemann problem the initial data consist of pure liquid, subject to a strongly

divergent flow. This causes two rarefaction waves which lead to a significant drop of the pressure so that the vapor

pressure is reached and hence a cavitation bubble is produced. As in the shock tube problem RP-H3, the sudden

drop of the speed of sound in the wet–steam region causes the rarefaction waves to split and two new intermediate

zones Q̃L and Q̃R appear, see Fig. 19. Due to the symmetry of the problem, there is only one state in the star region.

The computational results obtained with the second order order finite volume method based on the HLLEM RS are

compared with the quasi–exact reference solution [42] in Fig. 20. Like in the previous test problem, we find a good

agreement between the two solutions. The same wave pattern has been found by Saurel et al. for a similar problem in

[82] (see reference [82], Figures 15 and 17).

Riemann problem RP-H6:. The initial states of this shock tube problem consist of wet–steam on the left and pure

vapor on the right. The initial vapor mass fractions are given by µL = 0.25 and µR = 1.0. The wave pattern of this

test problem is a classical one with a left–moving rarefaction, an intermediate contact and a right–moving shock. The

quasi–exact solution is depicted in Fig. 21 and is compared against the numerical solution obtained by the HLLEM

Riemann solver. Overall, we note a very good agreement.

3.7. The Equations of Nonlinear Elasticity

In this last section we consider the equations of nonlinear hyper-elasticity (NLE) as derived by Godunov and

Romenski in Eulerian coordinates in [52, 53, 54]. This very interesting system has been studied numerically for

example in [86, 36, 45], where either simple centered–type numerical fluxes or a new, universal formulation of the

Osher Riemann solver have been used. Exact solutions for the Riemann problem of the nonlinear elasticity equations

have first been presented in [86, 15]. In this article we apply the HLLEM Riemann solver for the first time to these

Table 8: Initial data of three Riemann problems for n–heptane taken from [42]. The initial location of the discontinuity xc and the final simulation

time te are also listed for each problem.

ρ u p e T µ

RP-H3: left state liquid, right state vapor. xc = 0.0, te = 1.0 · 10−3

Left 600.0 0.0 1.0 · 107 −1.0827852 · 105 406.63151 0.0

Right 0.25 0.0 1.0 · 104 3.3981878 · 105 482.98821 1.0

RP-H5: initially liquid, cavitation by rarefaction. xc = 0.0, te = 1.0 · 10−3

Left 550.0 -100.0 2.0 · 106 −1.4080779 · 104 437.31057 0.0

Right 550.0 +100.0 2.0 · 106 −1.4080779 · 104 437.31057 0.0

RP-H6: left state wet–steam, right state vapor. xc = −0.5, te = 2.0 · 10−3

Left 115.414555 0.0 1.0119333 · 106 1.4965669 · 105 475.0 0.25

Right 0.5 0.0 1.5 · 104 8.8179442 · 104 364.49192 1.0
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Figure 17: Sketch of the wave pattern of Riemann problem RP-H3. The left rarefaction fan is split into two parts ([68, 31]) due to the instantaneous

drop of the speed of sound as soon as the wet–steam region is reached. A new region with piecewise constant intermediate state Q̃L appears.

complex equations. We follow the notation of Titarev et al. [86] and Barton et al. [15], hence the governing PDE

system reads

∂ρ

∂t
+
∂(ρuk)

∂xk

= 0,

∂ρui

∂t
+
∂(ρuiuk − σik)

∂xk

= 0,

∂ρFi j

∂t
+
∂(ρFi juk − ρFk jui)

∂xk

= 0,

∂ρE

∂t
+
∂(ρukE − uiσik)

∂xk

= 0. (72)

Here ρ is the density ui is the velocity vector, Fi j is the deformation gradient and σik is the stress tensor. The density

equation and one of the equations for ρFi j are redundant. In order to guarantee exact mass conservation, we therefore

prefer to use the equation for density, which replaces one equation for the deformation gradient, say ρF11. This

procedure has been adopted in [86], which we follow in this paper. The total energy density is defined as usual as

ρE = ρ(e + 1
2
uiui). The stress tensor σi j is a complicated nonlinear function of the deformation gradient Fi j and

depends on the equation of state (EOS) that is needed to close the system. The EOS defines the internal energy e as a

function of the the deformation gradient Fi j and entropy S as e = e(Fi j, S ). Then, the following definitions for density

ρ, strain tensor gi j, stress tensor σi j and temperature T hold:

ρ =
ρ0

det(F)
, G = gi j = F−T F−1, σik = ρFi j

∂e

∂Fk j

= −2ρgi j

∂e

∂g jk

, T =
∂e

∂S
, (73)

where ρ0 is a constant reference density. In an isotropic medium, the internal energy e is a function of three invariants

of the strain tensor gi j:

e(I1, I2, I3) =
K0

2α2

(

I
α/2
3
− 1

)2
+ cVT0I

γ/2

3

(

eS/cV − 1
)

+
B0

2
I
β/2

3

(

1

3
I2
1 − I2

)

, (74)

with the invariants

I1 = tr
(

gi j

)

= g11 + g22 + g33, I3 = det
(

gi j

)

=

(

ρ

ρ0

)2

,
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Figure 18: Quasi–exact solution and second order results obtained with the new formulation of the HLLEM Riemann solver on 500 grid points at

time t = 1.0 · 10−3 for density, velocity, temperature, pressure and vapor mass fraction of the Riemann problem RP-H3 for n–heptane.
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Figure 19: Sketch of the wave pattern of Riemann problem RP-H5. In this symmetric problem the left and right rarefaction are split [31, 68] into

two parts due to the instantaneous drop of the speed of sound in the wet–steam region. Two new intermediate regions with piecewise constant states

Q̃L and Q̃R appear. Due to the symmetry of the problem, there is only one state Q∗ in the star region.

I2 = (g11g22 − g12g21) + (g22g33 − g23g32) + (g33g11 − g31g13) . (75)

According to [86], K0 and B0 are the squared speed of the pressure and the shear wave, respectively, cV is the heat

capacity at constant volume, T0 is the reference temperature and α, β and γ are constants characterizing the non-

linearities in the EOS. For the details on the eigenstructure of this system, see [15].

We solve two of the one-dimensional shock tube problems proposed in [86] using the new generalized HLLEM

flux (30). The material properties for copper are chosen as in [86], i.e. we use ρ0 = 8.9, K0 = c2
0
− 4

3
b2

0
, B0 = b2

0
,

c0 = 4.6, b0 = 2.1, T0 = 300 and cv = 0.4 · 10−3. We set furthermore α = 1, β = 3 and γ = 2. The computational

domain is chosen as Ω = [0; 1] using 200 cells. Transmissive boundaries are imposed in x-direction. The initial

condition consists of two piecewise constant states, separated by a discontinuity at x = 0.5. The initial states for all

test cases are given in terms of the primitive variables in Table 9.

The first problem RP0 consists of an isolated, steady contact discontinuity, which is almost perfectly well resolved

by the new HLLEM Riemann solver, while it is significantly smeared by a standard HLL RS, even in the context of

the second order TVD finite volume scheme that has been applied here. RP1 corresponds to the three-wave shock

tube problem and test case RP2 corresponds to the five-wave shock tube problem described in [86]. The second test

case consists of two pieces of material that have been subject to different strain conditions and that are subsequently

attached to each other. Dr. Titarev kindly provided us with the exact solution of the three-wave shock tube problem

and with the numerical reference solution of the five-wave shock tube problem, as published in [86]. The numerical

results obtained with the new HLLEM RS are compared against the reference solution for all test cases in Fig. 22. For

comparison, also the results obtained with a classical HLL RS are shown. As expected, the HLLEM Riemann solver

behaves much better compared to the simple HLL flux, in particular at the slowly-moving inner waves.

3.8. Ideal Relativistic MHD Equations (RMHD)

The ideal relativistic MHD equations (RMHD) form an extremely challenging nonlinear hyperbolic PDE system,

since they have the additional difficulty with respect to the previous PDE that the primitive variables needed for

expressing the flux F(Q) can not be expressed analytically in terms of the conserved quantities Q. Instead, iterative

procedures are necessary to compute F(Q) for a given state vector Q, see e.g. [7, 95]. More details about this very

interesting hyperbolic system can be found in [7, 95, 50, 58, 64, 65, 96, 73, 4]. The RMHD system reads

∂Q

∂t
+ ∇ · F(Q) = 0, (76)
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Figure 20: Quasi–exact solution and second order results obtained with the new formulation of the HLLEM Riemann solver on 2000 grid points at

time t = 1.0 · 10−3 for density, velocity, temperature, pressure and vapour volume fraction of the Riemann problem RP-H5 for n–heptane.
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Figure 21: Quasi–exact solution and second order results obtained with the new formulation of the HLLEM Riemann solver on 500 grid points at

time t = 2.0 · 10−3 for density, velocity, temperature, pressure and vapour volume fraction of the Riemann problem RP-H6 for n–heptane.
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Figure 22: Numerical solution obtained with the HLLEM solver applied to the equations of nonlinear hyper-elasticity for Riemann problems

RP0–RP2 (top to bottom). RP0 is a stationary contact wave, RP1 contains only three waves and RP2 contains five different waves.
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Table 9: Initial states left (L) and right (R) for the Riemann problems for the nonlinear hyperelasticity model of Godunov and Romenski [52] and

final output times te.

Case u v F11 F12 F21 F22 S te

RP0 L: 0.0 0.0 1.156276 0.034688 0.093191 1.002196 0.001 0.2

RP0 R: 0.0 0.0 1.0 0.03 0.02 1.0 0.0

RP1 L: 0.0 0.0 0.95 0.0 0.0 1.0 0.001 0.06

RP1 R: 0.0 0.0 1.0 0.0 0.0 1.0 0.0

RP2 L: 0.0 1.0 0.95 0.0 0.05 1.0 0.001 0.06

RP2 R: 0.0 0.0 1.0 0.0 0.0 1.0 0.0

with the vector of conserved quantities

Q =





D

M

E

B

ψ





=





γρ

γwtotv − b0b

γ2wtot − b0b0 − ptot

B

ψ





, (77)

and the flux tensor

F(Q) =





γρv,

γ2wtotvv − vb + ptotI,

γ2wtotv − b0b

vB − Bv + ψI

c2
h
B





. (78)

The equation of state is

e = ρ +
p

Γ − 1
, (79)

the Lorentz factor, denoted as γ in this section, is defined by

γ =
1

√
1 − ~v 2

, (80)

further quantities appearing in (77) and (78) are given by

b0 = γv · B, b =
B

γ
+ γv, |b|2 = B2

γ2
+ (vkBk)2, (81)

from which total enthalpy and total pressure are defined as

wtot = e + p + |b|2 , ptot = p +
1

2
|b|2 . (82)

Here, the speed of light is set to unity. The computation of the primitive variables ρ, v and p from the vector Q of

conserved quantities is very complicated. It can not be done analytically but requires necessarily the use of iterative

techniques. A very robust and efficient conservative to primitive variable transformation that uses the exact roots of a

third degree polynomial in combination with the solution of a single nonlinear scalar equation is given in [95]. The

exact solution of the Riemann problem has been published in [50, 73] and the eigenstructure has been made available

in [7] and [4]. This allows us immediately to apply our new HLLEM Riemann solver (30) even to the RMHD system
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Table 10: Initial states left (L) and right (R) for the RMHD shock tube problems and final times te.

Case ρ p u v w By Bz Bx te

1L 1.0 1.0 0.0 0.0 0.0 1.0 0.0 0.5 0.4

1R 0.125 0.1 0.0 0.0 0.0 -1.0 0.0 0.5

2L 1.0 30.0 0.0 0.0 0.0 6.0 6.0 5.0 0.4

2R 1.0 1.0 0.0 0.0 0.0 0.7 0.7 5.0

3L 1.0 1000.0 0.0 0.0 0.0 7.0 7.0 10.0 0.4

3R 1.0 0.1 0.0 0.0 0.0 0.7 0.7 10.0

4L 1.0 0.1 0.999 0.0 0.0 7.0 7.0 10.0 0.4

4R. 1.0 0.1 -0.999 0.0 0.0 -7.0 -7.0 10.0

5L 1.08 0.95 0.4 0.3 0.2 0.3 0.3 2.0 0.55

5R 1.0 1.0 -0.45 -0.2 0.2 -0.7 0.5 2.0

(76) – (78). Like for the classical MHD case, we include all intermediate waves (also the slow magnetosonic waves),

making thus the HLLEM Riemann solver a complete Riemann solver. We emphasize that the construction of the

present HLLEM solver (30) is simple and automatic, even for such complex hyperbolic PDE systems like the RMHD

equations, while the design of HLLC and HLLD Riemann solvers needs to be done case by case for each system

again.

The computational domain is chosen as Ω = [0; 1] and the initial condition consists of two piecewise constant

states, separated by a discontinuity located at x = 0.5. The initial data are summarized in Table 10. In all test cases

we use Γ = 5/3, except for the first test case, where Γ = 2, see [7]. For all test problems, reconstruction is performed

in primitive variables and not componentwise in conservative variables. The numerical results obtained with our new

HLLEM Riemann solver are shown in Figs. 23 - 27. We use 400 elements in all test cases, except for RP3, where 800

elements have been used. The CFL number is set to CFL = 0.9 in all problems, except for RP3 and RP4, where we

use CFL = 0.5. For all Riemann problems we note a good agreement between the numerical solution obtained with

the new HLLEM flux and the exact reference solution.

4. Conclusions

This is the first time that the one-dimensional HLLEM Riemann solver has been extended to non-conservative

hyperbolic systems and to general nonlinear hyperbolic systems of conservation laws. The proposed approach is

surprisingly simple and universal. In the original papers of Einfeldt [46] and Einfeldt, Munz et al. [47] the HLLEM

method has been developed for the Euler equations of compressible gas dynamics and the scaling factor δ has been

derived only for this very particular system. In the present paper we have extended the HLLEM method to general

nonlinear hyperbolic PDE and where an arbitrary number of intermediate characteristic fields can be included. This is

achieved by a generalization of the scaling factor δ to the scaling matrix δ∗, for which a simple and general expression

has been derived. Since our new formulation of the HLLEM scheme can in principle accommodate as many interme-

diate characteristic fields as one wishes, the method could be alternatively named HLLI Riemann solver, where ’I’

stands for the intermediate characteristic fields that can be accounted for.

This new Riemann solver inherits many of the good positivity properties that are built into the HLL Riemann

solver. Entropy enforcement at rarefaction fans is built-in by design. Inclusion of the intermediate waves ensures

that slowly-moving linearly degenerate inner characteristic fields are well-preserved. This can usually be done with

very little additional cost. Furthermore, retention of the intermediate waves ensures that a well-balanced scheme can

be obtained in the case of shallow-water-type systems. Most importantly, by using similarity variables, the Riemann

solver can be derived in a straightforward manner. The range of test problems in this paper includes compressible gas

dynamics with ideal and real equation of state, multiphase flow, shallow water-type equations, magnetohydrodynamics

(MHD & RMHD) and nonlinear elasticity. Given the range of problems that can be handled by the new HLLEM RS, it
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Figure 23: Numerical results obtained with the new HLLEM RS for the RMHD Riemann problem 1 at t = 0.4 using 400 elements.
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Figure 24: Numerical results obtained with the new HLLEM RS for the RMHD Riemann problem 2 at t = 0.4 using 400 elements.
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Figure 25: Numerical results obtained with the new HLLEM RS for the RMHD Riemann problem 3 at t = 0.4 using 800 elements.
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Figure 26: Numerical results obtained with the new HLLEM RS for the RMHD Riemann problem 4 at t = 0.4 using 400 elements.
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Figure 27: Numerical results obtained with the new HLLEM RS for the RMHD Riemann problem 5 at t = 0.55 using 400 elements.
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is shown to be a versatile performer and a very valuable, accurate but low-cost addition to the computational scientist’s

toolkit.

The present HLLEM RS has a computational complexity that is closer to the HLL RS, while offering performance

that is closer to that of a complete RS, like the Roe-type or Osher-type Riemann solvers. Like the DOT RS of

Dumbser and Toro [44, 45], it can even operate in situations where the Roe matrices are not analytically available.

While the DOT RS requires the evaluation of the full eigenstructure of the characteristic matrix along multiple points

on the path that connects the left and right states, the HLLEM RS bypasses this very expensive step, since only one

evaluation of intermediate eigenvalues and eigenvectors is required. The intermediate eigenvectors are usually very

easy and inexpensive to construct. The present HLLEM RS, therefore, outperforms the DOT RS by a wide margin

while retaining the full versatility of DOT and providing similar solution quality. Two further interesting observations

should be made. First, notice that the HLLEM RS is also amenable to a high order quadrature-free formulation in

ADER-WENO finite volume schemes (Dumbser et al. [43]) if the signal speeds and the viscosity matrix are frozen for

each element interface. Second, Morales de Luna et al. [32] have recently presented a formulation for analyzing the

viscosity of any Riemann solver in terms of a polynomial expansion. Given the practical thrust of this paper, we do

not carry out a PVM analysis of the HLLEM RS, but we do point out that such a study is worthwhile. The self-similar

formulation developed in Balsara [9, 10, 11, 12], Balsara, Dumbser & Abgrall [14] and Balsara & Dumbser [13] has

been shown in this paper to be an important paradigm for designing Riemann solvers. Our eventual goal is also to use

the one-dimensional HLLEM RS as a building block for multidimensional Riemann solvers of the HLL and HLLEM

type for non-conservative hyperbolic systems. Please notice, therefore, that our somewhat detailed description of

the inclusion of substructure in the one-dimensional Riemann solver is also intended to give us some clues about

the inclusion of corresponding multidimensional sub-structure in the multidimensional Riemann solver. This will be

developed in a subsequent paper.
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Appendix A. A fully consistent HLLEM formulation in the non-conservative case

In the HLLEM scheme (28) we have assumed that the piecewise linear variation of the wave structure has no

influence on the resulting HLL state Q∗. While this is always true for conservation laws, it is a simplifying assumption

in the case of general non-conservative hyperbolic systems. Recall that the governing PDE in similarity variables (4)

reads

Q − ∂(ξQ)

∂ξ
+
∂f

∂ξ
+ B(Q)

∂Q

∂ξ
= 0, (A.1)

while for the HLLEM scheme we assume the following internal structure of the solution of the Riemann problem,

Q(ξ) =






QL, if ξ ≤ sL,

Q∗ + ϕR∗(Q̄) 2δ∗(Q̄) L∗(Q̄)
QR−QL

sR−sL

(

ξ − 1
2
(sL + sR)

)

, if sL < ξ < sR,

QR, if ξ ≥ sR,

(A.2)

with Q̄ = 1
2
(QL + QR). This piecewise linear structure of the Riemann problem leads to two jump discontinuities at

the extremal wave speeds sL and sR. Taking the limits from the left and the right, respectively, we obtain:

lim
ξ→s−

L

Q(ξ) = QL, lim
ξ→s+

L

Q(ξ) = Q∗L = Q∗ − ϕR∗(Q̄)δ∗(Q̄) L∗(Q̄) (QR −QL) , (A.3)

lim
ξ→s+

R

Q(ξ) = QR, lim
ξ→s−

R

Q(ξ) = Q∗R = Q∗ + ϕR∗(Q̄)δ∗(Q̄) L∗(Q̄) (QR −QL) , (A.4)

with jumps between QL and Q∗
L

at the left speed sL and between Q∗
R

and QR at the right speed sR. Integrating (A.1) and

using (A.2) we obtain the following fully consistent relation for the star state Q∗ in the case of the HLLEM method

for non-conservative systems:

Q∗ =
1

(sR − sL)

[

(QRsR −QLsL) − (fR − fL) −
(

B̃
(

QL,Q
∗
L

) (

Q∗L −QL

)

+ B̃
(

Q∗L,Q
∗
R

) (

Q∗R −Q∗L
)

+ B̃
(

Q∗R,QR

) (

QR −Q∗R
))]

,

(A.5)

with the states Q∗
L

and Q∗
R

given by (A.3) and (A.3), and the Roe matrices B̃ given by (13). The final HLLEM

fluctuations are still given by (28). Despite being fully consistent with the assumed wave structure (A.2) the relation

for the intermediate HLL state Q∗ given by (A.5) is more complex than the one given in (14). The more consistent

relation (A.5) furthermore did not lead to significantly improved computational results for the PDE systems under

consideration here. In particular for the Baer-Nunziato model, the use of Eqn. (A.5) leads to a significant increase in

the necessary number of iterations for the quasi-Newton algorithm for the iterative solution of (A.5), and eventually

also to numerical instabilities. For the shallow water systems, the more sophisticated relation (A.5) yielded very

similar results compared with the simple formulation (14).
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Appendix B. Derivation of the diagonal matrix δ∗ in the general HLLEM method

In this section we give all the necessary details to derive the expression for matrix δ∗(Q̄) in the HLLEM RS (28).

The present study closely follows the work of Einfeldt [46], who considered the resulting viscosity matrix of the final

scheme in order to choose the scaling factor δ, which in the case of the Euler equations of gas dynamics was only a

scalar. In the following, we carry out the study for the case of a conservation law, hence assuming B(Q) = 0, since we

are only interested in the numerical viscosity of the resulting HLLEM scheme. For that purpose, we need to cast the

HLLEM flux (30) into the canonical form

fHLLEM =
1

2
(fR + fL) − 1

2
Θ (QR −QL) , (B.1)

whereΘ is the viscosity matrix, which will then be the object of our further analysis. Starting from the numerical flux

(30) without the flattener, i.e. using ϕ = 1, we have

fHLLEM =
sRfL − sLfR

sR − sL

+
sLsR

sR − sL

(QR −QL) − sRsL

sR − sL

R∗(Q̄) δ∗(Q̄) L∗(Q̄) (QR −QL) . (B.2)

The first term on the right hand side can then be rewritten as

sRfL − sLfR

sR − sL

=
1

2

sRfL − sLfL

sR − sL

+
1

2

sRfR − sLfR

sR − sL

+
1

2

sLfL − sRfR + sRfL − sLfR

sR − sL

(B.3)

=
1

2
(fL + fR) − 1

2

sR + sL

sR − sL

(fR − fL) =
1

2
(fL + fR) − 1

2

sR + sL

sR − sL

Ã(QL,QR) (QR −QL) ,

where Ã(QL,QR) = A(Q̃) is the Roe-matrix of the system (1) and Q̃ = Q̃(QL,QR) denotes the Roe-averaged state

between the left state QL and the right state QR, so that Ã(QL,QR) (QR −QL) = fR − fL. With (B.3) the viscosity

matrix Θ of the HLLEM flux (B.2) can be written as

Θ =
sR + sL

sR − sL

Ã(QL,QR) − 2
sRsL

sR − sL

I + 2
sRsL

sR − sL

R∗(Q̄) δ∗(Q̄) L∗(Q̄). (B.4)

According to [46] the method is stable if the diagonal matrix Σ of the eigenvalues of the viscosity matrix Θ satisfies

the relation

Σ ≥
∣
∣
∣Λ(Q̃)

∣
∣
∣ , (B.5)

where Λ(Q̃) denotes the diagonal matrix of eigenvalues of the Roe-matrix Ã. If we choose the intermediate state of

the HLLEM flux Q̄ equal to the Roe-averaged state, i.e. Q̄ = Q̃, then we can rewrite the part of the viscosity matrix

that concerns the intermediate characteristic fields as

Θ∗ =
sR + sL

sR − sL

R∗(Q̄)Λ∗(Q̄) L∗(Q̄) − 2
sRsL

sR − sL

R∗(Q̄) I L∗(Q̄) + 2
sRsL

sR − sL

R∗(Q̄) δ∗(Q̄) L∗(Q̄). (B.6)

From (B.6) we immediately find the following relation for the eigenvalues of Θ∗:

Σ∗ =
sR + sL

sR − sL

Λ∗(Q̄) − 2
sRsL

sR − sL

I + 2
sRsL

sR − sL

δ∗(Q̄) ≥
∣
∣
∣Λ∗(Q̄)

∣
∣
∣ . (B.7)

Thus, δ∗(Q̄) must satisfy the relation

δ∗(Q̄) ≤ I +
1

2

sR − sL

sRsL

∣
∣
∣Λ∗(Q̄)

∣
∣
∣ − 1

2

sR + sL

sRsL

Λ∗(Q̄), (B.8)

or, equivalently

δ∗(Q̄) ≤ I − 1

2

sR

sRsL

(

Λ∗(Q̄) −
∣
∣
∣Λ∗(Q̄)

∣
∣
∣

)

− 1

2

sL

sRsL

(

Λ∗(Q̄) +
∣
∣
∣Λ∗(Q̄)

∣
∣
∣

)

. (B.9)
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With the usual abbreviation Λ±∗ (Q̄) = 1
2

(

Λ∗(Q̄) ±
∣
∣
∣Λ∗(Q̄)

∣
∣
∣

)

we get the final relation for δ∗:

δ∗(Q̄) ≤ I −
Λ
−
∗ (Q̄)

sL

−
Λ
+
∗ (Q̄)

sR

. (B.10)

The above analysis is based on the assumption that Q̄ = Q̃. When possible, it would be therefore be advisable to use

the Roe-averaged state in order to evaluate the eigenvalues and eigenvectors of the intermediate characteristic fields in

the HLLEM RS (28) and (30), as also recommended in [46, 47]. However, we also would like to justify our simplified

choice Q̄ = 1
2

(QL +QR). Note that according to [70, 25, 40, 44, 45] the Roe matrix can also be written in terms of a

path-integral along a straight line segment path ψ(QL,QR, s) = QL + s(QR −QL) as

Ã(QL,QR) =

1∫

0

A (ψ(QL,QR, s)) ds. (B.11)

For a conservation law, the resulting matrix satisfies automatically the jump conditions Ã(QL,QR)(QR−QL) = fR− fL.

If the above path integral is now approximated by a Gaussian quadrature rule based on one single integration point

(the mid-point rule), we get

Ã(QL,QR) ≈ A
(

Q̄
)

, with Q̄ =
1

2
(QL +QR) . (B.12)

Appendix C. FORTRAN 90 sample code for the HLLEM RS

In this appendix we provide two full FORTRAN 90 sample codes of the HLLEM Riemann solver presented in

this paper without flattener (ϕ = 1). The first one (HLLEMNC) implements the fluctuations (28) and applies to general

conservative and non-conservative hyperbolic systems, while the second one (HLLEMFlux) implements eqn. (30) and

provides a classical numerical flux for conservation laws in the case B(Q) = 0.

The user is supposed to provide a set of functions that compute the physical flux, the eigenvalues, the eigenstructure

of the intermediate characteristic fields, the matrix B(Q) of the non-conservative product and the Roe matrix. To

facilitate the reading of the codes below, these user-defined functions are highlighted in red. More precisely: the user

must provide PDEIntermediateFields, which is a subroutine that returns for each state Q the diagonal matrix of

the eigenvalues of the intermediate characteristic fields Λ∗, and the associated right and left eigenvector matrices R∗
and L∗, respectively. Actually, this subroutine is the key element for the HLLEM scheme presented in this paper. If

any of the matrices R∗, Λ∗ or L∗ cannot be computed (production of not-a-number values due to division by zero or

due to square roots of negative numbers etc.), the final result is simply set to R∗ = Λ∗ = L∗ = 0, hence reverting the

HLLEM method back to the more robust HLL scheme in that case. The subroutine PDEEigenvalues must return

for each state Q a vector of all eigenvalues of the PDE system (1). If the eigenvalues are not known analytically,

this subroutine should at least return an estimate for the speeds of the two extremal left- and right-moving waves.

The physical flux needs to be provided in a subroutine called PDEFlux. In the computation of δ∗ we add two tiny

numbers in the denominators to avoid division by zero. Finally, the Roe matrix B̃(Qa,Qb) between two generic states

Qa and Qb is computed exactly, or numerically via Gaussian quadrature, by a subroutine called RoeMatrix. A simple

example algorithm for such a numerical computation of the Roe matrix is given below, where the matrix B(Q) is

supposed to be provided by the user in a subroutine PDEMatrixB.
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SUBROUTINE RoeMatrix(BRoe,Qa,Qb,nVar)

IMPLICIT NONE

INTEGER, PARAMETER :: nGP = 3 ! nGP = number of Gauss-Legendre points

INTEGER :: nVar, i ! nVar = number of variables in the PDE

REAL :: BRoe(nVar,nVar),Qa(nVar),Qb(nVar)

REAL :: sGP(nGP), wGP(nGP)

REAL :: B(nVar,nVar), Q(nVar)

INTENT(OUT) :: BRoe

INTENT(IN) :: Qa,Qb,nVar

! Definition of the Gauss-Legendre quadrature rule using 3 quadrature points

sGP = (/ 0.5-sqrt(15.)/10., 0.5, 0.5+sqrt(15.)/10. /)

wGP = (/ 5./18., 8./18., 5./18. /)

BRoe = 0. ! Initialize Roe matrix with zero

DO i = 1, nGP

Q = Qa + sGP(i)*(Qb-Qa) ! Straight-line segment path

CALL PDEMatrixB(B,Q) ! Evaluate matrix B(Q)

BRoe = BRoe + wGP(i)*B ! Compute the path integral using numerical quadrature

ENDDO

END SUBROUTINE RoeMatrix
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SUBROUTINE HLLEMNC(Dm,Dp,QL,QR,nVar,nLin)

IMPLICIT NONE

! Argument list declaration

INTEGER :: nVar, nLin ! number of variables nq and intermediate fields ni

REAL :: Dm(nVar),Dp(nVar),QL(nVar),QR(nVar)

! Local variable declaration

INTEGER :: i, iHLL, MaxIter = 25 ! MaxIter=0 for classical path-conservative scheme

REAL :: fL(nVar), fR(nVar), QM(nVar), LL(nVar), LR(nVar), LM(nVar), AD(nVar)

REAL :: PathInt(nVar), QHLL(nVar), QOld(nVar), BRoe1(nVar,nVar), BRoe2(nVar,nVar)

REAL :: RS(nVar,nLin), LS(nLin,nVar), Lambda(nLin,nLin), Id(nLin,nLin), sL, sR

REAL :: Delta(nLin,nLin), Lap(nLin,nLin), Lam(nLin,nLin), tol = 1e-12, res

INTENT(OUT) :: Dm,Dp

INTENT(IN) :: QL,QR,nVar,nLin

Id = 0; FORALL(i = 1:nLin) Id(i,i) = 1.0 ! Define the identity matrix I

QM = 0.5*(QL+QR) ! Compute the intermediate state Q̄

CALL PDEEigenvalues(LM,QM) ! Compute the eigenvalues in Q̄

CALL PDEEigenvalues(LL,QL) ! Compute the eigenvalues in Q̄L

CALL PDEEigenvalues(LR,QR) ! Compute the eigenvalues in Q̄R

sL = MIN(0.0, MINVAL(LM), MINVAL(LL) ) ! Compute the left signal speed sL

sR = MAX(0.0, MAXVAL(LM), MAXVAL(LR) ) ! Compute the right signal speed sR

CALL PDEFlux(fL,QL) ! Compute the flux in the left state

CALL PDEFlux(fR,QR) ! Compute the flux in the right state

CALL RoeMatrix(BRoe1,QL,QR) ! Compute the Roe matrix (exactly or numerically)

PathInt = MATMUL(BRoe1,QR-QL) + fR - fL ! Compute the path integral from QL to QR

QHLL = ( QR*sR - QL*sL - PathInt ) / (sR-sL) ! Compute the initial guess for Q∗

! Simple Picard-type iteration to compute the HLL state Q∗

DO iHLL = 1, MaxIter

QOld = QHLL ! Save the old HLL state

CALL RoeMatrix(BRoe1,QL,QHLL) ! Compute the Roe matrix between QL and Q∗

CALL RoeMatrix(BRoe2,QHLL,QR) ! Compute the Roe matrix between Q∗ and QR

PathInt = MATMUL(BRoe1,QHLL-QL) + MATMUL(BRoe2,QR-QHLL) + fR - fL

QHLL = ( QR*sR - QL*sL - PathInt ) / (sR-sL) ! Update the HLL state according to (16)

res = SQRT(SUM(QOld-QHLL)**2) ! Compute the residual

IF(res.LT.tol) EXIT ! Exit the loop if a tolerance has been reached

ENDDO

CALL PDEIntermediateFields(Lambda,RS,LS,QM) ! Compute Λ∗, R∗ and L∗

Lap = 0.5*( Lambda + ABS(Lambda) ); Lam = 0.5*( Lambda - ABS(Lambda) ) ! Compute Λ±∗

Delta = Id - Lam/(sL-1e-14) - Lap/(sR+1e-14) ! Compute δ∗

! Compute the HLL fluctuations and the final HLLEM fluctuations

Dm = -sL/(sR-sL)*PathInt + sL*sR/(sR-sL)*(QR-QL) ! Left-moving HLL fluctuation

Dp = +sR/(sR-sL)*PathInt - sL*sR/(sR-sL)*(QR-QL) ! Right-moving HLL fluctuation

! Compute the anti-diffusive term of the HLLEM RS

AD = sR*sL/(sR-sL)*MATMUL( RS, MATMUL(Delta,MATMUL(LS,QR-QL)) )

Dm = Dm - AD ! Left-moving HLLEM fluctuation

Dp = Dp + AD ! Right-moving HLLEM fluctuation

END SUBROUTINE HLLEMNC
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SUBROUTINE HLLEMFlux(flux,QL,QR,nVar,nLin)

IMPLICIT NONE

! Argument list declaration

INTEGER :: nVar, nLin ! number of variables nq and intermediate fields ni

REAL :: flux(nVar),QL(nVar),QR(nVar)

! Local variable declaration

INTEGER :: i

REAL :: fL(nVar), fR(nVar), QM(nVar), LL(nVar), LR(nVar), LM(nVar), AD(nVar)

REAL :: QHLL(nVar)

REAL :: RS(nVar,nLin), LS(nLin,nVar), Lambda(nLin,nLin), Id(nLin,nLin), sL, sR

REAL :: Delta(nLin,nLin), Lap(nLin,nLin), Lam(nLin,nLin)

INTENT(OUT) :: flux

INTENT(IN) :: QL,QR,nVar,nLin

Id = 0; FORALL(i = 1:nLin) Id(i,i) = 1.0 ! Define the identity matrix I

QM = 0.5*(QL+QR) ! Compute the intermediate state Q̄

CALL PDEEigenvalues(LM,QM) ! Compute the eigenvalues in Q̄

CALL PDEEigenvalues(LL,QL) ! Compute the eigenvalues in Q̄L

CALL PDEEigenvalues(LR,QR) ! Compute the eigenvalues in Q̄R

sL = MIN(0.0, MINVAL(LM), MINVAL(LL) ) ! Compute the left signal speed sL

sR = MAX(0.0, MAXVAL(LM), MAXVAL(LR) ) ! Compute the right signal speed sR

CALL PDEFlux(fL,QL) ! Compute the flux in the left state

CALL PDEFlux(fR,QR) ! Compute the flux in the right state

QHLL = ( QR*sR - QL*sL - (fR-fL) ) / (sR-sL) ! Compute the HLL state Q∗

CALL PDEIntermediateFields(Lambda,RS,LS,QM) ! Compute Λ∗, R∗ and L∗

Lap = 0.5*( Lambda + ABS(Lambda) ); Lam = 0.5*( Lambda - ABS(Lambda) ) ! Compute Λ±∗

Delta = Id - Lam/(sL-1e-14) - Lap/(sR+1e-14) ! Compute δ∗

! Compute the HLL flux and the final HLLEM flux

flux = (sR*fL - sL*fR)/(sR-sL) + sL*sR/(sR-sL)*(QR-QL) ! HLL flux

! Compute the anti-diffusive term of the HLLEM RS

AD = sR*sL/(sR-sL)*MATMUL( RS, MATMUL(Delta,MATMUL(LS,QR-QL)) )

flux = flux - AD ! HLLEM flux

END SUBROUTINE HLLEMFlux
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